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ABSTRACT

Probing nonequilibrium dynamics in a trapped, inhomogeneous atomic quantum gas

can be a challenging task because coexisting mass transport and spreading of quantum

correlations often make the problem intractable. By removing density inhomogeneity in an

atomic quantum gas and employing local control of chemical potential as well as interaction

parameters, it is possible to perform quasi-particle control, initiate and probe collective

quantum dynamics without or with a controlled mass flow. We report our experimental

results toward quasi-particle control and nonequilibrium dynamics in a homogeneous two-

dimensional quantum gas.
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1. INTRODUCTION

1.1 Toward designer quantum simulator

Quantum simulations have been prosperously studied for quantum physics in the past

decade. [  1 ]–[ 5 ]. A quantum simulator typically consist of quantum particles that evolve un-

der a specific Hamiltonian with proper control of a set of system parameters, allowing us to

simulate the quantum physics such as quantum phases and quantum many-body dynamics,

which can be found in other many-body systems governed by similar Hamiltonians. Quantum

simulator is a prominent application for quantum information and quantum communication

with the great potential to solve classical intractable problems. Several potential platforms

have recently demonstrated theoretically and experimentally the basic functionality of quan-

tum simulation applied to investigate quantum phase transitions, quantum entanglement,

quantum magnetism, quantum spin model, and other related quantum mechanics [ 6 ]–[ 13 ].

A configurable quantum simulator could be realized in different quantum systems, such as

atoms in optical lattices [ 14 ], [  15 ], atoms in arrays of cavities [  16 ]–[ 18 ], arrays of trapped

ions [  19 ]–[ 21 ], superconducting circuits [  22 ], [  23 ], electrons in quantum dots [  24 ]–[ 26 ], arrays

of laser-excited Rydberg atoms [ 27 ]–[ 29 ], NV centers in diamond [  30 ], [  31 ], and many more.

The goals of such simulators is to tackle the difficult computational tasks that are inefficient

or unsolvable on today’s semiconductor based computers. Although the capability of clas-

sical supercomputers has been pushed to new records by taking advantage of customized

tensor networks and specialized algorithms [  32 ] backed by a huge amount of new generation

CPU (central processing unit) and GPU (graphics processing unit), quantum simulators still

show strong primacy [ 33 ], [ 34 ].

Ultracold atoms have been shown remarkable capability of accessing quantum many-

body problems that could emulate statistical physics, quantum chemistry, condensed matter

physics, and high-energy physics [  35 ]. Over the past decades, quantum control of light and

matter in atomic, molecular and optical (AMO) physics has reached an astonishing level

[ 36 ], [  37 ]. The highly tunable and flexible controllability and new tools of probing cast

ultracold atoms as a promising candidate of analog quantum simulators [  38 ]–[ 40 ]. Single-

and many-body Hamiltonians of ultracold quantum gases and their Hamiltonians can be
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precisely engineered, and the resulting dynamics can be closely monitored [  28 ], [  41 ], [  42 ].

In particular, the active developments of optical lattices, optical tweezers and atomic inter-

action controls have opened up the possibility to realize analog quantum simulators from

weakly to strongly correlated many-body systems, and paved a way to the exploration of

previously inaccessible out-of-equilibrium dynamics of quantum systems [  43 ] and possible ex-

planation of high-temperature superconductivity [  44 ], [  45 ], quantum phase transitions from

a superfluid to a Mott insulator [  46 ], [  47 ], and also for exotic quantum matters [ 48 ]–[ 51 ].

These developments enable the visionary ideas of Feynman [ 52 ], [ 53 ], who was one of the

first people conceived a universal quantum simulator in the future [ 54 ], [ 55 ].

To design such quantum simulators with ultracold bosonic atoms, we begin with a many-

body Hamiltonian H acting on the total wavefunction Ψ(r1, r2, r3, . . . rN) of N identical

bosons with two-body interaction, where ri is the coordinate of the i-th boson. The Hamil-

tonian of the system in pseudopotential interaction model and in the dilute limit is

H =
N∑

i=1

(
− ~2

2m
∂2

∂r2
i

+ V (ri)
)

+
∑
i<j
gδ(ri − rj) (1.1)

where m is the mass of a single boson, ~ = h
2π

and h is the Planck constant, V (r) is the

external potential at position r, g is the interatomic interaction parameter (Sec.  1.3 ), and

δ(r) is the Dirac delta-function.

While the external potential V (ri) can be precisely designed through an optical dipole

potential, such as optical lattices [  14 ], [ 46 ], [ 56 ] or optical tweezers, the interaction term g =
4π~2as

m
, is also widely studied by utilizing collisional resonances. For instance, the Feshbach

resonances in cold collisions [  57 ], [  58 ], where the total energy of two approaching atoms in

an energetically open channel is magnetically tuned to resonate with a bound state in a

closed channel [  59 ]. In the presence of the Feshbach resonances where the open and the

close channels are strongly coupled, the interaction strength between two atoms is greatly

modified (detailed in Chapter  1.3 ). As a result, a many-body system could exhibit exotic

dynamics when the interacting particles in such a system are out of equilibrium. In addition

to the global change of interaction by magnetic field, optical means of interaction tuning
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offer advantages over magnetic Feshbach resonances, e.g. high-resolution spatial control and

high-speed temporal control of the interaction strength [ 60 ], [ 61 ].

With the ability to engineer Hamiltonians dynamically via optical tuning, we can design

desired quantum simulation in an ultracold atomic system. Optical field control creates de-

signer interactions as well as external potentials with high resolution in position, momentum,

and time, offering a much richer palette for wide applications and opens many new research

fields [  62 ]–[ 64 ]. For example, studies of nonequilibrium thermodynamics of strongly interact-

ing gases via spatial-temporal control of chemical potential [  65 ], [  66 ], space-time matrices of

analog black hole by dynamically changing sound speed in a superfluid [ 67 ], [ 68 ], quantum

phase transitions and quantum critical transport cooperating with optical lattices [ 69 ]–[ 71 ].

Therefore, optical interaction tuning methods are of great interest.

Upon the unprecedented capability of engineering the Hamiltonians with ultracold atoms,

various experimental approaches have been attempted to extract sensitive information of

near or nonequilibrium density fluctuations and their spatial correlations, which is critical

for revealing statistical dynamics and collective behaviors in a many-body system. There are

a few key ingredients required to tackle the challenging task: a monolayer of two-dimensional

(2D) quantum gas, where the degree of freedom is kinetically frozen to its motional ground

state along the probing direction. Unlike 3D samples whose only bulk properties along the

probing axis are measured, dynamics and related physics of 2D samples manifest on one

plane, therefore the precise in-trap atomic density distribution can be preserved and probed

by performing in situ absorption imaging at a time. In addition to 2D, a homogeneous sample

is also essential for studying equilibrium and nonequilibrium dynamics without extra mass

gradient set in, and helps to access certain physics that require large samples of the same

phases, or of interference between nontrivial phases. The homogeneity of samples not only

removes undesired particle flow, but also gives rise to a better control of chemical potentials

globally and locally – a key to unlock nonequilibrium dynamics.

Equilibrium properties of two-dimensional Bose gases have been previously studied [ 12 ],

[ 72 ]–[ 80 ]. In most of preceding experiments, a 3D Bose-Einstein condensate is converted

into a 2D gas either by loading atoms into a one-dimensional optical lattices formed by an

attractive dipole beam [ 81 ]–[ 83 ], or by compressing the BEC along one direction using a
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repulsive Hermite-Gaussian HG01 beam [  84 ]. The caveat of these two methods is that they

still inevitably introduce trap inhomogeneity in the plane of the 2D gas, thus even in the

equilibrium the atomic density is not homogeneous. Such inhomogeneous samples obstruct

precise explorations of quantum criticality and quantum critical dynamics in low dimensions

[ 85 ], [  86 ], where the sample homogeneity is crucial. Besides, in the case of attractive dipole

potential, atoms are locally trapped in the optical intensity maximum, resulting in the

vulnerability to the optical power fluctuations. For repulsive Hermite-Gaussian potential, it

is in general difficult to engineer a very tight trap due to the diffraction limit of the laser

beam, and often requires more optical power to fully compress atoms to 2D regime as well.

Figure 1.1. Schematic diagram of the box potential. Cyan: blue-detuned
repulsive laser, Maroon: trapped 2D gas.

We have implemented a novel technique to solve these problems. In our state-of-the-

art quantum gas apparatus, two oblate blue-detuned repulsive lasers interfere to form a

one-dimensional optical lattice. Ultracold atoms are trapped in a single dark fringe due to

the repulsive dipole force (Fig.  1.1 ). As a result, the trap potential is homogeneous and

less sensitive to optical power instability. Since atoms are located at an optical intensity

minimum, they scatter less photons so that the lifetime is also longer than those in the

red-detuned attractive trap [  87 ]. Similarly, the horizontal confinement is also formed by

a blue-detuned repulsive potential, where a digital micromirror device (DMD) selectively

reflects the laser profile as a designated pattern that is projected onto the atoms. We project

the horizontal trapping beam through a high-resolution microscope objective which focuses
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on the 2D plane. The tightly focused blue-detuned repulsive beam not only makes a flat

‘box’ trap along with the vertical lattice, but also creates the sharp boundary of the step-

like potential edges. The technical details of our method are described in Chapter  3.2 , and

similar box-trap schemes have also been reported recently [ 88 ], [ 89 ].

The information of 2D gases can be probed by either time-of-flight (TOF) or in situ

imaging [ 90 ], [  91 ] methods. The time-of-flight procedure begins by abruptly switching off

the confinement to atomic samples, allowing the sample to expand for a variable time, fol-

lowed by the absorption imaging or phase-contrast imaging to measure the density profile

of the sample. Although the phase coherence and the momentum distribution of quantum

gases can be revealed in this way, the time-of-flight method only obtains the bulk properties

of samples, i.e. the phase and momentum information from the interference of the whole

sample. In contrast to the time-of-flight measurement where close comparison with theo-

retical calculations and non-trivial transformations are required to reconstruct the spatial

distribution [  65 ], [  92 ]–[ 94 ], an in situ image is a ‘sanp-shot’ picture of an atomic sample along

the confined and reduced axis, the dynamics is resolved from the atomic density distribution

(Fig.  1.2 ). Because the thickness along the line-of-sight of the probing is negligible, 2D in

situ imaging reserves the integrity of the information.

The dissertation is organized as follows: in the next Section  1.2 , I continue to show more

intriguing properties of our platform – two-dimensional homogeneous Bose gases, and signify

the importance and necessity of our choice. In Section  1.3 , I introduce the atomic interaction

of the Feshbach resonances originating from the collisions of cold atoms. With interacting

bosons, it will arrive the energy dispersion of microscopy quasi-particles by Bogoliubov theory

in Section  1.4.1 , followed by the discussion of the pair-correlation between quasi-particles via

the pair-correlation function and the structure factor in Section  1.4.2 . In Chapter  2 , I depict

our versatile apparatus for quantum gas experiments part by part, followed by Chapter  3 

describing the experimental procedures including the laser cooling techniques and the steps

toward sample preparation.

In Chapter  4 , we study universal nonequilibrium dynamics of two-dimensional atomic

Bose gases quenched from repulsive to attractive interactions. We observe the manifesta-

tion of modulational instability that, instead of causing collapse, fragments a large two-
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dimensional superfluid into multiple wave packets universally around a threshold atom num-

ber necessary for the formation of Townes solitons. We experimentally realize the first

demonstration of matter-wave Townes solitons, as well as arguably the first Townes solitons

on all platforms. In Chapter  5 , we achieve near-deterministic generation of two-dimensional

matter-wave Townes solitons, and a precision test on scale invariance in attractive 2D Bose

gases. We confirm scale invariance by inducing a shape-controlled modulational instability

in an elongated 2D matter-wave to create an array of isolated solitary waves of various sizes

and peak densities. In Chapter  6 , we report observation of quasiparticle pair-production by

a modulational instability and present a ‘homodyne’ detection between ground state atoms

and quasiparticles of opposite momenta. We confirm quantum entanglement between inter-

action quench-induced quasiparticles by observing to oscillate below a quantum limit set by

the Peres-Horodecki separability criterion of continuous-variable states.

In Chapter  7 , I describe the recent important upgrade of our apparatus, and further

detail our state-of-the-art quantum gas machine. In Chapter  8 , I conclude my graduate

work and lay out some of our primary projects regarding probing nonequilibrium dynamics

in two-dimensional quantum gases.
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1.2 Two-dimensional homogeneous Bose gases

In this section I present some features of our quantum simulation platform: the two-

dimensional homogeneous Bose quantum gases. Two-dimensional (2D) Bose gases exhibit in-

triguing thermodynamic properties [  80 ], [  82 ], [  84 ], [  95 ]–[ 101 ]. For instance, a non-interacting

ideal 2D gas does not have Bose-Einstein condensate (BEC) transition. This can be observed

from the equation of state derived from the Bose distribution function [ 102 ],

nth(µ, T ) =
∫ d2p

(2π~)2
1

exp [β(p2/2m− µ)] − 1 = −λ−2
dB ln (1 − eβµ) (1.2)

here m is the mass of the boson, ~ = h
2π

and h is the Planck constant, λdB = h√
2πmkBT

is

the thermal de Broglie wavelength, kB is the Boltzmann constant, T is the temperature,

β = 1
kBT

, and µ is the chemical potential. We find when µ → 0, nth → ∞, suggesting

that no atom could accumulate in the ground state. In a weakly interacting 2D Bose gas

where the most experiments are relevant to, one of the fascinating signatures is that the

density fluctuations are greatly suppressed at low temperatures. It can be estimated as

follows: first, the scattering process between atoms is still approximately 3D, therefore the

interaction energy is given by

Eint = g

2

∫
n2(r)dr (1.3)

where g is the parameter of interaction strength, n(r) is the local atomic density at position

r. As Chapter  1.3 will describe, the 3D interaction strength g = 4π2~2

m
as depends on the

s-wave scattering length as, a dimensionless coupling constant g̃2D = m
~2 g for 2D can be

expressed as [ 103 ]

g̃2D =
√

8πas

lz
(1.4)

where lz is the harmonic oscillator length along the axis where the gas is tightly confined to

the vibrational ground state, thus dynamics in this direction can be considered kinetically
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frozen. In an infinite uniform 2D Bose gases, one can estimate the interaction energy by the

mean-field approximation n(r) = n

Eint = g

2

∫
n2(r)dr2 ' g

2L
2〈n2(r)〉 = ~2

2mng̃2DN (1.5)

where L is the length and N is the total number of particles. If the average density 〈n2(r)〉

is fixed, then minimizing the interaction energy is equivalent to minimizing the density

fluctuations. In the low temperature T ≈ 0 limit, the minimum energy of causing density

fluctuations can be estimated by thermodynamics, in which adding a single particle to the

system increases the interaction energy by

∂Eint

∂N
= ng = ~2

m
ng̃2D (1.6)

where ng � kBT when T → 0 suggests that any density fluctuations are strongly suppressed

with the dependence of the interaction strength g̃2D ∝ g.

Although the density fluctuations are suppressed at sufficiently low T , the phase fluctua-

tions are not. In addition to the density fluctuations, another source of phase fluctuations are

vortices. It was pointed out by Kosterlitz and Thouless [ 104 ], [ 105 ] that the phase transition

(BKT-transition) from the normal gas to the superfluid is continuous at a critical temper-

ature TBKT due to the ‘quasi-long-range order’, and there is no true ‘long-range order’ on

either side . In contrast to other phase transitions such as Bose-Einstein condensate [ 106 ],

thermodynamics properties change smoothly across the BKT-transition [ 107 ], [ 108 ].

In a simple macroscopical picture, a weakly interacting 2D Bose gas can be described

by the wave function ψ =
√
neiθ, where n is the density and θ is the phase. Assuming a

superfluid has density ns ≈ n at low temperature, θ varies by a multiple of 2π around an

isolated single vortex where the superfluid density vanishes at the core. The size of the

vortex is the healing length ξ, which is on the length scale of interaction so the presence of

vortices does not violate the fact that the density fluctuations are suppressed. The velocity

field v = ~
m

∇θ ∝ ~
mr

and its angular momentum is quantized ~ for each vortex core. The
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kinetic energy cost of adding a single vortex to the ground state atoms is given by [ 105 ],

[ 109 ]

E = 1
2

∫ R→∞

ξ
ns

(
~
mr

)2

= ~2π

m
ln
(
R

ξ

)
(1.7)

The entropy of a single vortex can be calculated by the number of vortices of radius ξ that

can be added to different locations in a region of radius R

S = kB ln
(

πR2

πξ2

)
= 2kB ln

(
R

ξ

)
(1.8)

One can get the free energy F = E − TS of vortices:

F = kBT

2 (nsλ
2
dB − 4) ln

(
R

ξ

)
(1.9)

Thus the free energy of adding or removing a vortex changes sign at nsλ
2
dB = 4. For

nsλ
2
dB > 4, the free energy F is positive, so the superfluid is stable against the appearance

of a free vortex. On the other hand, for nsλ
2
dB < 4, F is negative, suggesting that the

instability takes places, and the presence of each free vortex reduces ns and amplifies the

further creations of free vortices. This avalanche effect eventually renders the superfluid

density ns to zero, therefore the superfluid in 2D is unstable at 0 < ns <
4

λ4
dB

. The superfluid

density discontinuity occurs at the BKT-transition temperature

TBKT = ~2πns

2kBm
(1.10)

Below the transition temperature TBKT , vortices can only form in pairs of opposite circu-

lations instead of single free vortices. Near the BKT-transition, the density of vortex pairs

increases and the average size of a pair of vortex diverges. However this result alone only

tells us whether the superfluid density discontinues at TBKT , rather than allows us to ob-

tain the value of TBKT for a many-body system. Calculating the actual value of TBKT in a

practical system in terms of n and g̃2D is difficult, because near the transition the interplay

between the superfluid density ns and n is complicated due to the short-distance physics. In
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weakly interacting systems g̃2D � 1, the value for the critical phase-space density is given

by analytical and numerical calculations [ 96 ]–[ 98 ]

Dc = ln
(
C

g̃2D

)
(1.11)

where the dimensionless constant C = 380 ± 3 is numerically calculated by Monte-Carlo

simulations. In the experimental regime we explore so far where g̃2D ≈ 0.05−0.5, the critical

phase-space density Dc ≈ 3 − 6, and typically the phase-space density of our ultracold 2D

samples is � 60.

Figure 1.2. Single shot in situ absorption image of a 2D quantum gas.
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1.3 Feshbach resonance

In this section I review the physical origin of Feshbach resonances in cold atom collisions.

One of the reasons we choose cesium quantum gas as our experimental platform is that

cesium has widely tunable atomic interaction via magnetic Feshbach resonances. Below I

derive the s-wave scattering length as as a function of the magnetic field B, leading to an

essential interaction parameter in many-body physics.

1.3.1 s-wave scattering

In a general scattering problem [  110 ], an incident wavefunction is characterized by a

wavevector k along a defined axis z

φin = eikz, φsc = f(θ)eikr

r
(1.12)

where k is the wave number, r is the radius of the scattered wave, and f(θ) is the partial-wave

amplitude. The scattering cross section is given by

σ =
∫

|f(θ)|2dΩ (1.13)

where Ω is the solid angle that particles pass through. At far field (large r), the interference

of incident and scattered waves is

φr→∞ = φin + φsc = eikz + f(θ)eikr

r
(1.14)

and the solution to the spherical Schrödinger’s equation with central potential V (r) is

φr→∞ =
( ∞∑

l=0
ClPl(cos θ)

)
1
kr

sin
(
kr − lπ

2 + δl

)
(1.15)
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where Pl is the Legendre polynomials with the angular momentum quantum number l, Cl

is the expansion coefficient, and δl is the phase shift during the scattering. One can expand

eikz and equate coefficients on both sides

f(θ) = 1
k

∞∑
l=0

(2l + 1)eiδl sin δlPl(cos θ) (1.16)

For cold collisions of low energy particles such as ultracold atoms, only l = 0 or s-wave

scattering is allowed for particles to reach short distance r , so the wave function is essentially

φr→∞ = C0

kr
sin(kr − δ0) (1.17)

which suggests that

f = 1
k

eiδ0 sin δ0 = 1
k

sin δ0

cos δ0 − i sin δ0
= 1
k cot δ0 − ik

(1.18)

The s-wave scattering length as is defined as

as = − lim
k→0

tan δ0(k)
k

(1.19)

and the limit of the total scattering cross section at k → 0 is given by

σ = 4π lim
k→0

∣∣∣∣ 1
k cot δ0 − ik

∣∣∣∣2 = 4πa2
s (1.20)

1.3.2 Feshbach resonances in cold collisions

In the case of neutral atoms where the long-range interaction is absent, two atoms can

still form a weakly bound molecule by van der Waals force. Qualitatively speaking, in a

short distance the van der Waals potential becomes larger than the collision energy when

two atoms are approaching, thus the scattering wavefunction oscillates rapidly. On the

contrary, at long distance the wavefunction asymptotically approaches the free atom form,

the oscillations of the wavefunction are on the length scale of the de Broglie wavelengths of
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Figure 1.3. Basic two-channel model for a Feshbach resonance. [  59 ]

two colliding atoms, leading to the threshold behavior between the short- and long-distance

forms of the wavefunction [ 111 ]–[ 113 ], giving rise to the Feshbach resonances.

The Feshbach resonances can be better understood from the two-channel picture when

two atoms are approaching each other: an open channel Vo has an asymptotic form of zero

energy at long distance, and a closed channel Vc exhibiting a bound state of diatomic molecule

(Fig.  1.3 ). For two ground-state alkali atoms, the exchange of total spin S results in two

potentials of interatomic interaction: S = 1 triplet (open channel) and S = 0 singlet (closed

channel).

The two colliding atoms scatter off each other in the open channel Vo with a fixed phase

shift if there is no coupling between the singlet (closed channel) and the triplet (open channel)

potentials. On the other hand, the hyperfine interaction Vhf has off-diagonal terms in the

total electronic spin S = s1 + s2 of the two atoms 1 and 2, hence couples singlet (closed

channel) and triplet (open channel) potentials

Vhf = ahf(s1 · i1 + s2 · i2)

= ahf

2 s(i1 + i2) + ahf

2 (s1 − s2)(i1 − i2)

= V +
hf + V −

hf

(1.21)
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where ahf is the hyperfine constant and i1(2) are the nuclear spins of the colliding atoms

1(2). The off-diagonal terms of V −
hf couple singlet and triplet states. From a qualitative

picture, the operator s1 − s2 is anti-symmetric with both 1 and 2 atoms, therefore couples

symmetric (triplet) electronic spin states to anti-symmetric (singlet) states. As a result,

s1 − s2 is fully off-diagonal in the singlet/triplet basis, also suggesting that coupling matrix

elements are on the order of unity, and V −
hf has matrix elements on the order of ahf. An

external magnetic field can lift the degeneracy of triplet potentials by Zeeman shift and vary

the triplet potential with respect to the singlet potential, thus induces a weak singlet-triplet

coupling and acquires a sudden phase shift during the scattering.

The Schrödinger equation of two-channel s-wave coupling picture is given by [ 114 ]

− ~2

2µ
d2

dr2 + Vc(r) W (r)

W (r) − ~2

2µ
d2

dr2 + Vo(r)


ψ1

ψ2

 = E

ψ1

ψ2

 (1.22)

where ψ1 and ψ2 are the total wavefunctions of closed and open channels, respectively. W (r)

is the coupling between two channels, and µ is the reduced mass of two atoms. For the

wavefunction of each channel

[
− ~2

2µ
d2

dr2 + Vc(r)
]
ψb = Ebψb, (1.23)[

− ~2

2µ
d2

dr2 + Vo(r)
]
ψE = EψE (1.24)

where |ψb〉 is the bound state in the close channel and its eigen-energy is Eb, and ψE is the

energy of the scattering state in the open channel

ψE(r → ∞) =
√

2µ
π~2k

sin(kr + δ0) (1.25)

here ~k =
√

2µ(E − Vo(r → ∞)) is the momentum of a free atom. From the Taylor expansion

of Eq.  1.19 

k cot δ0(k) = − 1
abg

+ 1
2reffk

2 + O
(
k4
)

(1.26)
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where abg is the background scattering length and reff is the effective range of potential

Vo(r) [ 110 ], [  115 ]. In the cold collision regime k → 0, the phase shift δ0 ≈ −kabg. The off-

diagonal term W (r) in the Hamiltonian couples the two channels, so the bound state and the

scattering state are dressed or mixed by the interaction, and the scattering phase acquires

a resonant shift due to the bound state embedded in the scattering continuum δ = δ0 + δres,

where δres has the Breit-Wigner distribution as

δres = − arctan
(

Γ(Ec)/2
E − Ec − δE(Ec)

)
(1.27)

where Γ(Ec) is the width of the resonance, and δE(Ec) is the energy shift near the resonant

energy position Ec, leading to

Γ = 2π|〈ψb|W |ψE〉|2 (1.28)

δE = 〈ψb|WĜW |ψb〉 (1.29)

The scattering Schrödinger equation is given by

G(r, r′)
[
E + ~2

2µ
d2

dr2 − Vo(r, r′)
]

= δ(r, r′) (1.30)

where Ĝ is the Green’s function. The acquired resonant phase shift is δres ≈ π when energy

E changes across a resonance over a range of Γ. In the low energy limit Ec ≈ E = 0, as a

result, the width of the resonance is independent from the incoming collision energy

Γ0 = Γ
2kabg

, (k → 0) (1.31)

and the s-wave scattering length is defined by

as = lim
k→0

−tan δ0 + δres

k
= abg(1 + Γ0

−E0
) (1.32)
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In a magnetic Feshbach resonance, the magnetic moment of the separated atoms µa and

the magnetic moment of the bound state in the closed channel µc are different. When an

external magnetic field is applied, the energy difference can vary

∆E = (µa − µc)(B −B0) (1.33)

where B0 is the resonant magnetic field, at which ∆E = 0. The scattering length near a

magnetic Feshbach resonance is then

as = abg

(
1 + ∆B

B −B0

)
(1.34)

where ∆B = Γ0/(µa − µc) is the width of the resonance in the magnetic field. In our

cesium quantum gas platform, the scattering length as is widely tunable in the range from

≈ −2000 a0 to ≈ +1000 a0 within the external magnetic field 0 – 60 G (Appendix  A ).

Alternatively, two-channel coupling can be achieved by optical means, leading to optical

Feshbach resonances [  63 ], [  64 ]. In such resonances, a photoassociation laser drives a transition

of atoms from the scattering continuum to a molecular bound state. For cases in the absence

of accessible magnetic resonances, optical Feshbach resonances are particularly prominent

and useful, whereas inelastic light-induced collisions and the associated atom loss could pose

fundamental limitations.

If other open channels and inelastic collisions are present, the phase shift can be recast

as δ0 → −kãs for k → 0 in terms of a complex scattering length ãs = as − ib, where a and b

are real. A decay rate γ/~ is added to account for all available loss channels

ãs = as − ib = abg

(
1 + Γ0

−E0 + iγ
2

)
(1.35)

For magnetic Feshbach resonances, γ can be zero or small enough to be ignored if a proper

channel is chosen, whereas in the cases of optical resonances, there are always collisional
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losses γ associated with the decay from the excited molecule state. The complex scattering

length at laser frequency ν is

ãs = abg

(
1 + ∆ν

ν − ν0 + iγ
2h

)
(1.36)

where ν0 is the resonant frequency, ∆ν = Γ0/h is the width of optically induced resonance.

In either magnetically or optically tunable resonances, with the presence of bound state

decay,

as = abg + ares

(
γE0

E2
0 + (γ

2 )2

)
(1.37)

where ares = abgΓ0/γ is the resonant length parameter, and the accompanied collisional loss

is given by

b = ares

2
γ2

E2
0 + (γ

2 )2 (1.38)

This leads to the maximum tunable range of the scattering length abg ± ares at E0 = ±γ/2,

while b = ares. Resonances with ares � |abg| only allow the scattering length to change in a

relatively small range yet b is relatively large, resulting in large inelastic loss rate; whereas

with ares � |abg|, losses can be reduced by choosing a large detuning, and the scattering

length can change in a range of as − abg = −ares(γ/E0) when E0 � γ, given that

b

|a− abg|
= γ/E0

2 � 1 (1.39)

In our experiment, the cesium quantum gases are produced in the lowest energy ground

state, |F = 3,mf = 3〉 (Fig.  2.3 ), in which at low temperatures the inelastic two-body

collisional losses are typically suppressed [  116 ]. Due to a broad Feshbach resonance located

at B ≈ −12 G (Fig.  A ), the elastic collisions [  106 ] thus the s-wave scattering length varies

smoothly at low magnetic fields [  117 ]. In the next section, we briefly introduce an alternative

optical Feshbach tuning scheme that employs magnetic Feshbach resonances and light shifts

for the spatial control of the atomic interaction.
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1.3.3 Optical Feshbach tuning

Closed channel and open channel coupling can be tuned by optical means, giving rise

to optical Feshbach resonances [ 60 ], [  62 ], [  118 ]–[ 122 ]. For instance, optical coupling via EIT

(electromagnetically induced transparency)-scheme [ 63 ], [  64 ], [  123 ]. However, employing

optical Feshbach resonance often suffers from short lifetimes on the time scale of milliseconds

by the decay of molecular bound states. This could hinder the studies of quantum gases in

equilibrium or requiring critical time scales of dynamics. In addition, varying the interaction

from optical Feshbach resonance often imposes a different light shift. The light shift could

result in a dipole force with which the observed dynamics is perturbed when the light intensity

and accompanying interaction strength are modulated spatially. Recently, Clark et al. (2015)

[ 124 ] implemented a scheme for optical control of interaction strength while the quantum

gas remains a long life time, and the induced dipole potential is negligible. By using a far-

detuned laser to only light shift molecular bound states near a magnetic Feshbach resonance,

the interaction strength can be optically tuned. The large detuning from all transitions

sufficiently reduces the light scattering and atom loss for the quantum gas. Furthermore,

the laser operates at a magic wavelength to compensate for the atomic dipole potential,

and chemical potential can also be fine tuned at the illuminated region by adjusting the

wavelength slightly detuned from the magic wavelength. It may allow us to induce synthetic

mass flow or eliminate the chemical potential shift due to atom loss under long-term off-

resonance photon scattering. In Section  8.2.1 , we propose a similar scheme for realizing the

local atomic interaction control.
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1.4 Weakly interacting Bose gases

In this section I give an overview of interacting particles in ultracold Bose gases. In our

experiments, we measure the atomic density fluctuations which manifest the quasiparticles

in quantum gases. Below I compute the excitation spectrum from Bogoliubov theory [ 125 ]

which provides a theoretical framework for weakly interacting Bose gases in the dilute limit,

and arrive at the energy dispersion of quasiparticles. We will utilize the energy dispersion

in later Chapters.

1.4.1 Bogoliubov theory

Microscopic Hamiltonian for the uniform bosons with contact interaction g is given in

terms of creation ψ̂†(r) and annihilation ψ̂(r) operators [ 106 ]

Ĥ =
∫
dr
[
−ψ̂†(r) ~

2

2m∇2ψ̂(r) + V (r)ψ̂†(r)ψ̂(r) + g

2 ψ̂
†(r)ψ̂†(r)ψ̂(r)ψ̂(r)

]
(1.40)

where ~ is reduced Planck constant, m is the mass of a particle, and V is the external

potential. The strength of contact interaction g is proportional to the s-wave scattering

length as given by (Sec.  1.3 )

g = 4π~2as

m
(1.41)

When most atoms microscopically occupy in the ground state of a condensate with the

presence of quantum fluctuations

ψ̂(r) = ψ(r) + δψ(r) (1.42)

For a uniform gas of N interacting bosons occupying the volume V , the creation and anni-

hilation operators can be expanded by the plane waves in momentum states p

ψ̂(r) = 1√
V

∑
p
âpeip·r/~ =

√
V

(2π~)3

∫
âpeip·r/~dp (1.43)
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where â(†)
p is the annihilation (creation) operator for a single particle state of a plane wave

with momentum p and

â(†)
p = 1√

V

∫
ψ̂(†)(r)e−ip·r/~dr (1.44)

The Hamiltonian becomes

Ĥ =
∑

p

p2

2mâ†
pâp + g

2V
∑

p,p′,q
â†

p+qâ
†
p′−qâp′ âp (1.45)

The creation operator â†
p and the annihilation operator âp that create and destroy bosons

in the momentum states p obey the Bose commutation relations

[âp, â
†
p′ ] = δp,p′ , [âp, âp′ ] = 0, [â†

p, â
†
p′ ] = 0 (1.46)

Assuming that the lowest ground state is macroscopically occupied by N0 particles of the

condensate, one can treat quantum fluctuations in the unperturbed system

â†
0|N0 =

√
N0 + 1|N0 + 1〉, â0|N0 =

√
N0|N0 − 1〉 (1.47)

Therefore, â0 and â†
0 can be replaced by

√
N0. Since δψ̂(r) is small, the Hamiltonian can be

rewritten in the second quantization form as

Ĥ = N2
0 g

2V +
∑

p(p6=0)
( p

2

2m + 2n0g)â†
pâp + n0g

2
∑

p(p6=0)
(â†

pâ
†
−p + âpâ−p) (1.48)

where n0 = N0/V is the density of particles in the zero momentum state. The operator for

the total particle number is given by

N̂ =
∑

p
â†

pâp = N0 +
∑

p(p 6=0)
â†

pâp (1.49)
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when the total number of particles is conserved. The Hamiltonian is recast after replacing

N̂ by its expectation value and n = N/V

Ĥ = 1
2ngN +

∑
p

p2

2mâ†
pâp + 1

2ng
∑

p(p 6=0)
(2â†

pâp + â†
pâ

†
−p + âpâ−p) (1.50)

The last summation in the equation above represents two atoms in the condensate that are

scattered to momentum states ±p due to the interaction. The Hamiltonian can be diago-

nalized by performing a canonical transformation, known as the Bogoliubov transformation,

âp = upb̂p + v−pb̂
†
−p (1.51)

â†
p = upb̂

†
p + v−pb̂−p (1.52)

and the operators obey the commutation relations

[â, â†] = [b̂, b̂†] = 1, [â, b̂†] = [b̂, â†] = [â, b̂] = [â†, b̂†] = 0 (1.53)

thus a constraint for two parameters u and v is

u2
p − v2

−p = 1 (1.54)

to make the non-diagonal terms vanish, one requires

ng

2 (u2
p + v2

−p) +
(
p2

2m + ng

)
upv−p = 0 (1.55)

thus the solutions of u and v can be parameterized as

up = cosh θp, v−p = sinh θp (1.56)

leading to

coth 2θp = −
p2

2m
+ ng

ng
(1.57)
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from which two coefficients u and v can be uniquely determined as

up, v−p = ±

√√√√√
 p2

2m
+ ng

2ε(p) ± 1
2

 (1.58)

where ε(p) is the energy dispersion of the Bogoliubov excitation spectrum, one arrives

ε(p) =

√√√√ p2

2m

(
p2

2m + 2ng
)

(1.59)

The Hamiltonian is finally diagonalized

Ĥ = ε0 +
∑

p(p6=0)
ε(p)b̂†

pb̂p (1.60)

where ε0 is the ground-state energy with interaction

ε0 = 1
2ngN + 1

2
∑

p(p 6=0)

[
ε(p) − ng − p2

2m + mn2g2

p2

]
(1.61)

In the Bogoliubov picture, a real particle âp is described as the superposition of the

forward upb̂p and backward vpb̂
†
−p counter-propagating quasiparticles. For small momenta

p � √
mng, the Bogoliubov dispersion is well approximated by the linear phonon-like dis-

persion form

ε(p) = pc (1.62)

where c =
√

ng
m

is the speed of sound. In this regime, a real particle is represented by the

coherent superposition of forward and backward propagating quasiparticles âp = upb̂p +

v−pb̂
†
p ≈ up(b̂p + b̂†

−p) where |up| ≈ |v−p| ≈
√

mc
2p

� 1. On the other hand, in the limit

p � √
mng = mc, |up| ≈ 1 and |v−p| ≈ 0, a quasiparticle b̂p is indistinguishable from a real

particle âp, i.e. âp ∼ b̂p, and the Bogoliubov dispersion becomes the free-particle form

ε(p) = p2

2m + ng (1.63)
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The transition between the phonon regime and the free particle regime occurs near p2

2m
= ng,

where the characteristic length ξ = ~/p is given by

ξ =
√

~2

2mng = 1√
2

~
mc

(1.64)

which is also known as the ‘healing length’ – the length scale where the density and phase

fluctuations in the condensate are suppressed by the contact interactions.

The average number of atoms with momentum p can be calculated by Bogoliubov trans-

formation

Np ≡ 〈â†
pâp〉 = |v−p|2 + |up|2〈b̂†

pb̂p〉 + |v−p|2〈b̂†
−pb̂−p〉 − upv−p(〈b̂†

pb̂
†
p〉 + 〈b̂pb̂−p〉) (1.65)

In the eigenstates of the Hamiltonian, 〈b̂pb̂−p〉 = 〈b̂p〉〈b̂−p〉 = 0 and 〈b̂†
pb̂

†
−p〉 = 〈b̂†

p〉〈b̂†
−p〉 = 0

for p 6= 0. In thermal equilibrium, the number of quasiparticles obeys the Bose-Einstein

distribution

〈b̂†
pb̂p〉 = 1

e
ε(p)
kBT − 1

(1.66)

where kB is the Boltzmann constant. Therefore, the the number of total particles is

N̂ ≡ N0 +
∑
p 6=0

Np = N0 +
∑
p6=0

|v−p|2 +
∑
p 6=0

(|up|2 + |v−p|2)〈b̂†
pb̂p〉 (1.67)

= N0 +
∑
p6=0

|v−p|2 +
∑
p 6=0

|up|2 + |v−p|2

e
ε(p)
kBT − 1

(1.68)

The first term N0 is the number of atoms in the condensate. The second term is the depletion

of the condensate by interactions even though quasiparticles are absent, which is also referred

to as quantum depletion. The last terms represent the depletion of the condensate due

the presence of real excitations. At higher temperatures, the population of quasiparticles

increases proportional to T 4, and these extra excitations are referred to as thermal depletion.
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1.4.2 Quasiparticle correlation

We have seen aforementioned that in an ultracold interacting gas, quasiparticles can de-

plete from the ground state atoms in pairs, resulting in density fluctuations. It is natural

to ask the correlation between these scattered quasiparticles due to the interaction, because

fluctuations and correlations from a nonequilibrium many-body system can reveal thermody-

namics or phase transition of a system. In a scattering process, a generalized pair-correlation

function, or often refer to as normalized second-order correlation function g(2)(r, t) can be

expressed with dependence of a spatial vector r and a temporal interval t. It is then easier

to visualize a number of qualitative properties by the g(2) function, making it a very useful

tool in many practical cases. The advantage of using pair-correlation function g(2) is the full

monitoring of spatial and temporal dynamics: g(r, t) reveals the pair-correlation between

a particle in position r′ + r at time t′ + t and the other particle in position r′ at time t′,

averaged over the distance r′.

We describe the atoms by a Bose field operator ψ̂(r, t), which satisfies

[ψ̂(r, t), ψ̂†(r′, t)] = δ(r − r′) (1.69)

[ψ̂(r, t), ψ̂(r′, t)] = 0 (1.70)

We can further omit the time arguments and focus on the spatial correlations if the system

is in thermal equilibrium at a certain time. The degree of first-order coherence g(1) and the

degree of second-order coherence g(2) are

g(1)(r, r′) = 〈ψ̂†(r)ψ̂(r′)〉√
ψ̂†(r)ψ̂(r)

√
ψ̂†(r′)ψ̂(r′)

(1.71)

g(2)(r, r′) = 〈ψ̂†(r)ψ̂†(r′)ψ̂(r′)ψ̂(r)〉
〈ψ̂†(r)ψ̂(r)〉〈ψ̂†(r′)ψ̂(r′)〉

(1.72)
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We can see that g(1) represents the phase coherence of the field operator, while g(2) charac-

terizes the spatial separation between two field operators. In the simplest case of ideal Bose

gases,

g(2)(r, r′) = 1 + |g(1)(r, r′)|2 (1.73)

g(1)(r, r) = 1, lim
|r−r′|→∞

g(1)(r, r′) = 0 (1.74)

g(2)(r, r) = 2, lim
|r−r′|→∞

g(2)(r, r′) = 1 (1.75)

On the other hand, if a condensate is present, the long-range order leads to significant

changes of the correlations functions [ 126 ]–[ 128 ]

g(2)(r, r′) = 1 + |g(1)(r, r′)|2 − ψ̂†(r)ψ̂(r)ψ̂†(r′)ψ̂(r′)
〈ψ̂†(r)ψ̂(r)〉〈ψ̂†(r′)ψ̂(r′)〉

(1.76)

which manifests the boson bunching in quantum statistics.

With the pair-correlation function in mind, we turn to the density observable which

relates to the expectation value of Bose field operator n̂(r) = 〈ψ̂†(r)ψ̂(r)〉. In momentum k

space, the Bose field operator can be expanded as

ψ̂(r) = 1√
V

∑
k
âke−ikr (1.77)

In a superfluid with macroscopically occupied zero momentum state, the density operator

can be approximated by

n̂(r) ≈ N0

V
+ 1
V

∑
k 6=0

â†
0â−ke−ikr + â0â

†
keikr (1.78)

where V is the volume of the gas, N0 is the atom number in the condensate, approximately

equals to the total atom number N = n̄V =
∫
n̂(r)dr. We can also replace the operators
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in the zero momentum state with a number â(†)
0 ≈

√
N . Therefore, the density fluctuations

can be expressed as

δn̂(r) = n̂(r) − n̄(r) = 1
V

∑
k 6=0

n̂keikr (1.79)

then the pair-correlation function can be rewritten in terms of density fluctuations

g(2)(r, r′) = 〈δn̂(r)δn̂(r′)〉
〈|n̂(r)|〉2 (1.80)

Besides, the Fourier components n̂k is related to bosonic creation and annihilation operators

δn̂k = â†
0â−k + â0â

†
k ≈

√
N(â†

k + â−k) (1.81)

Structure factor

The static structure factor is the Fourier transform of the pair-correlation function [ 129 ]–

[ 131 ]

S(k) =
∫
g(2)(r, r′)e−ik·rdr (1.82)

= 〈δn̂kδn̂−k〉
N

= 〈|δn̂k|2〉
N

(1.83)

= 1
N

∑
q,q′

〈â†
q+kâqâ

†
q′−kâq′〉 (1.84)

where â(†)
k is the annihilation (creation) operator of the momentum state |k〉, and δn̂k =

δn̂∗
−k since the density fluctuation is a real number. Consequently S(k) is equivalent to the

normalized density fluctuation power spectrum. In a low temperature Bose gas, the static

structure factor S(k) is dominated by ground state contributions, replacing â†
0 = â0 ≈

√
N

yields

S(k) = 〈â†
kâk〉 + 〈â−kâ

†
−k〉 + 〈â†

kâ
†
−k〉 + 〈â−kâk〉 (1.85)
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We can further evaluate S(k) in terms of quasiparticle operators b̂(†)
k by using the Bogoliubov

theory ( 1.4.1 )

 âk

â†
−k

 =

coshαk − sinhαk

− sinhαk coshαk


 b̂k

b̂†
−k

 (1.86)

where αk = cosh−1
√

~2k2/2m+mc2

2ε(k) + 1
2 , ε(k) = ~kc

√
1 + ( ~k

2mc
)2 is the Bogoliubov quasiparticle

energy dispersion, and c is the speed of sound. It gives rise to

S(k) = ~2k2

2mε(k)
[
〈b̂†

kb̂k〉 + 〈b̂−kb̂
†
−k〉 + 〈b̂†

kb̂
†
−k〉 + 〈b̂−kb̂k〉

]
(1.87)

At thermal equilibrium, the number of quasiparticles should obey Bose-Einstein distribution,

so the static structure factor becomes

S(k) = ~2k2

2mε(k) coth ε(k)
2kBT

(1.88)

where kB is the Boltzmann constant and T is the equilibrium temperature (Fig.  1.4 ). The

static structure factor of a Bose condensate reveals collective and the statistical behaviors

of the elementary excitations.

Figure 1.4. Static structure factor S of different temperatures scaled by mc2,
where c is the speed of sound and ξ is the healing length.
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Furthermore, the dynamic structure factor is the spatial and temporal Fourier transform

of the pair-correlations of the density fluctuations [ 132 ]–[ 134 ]

S(k, ω) = V

2πN

∫
drdt e−i(kr−ωt)〈δn̂(r, t)δn̂(0, 0)〉 (1.89)

where V is the volume and δn̂(r, t) is the density fluctuations in space and time. It can be

rewritten in momentum space as

S(k, ω) = 1
2πN

∫
dt eiωt〈δn̂k(t)δn̂−k(0)〉 (1.90)

The dynamic structure factor generally characterizes the spatio-temporal response of the

system to perturbations of a source.
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2. EXPERIMENTAL SETUP

In this chapter I introduce the main setup of our experimental apparatus. We began our

quantum gas project in 2016. The general design idea of the experiment is to build a versatile

yet compact quantum gas machine with great efficiency and extensive flexibility. The setup

approximately includes four parts: lasers, electronic devices, vacuum chamber, and computer

programs; of which we are proud to design and build most parts on our own. The details

about a recent upgrade and the full capability of our quantum gas machine will be further

elaborated in Chapter  7 .

2.1 Laser system

Our lasers consist of four major parts, each of them serves as different functionality in the

laser cooling experiment. An external-cavity diode laser provides the light source of a single

frequency for a specific atomic transition. The tapered amplifier magnifies the laser power

of desired frequencies for multiple purposes. Nd:YAG and Ti:Sapphire lasers are solid-state

lasers responsible for single frequency and narrow linewidth applications.

2.1.1 External-cavity diode laser

We have four homemade external-cavity diode lasers (ECDL) for laser cooling, each of

them is set to different wavelengths for different electronic dipole transitions. The lasers start

with Eagleyard anti-reflective (AR) coated laser diode (P.N.: EYP-RWE-0860-06010-1500-

SOT02-0000) mounted on a custom designed laser diode holder, which has a aluminum block

of minimum size to reduce the heat capacity. The lasers’ currents are controlled by homemade

current controllers [  135 ]–[ 138 ], and the controller senses the current flowing thru a precision

sensing resistor and locks the voltage across the sensing resistor to the voltage setpoint where

users set on the front panel via a trimmer resistor. The lasers’ temperatures are also stabilized

by homemade temperature controllers [  139 ] via thermistor and thermoelectric cooler (TEC)

underneath the aluminum laser holder. The thermistor senses the temperature at the holder

of the laser diode, and the controller compares the resistances of the thermistor and the
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trimmer resistor set by users, then feed back the error signal to a proportional-integral (PI)

servo which controls the current output of the TEC. Since the error is bipolar, i.e. can be

positive and negative, the TEC can serve as a cooling or a heating source. Under the TEC,

we design a big aluminum block as a heat reservoir for the heat dissipation. The entire setup

is then covered by an air-tight hermetically sealed aluminum box.

Our ECDLs are configured as Littrow configuration, where there is a commercial half inch

mirror mount holding a holographic grating (Edmund Optics #43-775). We carefully adjust

the grating feedback to minimize the lasing threshold current at the desired wavelength,

so that the efficiency of the external-cavity is optimized. Once the cavity is well-aligned,

the laser beam travels through an anti-reflection coated wedged window mounted on the

aluminum laser cover. The wedged window is rotated to avoid any reflected light coming

back to the laser diode, and a rubber o-ring is sandwiched between the wedged window

and the aluminum laser cover to insulate the possible air flow. Desiccants are placed inside

the laser enclosure to keep the humidity low. We have been operating the ECDLs without

adjusting the grating for more than six years since they were built and sealed, even after

occasional shutdown of the HVAC and humidity control in the lab.

The beam shape coming from a diode laser is usually elliptical due to the geometry of the

semiconductor lasing facet on the laser diode. Right after the laser beam goes through the

wedged window, we use a prism pair (Thorlabs PS871-B) to reshape the beam to circular-like

profile in order to increase the efficiency of the fiber coupling. Nevertheless, the intrinsic

astigmatism cannot be improved by the prism pair. Once the beam profile is roughly shaped

to the lowest order of transverse electromagnetic modes (TEM00), we send the laser beam

into an optical isolator and the following optics.

Reference laser

The reference laser is the central part of the ECDL system as it provides a fixed, sta-

ble, and reliable frequency for all other lasers to refer to. We use the modulation transfer

spectroscopy [ 141 ] to get the frequency difference between the reference laser and a cesium

D2 atomic transition |F = 4〉 → |F ′ = 5〉. This differential signal is processed as the error
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Figure 2.3. Cesium D2 transition hyperfine structure. [  140 ]
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signal for the laser locking, so that the frequency of the reference laser is always locked to the

atomic transition. Our reference laser is a homemade ECDL optimized to a large mode-hop

free range around 5 GHz. The laser is split into several beam paths, one of them is sent

into a cesium vapor cell after it is phase-modulated by an electro-optic modulator (EOM)

driven by a commercial Direct Digital Synthesizer (DDS) at 7 MHz. The phase modulation

creates differential absorption signals around an atomic transition, thus the strength of the

absorption becomes the error signal for the laser frequency lock-in. The major power of the

reference is split into two main paths, one is used to phase lock two different lasers in the

other experimental apparatus, the second path double-passes through a 250 MHz acousto-

optic modulator (AOM), creating a 500 MHz up shift from the original frequency, before

being coupled into an optical fiber and sent to the quantum gas apparatus. The 500 MHz

frequency up shift is necessary since we are using a phase lock technique to stabilize the

frequency of our F = 4 laser (described below), and this requires a nonzero beat-note signal.

Furthermore, 500 MHz is chosen to match the minimum acceptable frequency for the phase

lock chip we are using (Analog Devices ADF4007, detailed below). At the fiber output, the

reference laser is divided by a T=70%/R=%30 beam splitter into two beams for locking

F = 3 and F = 4 lasers, respectively.

Cooling laser

Our F = 4 laser is built based on the description above. A pick-up glass plate splits

a small amount of the light and merges with the reference beam, then sent into a ultra

fast GaAs photodetector (HAMAMATSU G4176-03), which features 30 ps response time

(Fig.  2.1 ). The overlapping beams create the beat-note on the photodetector, and the signal

is then DC biased 24 V by a bias-tee (Mini-Circuits ZX85-12G-S+) and amplified by two

radio frequency (RF) amplifier (Mini-Circuits ZKL-1R5+ and ZFL-500LN). After which the

beat-note is sent to the Analog Devices ADF4007 Eval Board (UG-58), where we perform

the phase-lock loop (PLL). ADF4007 takes two input signals: one is the beat-note RF

signal to be locked, the other is the RF reference signal which is essentially the setpoint

of the PLL (Fig.  2.4 ). ADF4007 has built-in frequency dividers and can be configured to
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Figure 2.4. Schematic diagram of the phase-locked loop for laser frequency lock.

adopt different phase lock scenarios. In the F = 4 laser setup, we choose ÷32 as the RF

divider and ÷2 as the reference divider, so the output of the PLL is always proportional to

the difference between beat-note÷32 − reference÷2. We use a commercial Direct Digital

Synthesizer (DDS) as the RF reference (Novatech DDS9m). DDS9m has four synchronized

RF channels, and the first two channels have the “table mode”, which means its frequency

sequences can be programmed before the experimental procedure begins. Once the table

mode is written into DDS9m’s EEPROM, the frequency output follows the external trigger

signal and advances to the next setting at the falling edge of each trigger. It is especially

useful because cold atom experiments usually require real time synchronization of all lasers.

The original output of ADF4007 Eval Board is a charge pump (CP) essentially generating

a series of current pulse width modulations (PWM), we convert these current pulses to

analog voltage by a designed loop filter (LF) which is similar to a low-pass filter. The loop

filter smooths out the PWM and result in an output voltage proportional to the difference

between the input RF and reference RF, this is the error signal we feed into our homemade
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PI (proportional-integral) servo. The laser PI servo shifts the error signal by a DC bias,

making the zero point as the laser locking point such that the laser is always locked to zero

error. The laser PI servo has two output branches that feed to the current driver and the

piezo driver of the ECDL.

Repumper laser

Our F = 3 laser is very similar to the F = 4 laser above, except the detail configurations

are different. Once again the pick-up from the repumper is overlapping with the reference

beam on the ultra fast photodetector (Fig.  2.1 ), and the beat-note signal is DC biased by

the same bias-tee (Mini-Circuits ZX85-12G-S+) then amplified by three microwave amplifiers

(Mini-Circuits ZX60-183A-S+). Since the hyperfine splitting of the cesium ground state is

9.192 GHz, exceeding the maximum frequency that the ADF4007 Eval Board can take, so

we further divide the beat-note by a factor of two via a microwave frequency divider (Analog

Device EVAL-ADF500EB2Z), it is effectively a PLL device as well. After which we use a

microwave high-Q low-pass filter (Mini-Circuits ZLSS-8G-S+) to filter out the interference

of ≈ 9.1 GHz from other microwave spectroscopy signal, and amplify the beat-note signal

(Mini-Circuits ZX60-8008E-S+) to meet the minimum power requirement of the ADF4007.

We design a different loop filter for the repumper, and optimize the response time and

stability of the PLL, then send the error signal to the repumper’s laser PI servo.

2.1.2 Tapered amplifier

The F = 4 and F = 3 lasers from ECDLs are combined by a T=90%/R=10% non-

polarized beam splitter then seeding into the tapered amplifier (Toptica BoosTA), in which

the F = 3 laser frequency is downshift 80 MHz before combining with the F = 4 (Fig.  2.1 ).

We reshape the combined beam by a prism pair for mode matching the TA chip. The TA

is operated at current I = 1400 mA, and its output is shared among magneto-optical trap

(MOT) beams, Zeeman slower beam, dRSC beams, and vertical imaging beam (Fig.  2.2 ).

The residual power from the 90:10 beam splitter is coupled to an auxiliary optical fiber for

other uses.
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Before sending F = 4 and F = 3 lasers into the tapered amplifier (TA) for amplifying

the optical power, each laser is picked up by 5% (Thorlabs BSF10-B) for other uses. F = 4

pick-up is sent through an AOM (up shift 80 MHz) and an optical fiber for the horizontal

imaging beam, while F = 3 pick-up is sent through another AOM (down shift 80 MHz) and

fiber for the optical pumping beam (Fig.  2.2 ).

2.1.3 dRSC laser

The basis of degenerate Raman sideband cooling (dRSC) will be described in Sec-

tion  3.1.1 . In order to perform dRSC, we need a red-detuned laser serving as the optical

lattice beam as well as the two-photon Raman coupling beam. The optical lattices provide

the tight traps and resolvable Raman sideband, and the two-photon Raman coupling rate

is required to be faster than other possible heating rates such as photon scattering loss.

Before September 2021, we used injection lock to amplify the optical power for red-detuned

dRSC optical lattices. We built an ECDL as the master laser, and it is free running at

the frequency ≈ 20 GHz red-detuned from |F = 4〉 → |F ′〉. The master ECDL’s grating

feedback is carefully aligned so that the mode-hop-free range is maximized. The slave laser

is assembled by a high power laser diode (Thorlabs LD852-SE600) without the holographic

grating feedback, and it is stably controlled by commercial current and temperature con-

trollers (Thorlabs LDC 240C and TED 200C, respectively). The slave laser is locked by

reversely injecting the master laser through an exit port of a two-state optical ioslator to the

gain region of the high-power laser diode. Once the slave laser is seeded, then stabilized and

locked to a single-mode, narrow linewidth, the output of the slave laser is sent to an AOM

(up shift 80 MHz) for intensity control before being coupled into an optical fiber.

In September 2021, we modified the dRSC laser to use the F = 4 laser directly. We

couple a portion of the laser output from the tapered amplifier to the same optical path

described above. The F = 4 laser serves as the optical lattice beam, two-photon degenerate

Raman transition, and repumper in dRSC. The laser frequency is set to |F = 4〉 → |F ′ = 4〉

during the dRSC stage, where the AOM is set to down shift 80 MHz, while the F = 3 seeding

beam from ECDL to the tapered amplifier is extinguished by an optical shutter. The dRSC
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lattice beams have optical power ≈ (25, 12, 12) mW in (x, y, z) directions, respectively. Due

to the closer detuning (≈ 9.5 GHz) to the dRSC optical pumping |F = 3〉 → |F ′ = 2〉, the

magnetic field and the dRSC time are adjusted accordingly to optimize the cooling. Using

the F = 4 laser from the tapered amplifier greatly reduces the effort to maintain two extra

lasers prior to this modification, and significantly improves the stability of the laser system.

2.1.4 Nd:YAG laser

There are two Nd:YAG lasers used in the apparatus. Our optical dipole trap is produced

from 1064 nm Nd:YAG laser beams, which are derived from a 25 W master oscillator power

amplifier (MOPA) laser (InnoLight Mephisto MOPA). The MOPA output is divided to four

paths, shifted by different frequencies via AOMs (Crystal Technology/Gooch & Housego

3110-197) to avoid interference between each other, and then coupled to 2 meter short

optical fibers to avoid the stimulated Brillouin scattering (SBS) [ 142 ]. All optics are carefully

adjusted then firmly secured on the optical table to maintain high stability. Moreover,

thick aluminum blocks are placed under the AOMs as thermal heat reservoirs to reduce the

temperature drifting. The other 532 nm Nd:YAG laser (Lighthouse Photonics Sprout-G

10) is responsible for pumping the Ti:Sapphire laser (describe below), where a part of laser

output is split to two 532 nm AOMs (Gooch & Housego 3080-125) and coupled to two 2

meter fibers respectively.

2.1.5 Ti:Sapphire laser

Since its invention in the 1980s, Ti:Sapphire lasers have been reliable light sources with

the capability of wide tunable wavelength. Ti:Sapphire lasers have narrow linewidths and

broad mode-hop free range compared to external-cavity diode lasers, thus are suitable for

applications requiring different wavelengths commercial laser diodes cannot offer. We use

a Ti:Sapphire laser running continuous wave (CW) for different purposes such as optical

Feshbach tuning. Our Ti:Sapphire laser is a Coherent MBR 110 pumped by a 532 nm diode-

pumped solid-state Nd:YAG laser (Lighthouse Photonics Sprout-G 10), and its wavelength is
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very tunable in 700 – 1030 nm with the replacement of the AR coated mirror in the internal

optical cavity.

2.2 Magnetic coil

Magnetic coils are responsible for producing magnetic fields according to different ex-

perimental stages. In particular, we employ the magnetic Feshbach resonances of cesium

for tuning the atomic interaction, thus a low-noise, stable, fast switching magnetic field is

required. It is accomplished by a pair of main coils providing the major adjustment of the

magnetic field, with the assistance from three pairs of bias coils to null the stray field.

2.2.1 Main coil

current 
sensing

current 
sensing

power MOSFET

H-bridge

feedback 
control

power supply

current

Figure 2.5. Schematic diagram of the H-bridge for reversing main coil current.

The main coil is responsible for the magneto-optical trap (MOT), magnetic levitation,

evaporative cooling, and most importantly, the magnetic Feshbach resonance, so the accuracy

and stability of the main coil field is crucial. We wind 4 (axial) by 7 (radial) turns for

top and bottom coils with AWG 10 enameled square magnet wire (diameter ≈ 2.5 mm),

sufficient for producing 2.48 Gauss/A in Helmholtz configuration and 0.62 Gauss/cm/A in

anti-Helmholtz configuration. Here, we use a high precision 10 mΩ shunt resistor (Canadian
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Shunt Industries) and a precision instrumental amplifier (Texas Instruments INA103) to

measure the current, comparing it to the voltage provided by the computer control, then

feedback to the high current N-channel power MOSFET (IXYS IXFN170N65X2) to control

the current flowing through individual coil. The power MOSFET is chosen to have low ON

resistance (RON) such that the most part of voltage/power from the high current power

supply (Agilent 6551A, +8 V, 50 A) is dumped to the coil instead of the power MOSFET

itself. Moreover, the load line (ID vs. VDS) of all our operations is well within the safe

operating area of the power MOSFET. We later upgraded the high current power supply

(Agilent 6673A, 0 – 35 V, 0 – 60 A) set to CV mode of +18 V and 50 A.

The coil driver can drive bidirectional current so that it is flexible to introduce mag-

netic field gradient and bias at the same time. We design a full H-bridge (Microsemi

APTM10HM19FT3G) driven by two commercial isolated dual-channel gate drivers (Texas

Instruments UCC21520EVM-286) to reverse the current direction. With four sets of power

MOSFET in one full H-bridge package, the current direction of each coil can be switched

from one to the other within microseconds (Fig.  2.5 ). Several high power varistors are

installed in parallel with the coils to clamp down the induced voltage caused by the coil

inductance during the switching in order to speed up the response of the coil current. The

slew rate of the main coil is ≈ 0.1 A/µs, and could be increased by a higher voltage setting

from the DC power supply. The eddy current during the switching is compensated by a

pre-emphasis circuit added between the computer control analog output and the coil driver

input. The pre-emphasis circuit is basically an adder of the control input voltage and several

low-pass filtered voltages from the same control. The purpose of the pre-emphasis circuit is

to overshot the coil current proportional to the control voltage with an exponential decay, so

that the eddy current is canceled by the extra added magnetic field. We calibrate the low-

pass filters in the pre-emphasis circuit by radio-frequency (RF) spectroscopy and microwave

spectroscopy of the ground state atoms (Appendix  C ). RF or microwave spectroscopy can

precisely measure the magnetic field by converting the resonant frequency to the Zeeman

shift via Breit-Rabi formula. We therefore determine two major time scales of the eddy

current τ ≈ 0.3 ms and 0.5 ms for the low-pass filters.
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2.2.2 Bias coil

Figure 2.6. Schematic diagram of the Howland current source for the bias
coil driver. [  143 ] CC-BY-SA

Bias coils, or sometimes referred to as compensation coils, are used to cancel the external

stray field as well as providing the principal axis during the degenerate Raman sideband

cooling, optical pumping, and imaging. Our bias coil driver uses the idea of Howland current

source (Fig.  2.6 ), in which the current flows through the coil IL = VL

RL
, where VL is the output

voltage of the power operational amplifier (op-amp, Texas Instruments OPA548) and RL is

the loading resistor we choose. Since the current is independent of the coil, it is stationary

when the output voltage and the loading resistor are fixed. Practically the coil inductance

would still cause the current ringing, thus in the circuit there is a feedforward design to

suppress the induced voltage from the coil switching. A precision sensing resistor is used in

the circuit to measure the current and compare it to the voltage from the computer control,

then feeds back to the power operational amplifier in the Howland current source. The

Howland current source has been widely used in cold atom experiments thanks to its nature

of bipolar current driving and self-stabilization, therefore it is indeed possible to replace the

main coil driver with the same kind if a proper high-current operational amplifier is available.
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2.3 Vacuum system

Vacuum chamber is the vessel of the experiments. Strict ultra-high vacuum (UHV) is

necessary for an ultracold atomic experiment, because miscellaneous room-temperature gas

molecules will collide with cold atoms and expel them from the trap.

IP

IP

TSPOven

Coil

Zeeman slower

Cold Trap

Valve

Valve

Valve

Figure 2.7. CAD drawing of the vacuum chamber with the main coils. IP:
ion pump, TSP: titanium sublimation pump.

2.3.1 Design

A 5 grams 99.95% cesium ampule (Sigma Aldrich #239240) is responsible for the cesium

source in our experiments. Its glass ampule is opened in an argon glove box and sealed into a

nipple with a 1.33” CF all-metal angle valve to prevent any oxidation on the cesium surface

before we pump down the chamber to vacuum. Silver-plated copper gaskets are used in all

connections to avoid possible attack from hot cesium vapor. This source part is heated to ≈

60 °C and generates ≈ 3×10−5 Torr cesium vapor. The vapor is collimated by two skimmers,

each of them has a 2 mm diameter aperture at the center. Skimmers are separated by a 3
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inches nipple, giving an atomic beam with a solid angle of 0.026 rad. The nipple also serves

as a ‘cold spot’ and is cooled down by a TEC along with the assistance of water cooling on

the back. The entire cold spot is capped by a 3D printed box filled with polyurethane (PU)

foam to insulate it from the room environment, thus we can cool it down to ≈ 0 °C and

reduce the background cesium pressure. Meanwhile the skimmers are heated to ≈ 70 °C to

prevent any cesium condensation from clogging the 2 mm aperture.

The collimated cesium vapor then enters the first pumping area, where a 25 L/s titanium

ion pump is installed (Gamma Vacuum 25s). The second cold spot is also installed on top

of the ion pump as a local temperature minimum, in order to protect the ion pump against

long-term cesium poisoning 

1
 . After the first stage pumping, the cesium atomic beam enters

a custom-made Zeeman slower nipple (L = 14 inches, OD = 3/8 inches), which gives the

vacuum conductance ≈ 0.17 L/s. The Zeeman slower nipple is connected to a short flexible

bellow for the flexibility of atomic beam alignment, then connected to a multi-flange. The

multi-flange is designed to merge two 1.33 inches ConFlat (CF) flanges to one 2.75 inches

CF flange, and each entrance is pointing to the center of the main chamber as described

below. The other 1.33 inches CF flange on the multi-flange is reserved for future use and is

terminated by an in-line all-metal valve and a 1.33 inches CF viewport currently.

The main chamber is an all-metal octagon (Kimball Physics MCF600-SphOct-F2C8)

which features eight 2.75 inches CF flanges and two 6 inches CF flanges. We install seven

2.75 inches custom AR-coated vacuum viewports on the side (Kurt J. Lesker VPZL-275)

and two custom-made recessed viewports on the top and the bottom (MPF A15199-1). The

recessed viewports give us the ability to install magnetic coils and the microscope objective

closer to the atoms, where the minimum distance from the center of the chamber to the

viewport is ≈ 0.5 inches. The main chamber is pumped by a 75 L/s titanium ion pump

(Gamma Vacuum 75s) and two titanium sublimation pumps (TSP, Gamma Vacuum G360819

and G360547) together (Fig.  2.7 ).
1

 ↑ Gamma Vacuum 25s ion pump failed in an accident on October 5, 2019. A SAES NEXTorr D 200-5 getter
pump is attached as a replacement.
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2.3.2 Preparation

All vacuum components require careful cleaning and handling. Except the viewports and

the all-metal valves, we clean stainless steel components by Alconox → acetone → methanol

→ isopropanol in ultrasonic cleaner for 60 minutes for each chemical, then pre-bake these

components at 350°C for 72 hours in a high temperature oven. Pre-baking in the air can cre-

ate oxidation layers on the stainless steel surface and further reduce the outgassing diffusing

from the interior of the materials. After assembling all vacuum components together, we do

a vacuum bakeout by wrapping the chamber with heating tapes, and bake the chamber to

200°C along with a turbomolecular pump (TMP) roughing the initial pressure. When the

pressure drops below ≈ 10−8 Torr which reaches the limit of the turbomolecular pump, we

close the roughing valve, turn on the titanium ion pumps and activate titanium sublimation

pumps to take over the pumping. Once the vacuum pressure reaches the minimum plateau

again, we slowly decrease the baking temperature to room temperature. The final pressure

is ≈ 10−12 Torr at the main chamber and ≈ 10−10 Torr at the oven side.

2.4 Computer control

An ultracold atomic physics experiment requires precise timing and synchronization of

every controlling and sensing signal. The computer control system is the conductor to

orchestrate different instruments and drivers such that designated physical parameters are

met at an exact timing. Many schemes have been used for the purpose of synchronized

analog and digital voltage output/input, some of which have been developed as commercial

products targeting quantum teleportation and quantum computing markets. These schemes

can be roughly categorized to

1. Variable time base: a central commander sends out hardware triggers (usually digital)

to synchronize downstream devices [ 144 ]–[ 146 ].

2. Constant time base: a central clock sends out constant hardware triggers to synchronize

downstream devices [ 147 ].
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3. Real-time system: a specialized real-time operating system (RTOS) integrates with

other devices to operate the procedures simultaneously [ 148 ].

4. Others: schemes are standalone and do not belong to any categories above.

Our control system is of the last kind. It is based on the hardware developed at the University

of Texas at Austin and University of Amsterdam [  149 ]. The design idea of this control system

is aiming to be inexpensive and easy to construct. The system is based on a parallel bus

which distributes data from a central computer to analog and digital output boards. The bus

takes digital pulses from a digital I/O board (National Instruments PCIe-6536B) installed

on a PCI-e slot in a desktop computer, in which it has 32 digital channels with maximum

25 MHz clock. Digital signals are sent from the National Instruments I/O board through a

50-pin SCSI cable with an IDC header to the output hardware. The clock for the National

Instruments I/O board can be set to ≤ 20 MHz, i.e. the timing resolution for digital or

analog outputs can be as fast as 50 ns. 32 digital lines in the bus include 16-bit data bus,

8-bit address bus, 1 strobe line, and 1 trigger line. The remaining 6 digital lines can be

utilized in the future for auxiliary I/O or high speed devices. The data bus encodes the

16-bit analog voltage levels to digital-to-analog converter (DAC), or 16 channels of digital

levels. For example, in an analog output board, 20 ≡ 0 encodes the lowest voltage −10 V of

a 16-bit DAC from ±10 V range, and 216 − 1 ≡ 65535 encodes the highest analog voltage

+10 V. On the other hand, 20 encodes all logic 0 (low) of 16-channel in a digital output

board, and 216 encodes all logic 1 (high). The address bus indicates which analog or digital

board in the system should receive the data at a time. Each analog or digital board has logic

comparators to determine if the incoming data should be passed downstream by comparing

the address bus signal with its own local address set manually. If the encoded address signal

matches the local address, the strobe passes the comparator then enable the latches to accept

and hold the incoming 16 bits data for either one analog or 16 digital channels. Finally, the

trigger line sends out parallel pulses to every board and commands everyone to update the

output simultaneously (Fig.  2.8 ).

Our control software is written in Python, and wrapped in LabVIEW (National Instru-

ments) for a better graphical user interface (GUI) and some hardware drivers. Users define
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Figure 2.8. Example of a timing sequence of the bus for latching data and
triggering outputs. Clock = 50 MHz.

what signals should be sent out at specific times, including analog voltage, digital logic,

radio-frequency, etc.. The Python core takes users’ input and calculates the exact timing

when and which control board needs to be updated, then compiles the timing table as well

as resolves any conflicts. The compiled table of timing sequences is uploaded to the flash

memory of the National Instruments digital I/O board via NI IMAQdx, which initiates the

procedure on its own internal clock instead of the CPU clock of the desktop computer. We

have optimized the Python core codes so that the computation usually takes less than 500 ms

for a ≈ 10-second experimental procedure with 1 µs temporal resolution – much shorter than

the runtime using LabVIEW for the same task. The other part of the control software in-

cludes CCD camera control and readout, DMD control, data analysis, etc.. Drivers of other

devices such as direct digital synthesizer (DDS), arbitrary waveform generator (AWG), mi-

crowave synthesizer, are also integrated into our control software. Typically our control

system runs at 1 MHz resolution, i.e. 1 µs temporal resolution, and can be increased up to

20 MHz, primarily limited by the DAC. Our control system is comparably less pricey than

commercial solutions. The digital and analog output channels have built-in 50 Ω buffers

that can drive common radio-frequency components such as RF switches. On the contrary,

commercial products often lack 50 Ω output buffers and still require extra effort to build.

Our control system connects with the desktop computer by a 50-pin SCSI ribbon cable,

therefore it is easier to be placed in different locations apart. We also note that the design

of the analog output board includes several advanced features, e.g. ground loop isolation,

precision voltage reference, electromagnetic interference (EMI) shielding.
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3. EXPERIMENTAL PROCEDURE

In this chapter I describe our experimental procedures and basic laser cooling principals

[ 150 ]–[ 153 ]. We cooperate several steps precisely in order to reach ultracold nano-Kelvin

temperature for quantum physics experiments. The first cesium Bose-Einstein condensate

in our lab as well as in Purdue University was achieved in January 2019, followed by the

realization of homogeneous two-dimensional quantum gases within a few days. These exper-

imental procedures stand on the shoulders of numerous theoretical and experimental work in

history, accounting for atomic physics from classical kinetics to quantum mechanics. Extra

attention and patience are required to operate the system.

3.1 Production of Bose-Einstein condensate

3.1.1 Laser cooling

Zeeman slower

The laser cooling process begins with a collimated atomic beam of cesium vapor coming

from a hot oven. This atomic beam is collinear with a Zeeman slower, in which a selected ve-

locity group of atoms can be slowed down in longitudinal direction by a counter-propagating

laser beam. Ideally the frequency of Zeeman slower laser is always resonant to the atomic

transition by Zeeman shift compensating for the Doppler shift [ 154 ] via a spatially varying

magnetic field. During the Zeeman slowing, a moving atom is decelerated continuously by

the resonant scattering

a(z) = −~kΓ
2m

s

1 + s+ 4δ(z)2

Γ2

(3.1)

where ~ is the reduced Plank constant, k = 2π

λ
is the wavenumber and λ = 852 nm is the

laser wavelength, Γ = 2π× 5.2 MHz is the transition linewidth, m is the cesium atomic mass,

s = I
Isat

is the saturation parameter which defines the efficiency of the Zeeman slower, δ(z)

is the detuning at the position z of slower. The maximum deceleration is at s → ∞, and at

δ = 0 when we have ηs = s
1+s

, where ηs is the safety factor accounting for the ratio of the real
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photon scattering rate and the theoretical maximum value Γ
2 , and it has been parameterized

in the design of the Zeeman slower. The detuning is

δ(z) = kv(z) + ∆ − µ′

~
B(z) (3.2)

where µ′ = µB(geme − ggmg), and µ′ = µB in our case. Most people use the ‘ideal’ field

profile, assuming constant deceleration (e.g adapted from Bell et al. [  155 ]):

Bideal(z) = ~k
µ′

√
v2

0 + 2ηamz +Ba (3.3)

where η is the cooling efficiency, v0 is the maximum capture velocity chosen (or fixed by a

given slower length and η ), am = −~kΓ
2m

is the maximum deceleration, setting s = ∞, and

Ba is a bias field, or an equivalent laser detuning from the resonance as Ba = ~
µ′ ∆. In this

case the magnetic field gradient is

∂Bideal

∂z
= ~k
µ′

ηam√
v2

0 − 2ηaz
(3.4)

which is a negative number because am < 0. A tapered-like magnetic field is designed to

match the Doppler shift resulting from the moving atoms with a continuous deceleration.

Atoms with the initial velocity v ≤ v0 entering the Zeeman slower exit with the final velocity

vf =
√
v2

0 − 2azL, where L is the length of the Zeeman slower and az ≤ am is the deceleration.

Our Zeeman slower is designed with the safety factor ηs = 0.5, corresponding to slow

atoms with initial velocities v ≤ v0 = 127.6 m/s down to vf = 36 m/s (Fig.  3.1 ), within

the capture velocity of the magneto-optical trap (MOT). A typical MOT maximum capture

velocity vc is the velocity of an atom stopped in a distance equal to the radius of the trap, by

a force that is half of the maximum scattering force vc =
√

2ar, where r is the trap radius,

and a is the deceleration as a = ~kΓ
4m

. Choosing a maximum trap radius of r = 25 mm and

substituting the 133Cs D2 line’s values into these equations: m = 133 amu = 2.2 × 10−25 kg,

Γ = 32.89 × 106 s−1, k = 7.37 × 106 m−1, we get a = 2.9 × 104 m/s2, vc = 38 m/s [ 156 ].
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Figure 3.1. Simulation of atoms decelerated by the Zeeman slower.

The tapered coils are designed to run 1 A currents to generate the required profile of the

magnetic field. The effective magnetic field of the Zeeman slower coil has a zero crossing in

the middle, so the tapered ends of the positive field and the negative field are facing each

other. We wind the Zeeman slower coils onto the tube using round AWG 16 magnetic wires

before the Zeeman slower tube is assembled into the vacuum chamber, and apply Kapton

tapes on each turn to secure the wires. A bias coil of two layers is firstly wound on the

slower tube, designed to provide a uniform magnetic field, followed by two tapered coils with

maximum ten layers wound on top of the bias coil for the positive and the negative magnetic

fields. A cesium oven running at 60 °C generates a mean velocity v̄ = 230 m/s atomic beam

end up with 13.6 % of the total atoms are expected to be slowed and trapped by the MOT,

comparing to less than 0.5 % of the initial atom number being trapped without the Zeeman

slower.
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The final Zeeman slower parameters are optimized by maximizing the atom number

captured by the MOT in 2 seconds, while we simultaneously adjust the MOT parameters to

optimize the overall trapped atom number. The parameters used for designing the slower

and for the actual operation are summarized in the Appendix  B .

Table 3.1. D2 line transitions for laser cooling and imaging
Experiment stage Main Detuning Repump Detuning
Zeeman slowing F = 4 → F ′ = 5 −140 MHz F = 3 → F ′ = 4 −100 MHz
MOT F = 4 → F ′ = 5 −40 MHz F = 3 → F ′ = 4 0
CMOT F = 4 → F ′ = 5 −50 MHz F = 3 → F ′ = 4 0
PGC F = 4 → F ′ = 5 −200 MHz F = 3 → F ′ = 4 0
dRSC (optical pumping) F = 3 → F ′ = 2 < 1 MHz F = 4 → F ′ = 4 < 1 MHz
dRSC (optical lattice) F = 4 → F ′ = 5 −20 GHz
(Since Sep 2021) F = 4 → F ′ = 4 < 1 MHz
Imaging F = 4 → F ′ = 5 0 F = 3 → F ′ = 4 0

Magneto-optical trap

After slowing down the axial velocities, cesium atoms are captured, trapped and further

cooled in the magneto-optical trap (MOT) [  157 ]. A MOT consists of three pairs of orthogonal

counter-propagating laser beams crossing at the chamber center (Fig.  3.2 ), and a magnetic

quadrupole field whose center overlaps the laser beams. The laser beams have two frequencies

of 40 MHz red-detuned from |F = 4〉 → |F ′ = 5〉 transition for cooling and trapping, and

|F = 3〉 → |F ′ = 4〉 transition for repumping. The polarization of each MOT beam is σ−

relative to the local magnetic field. The σ− transition incorporates with the magnetic field

gradient from quadrupole coil provides both restoring force due the preferential scattering

and damping force due to the Doppler cooling. The MOT parameters are tweaked to improve

the loading rate of the atom number in the trap. The quadrupole gradient field is set at B′

= 15 G/cm. Typically we collect ≈ 1 × 108 atoms in 2 seconds while the oven temperature

is around 60°C.
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Figure 3.2. Top view of the optical layout on the middle optical breadboard.
Symbols of components are annotated in Fig.  3.6 .

Compressed MOT and optical molasses

After a sufficient number of atoms are collected inside the MOT, we suddenly increase

the magnetic gradient and jump the cooling laser frequency to further 10 MHz red-detuned,

meanwhile decrease the MOT laser power for 15 ms. This compressed MOT procedure

(cMOT) increases the density of the cold atomic cloud. After cMOT, we simultaneously

remove the quadrupole magnetic field, further red-detune the laser frequencies to ≈ 200 MHz

from |F = 4〉 → |F ′ = 5〉 transition and decrease the intensities of the laser beams for the

optical molasses to take place, which is also referred to as polarization gradient cooling (PGC)

66



or Sisyphus cooling [  158 ], [ 159 ]. During the polarization gradient cooling, sub-Doppler effect

can cool down the temperature of atoms to < 10 µK below the Doppler limit.

The setup of our MOT optics is depicted in Fig.  3.2 . x− and y− MOT beams are

derived from a fiber coupled from the output of the tapered amplifier (TA) after a 100 MHz

up-shift AOM, and z− MOT beam is from the other fiber coupled from the same AOM

output. The optical power of x− and y− MOT beams are 40 mW, whereas the z− MOT

beam is 80 mW. The optimized optical intensity ratio of MOT x:y:z ≈ 1:1:2 matches the

ratio of magnetic field gradient along each direction. x− and y− MOT beams are split from

the fiber output, enlarged ≈ 3× by pairs of singlet lenses forming ≈ 30 mm diameter beam

sizes before entering the main chamber. These beams are retro-reflected by mirrors on the

other sides of the chamber. The z− MOT beam is formed by a f = 150 mm singlet lens,

then combined with the vertical imaging beam via a polarization beam splitter (PBS). The

z− MOT beam passes through the bottom and top recessed viewports and a microscope

objective, then retro-reflected by a wire-grid polarizer (Meadowlark VersaLight). Before

September 2021, a custom-made thin broadband quarter waveplate is placed in front of the

wire-grid polarizer and its angle is adjusted such that the z− MOT beam is reflected by the

wire-grid polarizer and the vertical imaging beam passes through.

Degenerate Raman sideband cooling

Following MOT and PGC, we further cool down atoms by three-dimensional degenerate

Raman sideband cooling (dRSC) [ 160 ]–[ 162 ]. Atoms in the optical molasses are optically

pumped to the |F = 3〉 hyperfine ground state after the removal of F = 3 in PGC beams by

shutting off the F = 3 seeding laser to the tapered amplifier, followed by loading atoms into

a three-dimensional optical lattice potential. A background magnetic field is switched on so

that the magnetic Zeeman splitting ∆Ez = 1/4µBB between adjacent magnetic sublevels

matches the vibrational energy splitting ~ω, where ω is the vibrational angular frequency

of atoms in the optical lattices. The dRSC connects atoms between the degenerate Zeeman

levels of different quantum states |mF , ν〉 and |mF ±1, ν±1〉 via two-photon Raman coupling,

where ν is the vibrational quantum number in the three-dimensional optical lattices, and mF
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Figure 3.3. CAD drawing of the side cross section.

is the total spin quantum number along the principle axis, i.e. the background magnetic field

vector. An optical pumping beam is applied with σ+ polarization with respect to the principle

axis to drive atoms from |F = 3,mF , ν〉 to |F ′ = 2,mF + 1, ν〉, followed by the spontaneous

emission from excited state |F ′ = 2,mF +1, ν〉 to |F = 3, ν〉 hyperfine ground state manifold,

consequently the entropy is removed. If the optical pumping takes place in the Lamb-Dicke

regime where the vibrational quantum number remains unchanged, the optical pumping

eventually pumps all atoms to the |F = 3,mF = 3, ν = 0, 1〉 and |F = 3,mF = 2, ν = 0〉

states. On the other hand, atoms would populate in the |F = 3,mF = 2, ν = 0〉 state due

to the continuous degenerate Raman coupling, so a π-component is required in the optical

pumping beam to further remove these atoms. As a result, all atoms are driven to the lowest
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vibrational ground state |F = 3,mF = 3, ν = 0〉 and stay there as it is the only dark state

(Fig.  3.4 ).

|ν = 0⟩

|ν = 1⟩

|ν = 2⟩|ν = 0⟩

|ν = 1⟩

πσ+

|mF = 3⟩|mF = 2⟩|mF = 1⟩

|F = 3⟩

|F′￼= 2⟩

ΔEz

ΔEz + ΔELS Raman

Figure 3.4. Diagram of the degenerate Raman sideband cooling. F : total
atomic angular momentum, ∆Ez: Zeeman shift, ∆ELS: light shift caused by
the σ+ light, |ν〉: vibrational state. [  161 ]

Experimentally we set up a retro-reflected counter-propagating laser beam that intersects

with the other two orthogonal beams to form three-dimensional optical lattices (Fig.  3.2 ).

The retro-reflected beam is defined as ±x′ and the polarization of its retro-reflection is rotated

≈ 10° with respect to the incident polarization by a quarter waveplate. All optical lattice

beams are derived from the same fiber coupled from the dRSC laser, and their polarizations

(i.e. electric field vectors) all lie on a two-dimensional plane, resulting in a non-vanishing

fictitious magnetic field for the two-photon Raman coupling. Before September 2021, the

total optical power is 80 mW with frequency red-detuned 20 GHz from |F = 4〉 → |F ′ = 5〉

transition to reduce off-resonant scattering. The degenerate two-photon Raman coupling is

carried out by such the same optical lattice beams via the vector light shift from their crossed

electric fields, and the fictitious field from the tensor light shift is pointing to the direction
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of the ±x′ beams. The dRSC optical pumping beam is derived directly from the F = 3

repumper laser, and its polarization is tuned to σ+ by a zeroth-order quarter waveplate,

then retro-reflected along the same path by a gold mirror on the other side of the chamber

to minimize recoil heating.

In the experimental procedures, dRSC is applied immediately after the PGC. The F = 3

repumper seed to the tapered amplifier in the MOT beam is first extinguished for 1 ms for

the F = 4 component to polarize all atoms to the |F = 3〉 hyperfine ground state. Then

the dRSC optical lattices pulse on to freeze and isolate all atoms to lattice sites locally.

Meanwhile, the optical pumping beam whose frequency jumping to |F = 3〉 → |F ′ = 2〉

transition is applied to the atoms, and the frequency of the original MOT beams jumps

to |F = 4〉 → |F ′ = 4〉 transition while its intensity is greatly reduced simultaneously,

repumping atoms in the |F = 4〉 state to the |F = 3〉 state, then back to the cooling cycles

again. The bias coils generate a background magnetic field along the principle axis, i.e. the

direction of the optical pumping beam, and the Zeeman splitting for degenerate two-photon

Raman coupling is created by the exact magnetic field tuned carefully. After a sufficient

cooling time ≈ 3 ms, the optical pumping beam and the repumping beam are extinguished

first, followed by ramping off the three-dimensional optical lattices in 100 µs, hence local

ground state atoms are released into free space or additional optical dipole trap adiabatically.

In September 2021, we derive the dRSC laser from the tapered amplifier (TA) tuned to

|F = 4〉 → |F ′ = 4〉 for dRSC optical lattices, two-photon Raman coupling, and repumping

during dRSC together. Since the laser detuning is closer (≈ 9.5 GHz red-detuned from

optical pumping |F = 3〉 → |F ′ = 2〉), both the dRSC optical lattice trap frequency and

the Raman coupling rate increase, as a result we adjust the dRSC procedure such as laser

intensities and durations correspondingly. With the new configuration, each dRSC cycle is

≈ 1 ms followed by ≈ 2 ms ramp off of the lattices. Although |F = 4〉 → |F ′ = 3〉 may

have slightly larger detuning thus reducing the heating from off-resonant scattering, we find

that the overall cooling performance is not better. Similar schemes have also been reported

in literature [ 163 ]. By simplifying the laser system and locking the frequency of dRSC laser,

we are able to improve the stability and reliability of laser cooling.
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We optimize the dRSC parameters by minimizing the temperature and maximizing the

number of atoms after dRSC, both in free space and after the optical dipole trap loading.

More than 80% of atoms in the optical molasses are spin-polarized into |F = 3,mF = 3〉

and cooled to very low temperature, of which we are unable to fit the TOF expansion in free

space. We apply 2 – 3 dRSC cycles while the optical dipole trap is turned on and the free

space temperature of atoms released from the optical dipole trap is 1.5 µK, the final peak

phase-space density is ≈ 0.01 in the optical dipole trap. The dRSC is very efficient in aid

of laser cooling, especially for elements lacking other sub-Doppler cooling mechanisms, and

has been demonstrated to cool rubidium atoms directly to quantum degeneracy [ 164 ]–[ 166 ].

3.1.2 Evaporative cooling

Unlike some alkali metal elements such as rubidium that can be applied radio-frequency-

induced evaporative cooling, the |F = 3,mF = 3〉 ground state of cesium is not magnetically

trappable. In order to perform the evaporative cooling to achieve Bose-Einstein condensate,

we need to trap atoms in an optical dipole trap which utilizes the electric dipole force to

attract the atoms in the region of high laser intensity. Normally, dipole traps operate at

sufficiently large frequency detuning from any transition where the scattering rate is reduced

while maintaining a reasonable trap depth at the focus of the laser beams.

The light shift of ground state atoms is given by the contribution of the D1 and D2 lines,

whose line strengths have weights 1
3 and 2

3 , respectively,

V (r) = 3πc2

2

(
1
3

Γ1

ω3
1∆1

+ 2
3

Γ2

ω3
2∆2

)
I(r) = αI(r) (3.5)

where c is the speed of light, I(r) is the optical intensity of the laser beam at r, Γ1 = 2π×

4.575 MHz and Γ2 = 2π× 5.234 MHz are the natural line widths of the D1 and D2 lines,

respectively, ω1 = 2π× 335.1 THz and ω2 = 2π× 351.7 THz are the transition frequencies

of D1 and D2 lines, respectively, ∆1 = −2π× 53.34 THz and ∆2 = −2π× 69.94 THz are

the laser detuning of the 1064 nm dipole laser from D1 and D2 lines, respectively, giving

α = −kB× 2.59 nK· cm2/W. Therefore, the light shift induced by a red-detuned laser beam
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form an attractive potential that confines the atoms in the intensity maximum. The photon

scattering rate for a far-detuned laser is

Γsc(r) = πc2Γ2

2~ω3
0

( 2
∆2

2
+ 1

∆2
1
)I(r) ≈ Γ

∆
V (r)
~

(3.6)

where Γ is the linewidth, ω0 is the transition frequency, and ∆ = ω−ω0 is the laser frequency

detuning. In our experiment, the dipole trap depth is U0 ≈ kB × 3.4 µK, and the photon

scattering rate is Γsc < 0.03 Hz, which has negligible heating to the trapped atoms within

the experiment time < 10 seconds.

We use two orthogonal (x− and y−) laser beams and a thin sheet beam to form an

optical dipole trap (Fig.  3.2 ). All three beams are crossing at the center of the chamber.

Each x− and y− dipole beams typically has ≈ 3 W and beam diameter of ωx ≈ ωy ≈ 730 µm.

These two beams provide a horizontal trap frequency of 2π× 12.5 Hz and a trap depth of

V0 = kB× 3.4 µK, and form the major trapping potential to capture the laser-cooled atoms

from dRSC. The sheet dipole beam is an elliptical beam (aspect ratio H25:V1) elongated

horizontally and intersects the crossed dipole beams at the center of the chamber with a 45°

angle (Fig.  3.2 ). The sheet dipole beam has vertical diameter of 60 µm and optical power

≈ 800 mW, forming a strong dipole trapping force to hold the atoms against the gravity.

The sheet dipole beam also provides a higher trap frequency of 2π× 73 Hz along the z−

direction, similar to the idea of ‘dimple trap’ [  167 ] that helps the thermalization during the

evaporative cooling process.

In the experiment, all three dipole beams are derived from a Nd:YAG laser (InnoLight,

Mephisto MOPA) with single mode, single frequency and total output optical power 16 W.

The laser is split into four parts, corresponding to x−, y−, sheet dipole beams and an

additional beam for other use  

1
 . Each beam is frequency offset by an AOM (Crystal Technol-

ogy/Gooch & Housego 3110-197) to avoid interference between each other. The frequency

shifts are −110 MHz for x−beam, +110 MHz for y−beam, and −220 MHz for sheet beam

(with 110 MHz double-pass). After the AOMs, laser beams are fiber coupled and sent to the

main chamber. We chose optical fibers with a short length of 2 meters in order to reduce
1

 ↑ Currently it is used for vertical attractive addressing beam.
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the stimulated Brillouin scattering (SBS), and make sure the fibers deliver the designate

power continuously without degradation of the coupling efficiency. At each fiber output,

zeroth-order half waveplate and high extinction ratio (> 1000:1) PBSs are placed to clean

up the polarization fluctuation of each beam, and intensity feedback is set up for the sheet

dipole beam to precisely control the final trap depth of the evaporative cooling.

We keep the three dipole beams turned on from the beginning of the experimental cycle,

such that the thermal drift of the AOM and the change of thermal lensing effect of all optics

are minimized. Since light shift of far-detuned dipole beams is small compared to the strong

near-resonance radiation pressure from the MOT and the PGC, the performance of such

cooling has very little influence and can be compensated by small laser detuning. After the

PGC, we apply 2 – 3 cycles of dRSC to remove the kinetic energy of the atoms. Right after

the last cycle of dRSC, we pulse on a magnetic gradient and a strong magnetic bias by only

injecting the current to the top coil. The magnetic gradient provides an upward force to levi-

tate the atoms against the gravity, and the strong magnetic bias forms a weak trapping force

on the horizontal plane due to non-ideal Helmholtz configuration of the coil pair (Fig.  C.3 ).

We typically have 5×106 in the full-power dipole trap with magnetic levitation after 500 ms

of self-evaporation.

The evaporative cooling method closely follows Ref. [ 168 ], yet the details of experimental

parameters, procedures, and results are different to some extent. We first gradually reduce

the magnetic gradient to tilt the overall trapping potential in 4 seconds, while quickly ramp

down the magnetic bias to B = 26 G in 2 seconds, which corresponds to cesium s-wave

scattering length 400 a0, where a0 is the Bohr radius. Then we keep reducing the magnetic

gradient to zero and simultaneously ramping the magnetic bias to 21.2 G, corresponding

to a scattering length of 220 a0. The whole cooling process is aiming to lower down the

trap depth of the overall trapping potential so the atoms with higher energy can escape,

meanwhile keep sufficient trap frequency and proper scattering length for maintaining the

collision rate for the remaining trapped atoms to thermalize. Finally, we typically have Bose-

Einstein condensate of 5×104 atoms in an optical dipole trap, and the background magnetic

field stays at 21.2 G to minimize the three-body recombination loss [ 169 ].
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Figure 3.5. CAD drawing of the side cross section. Blue: 780 nm blue-
detuned repulsive beam, Red: 1064 nm red-detuned attractive dipole beam.

3.2 Production of two-dimensional quantum gas

Our experiment usually begins with a nearly uniform 2D Bose gas confined in a quasi-2D

box potential formed by all repulsive optical dipole beams. The vertical box confinement is

provided by a single node of a repulsive standing-wave potential (3 µm periodicity) along

the vertical (z-)direction. The node defines the horizontal 2D plane. The standing-wave

potential is formed by the interference of two 780 nm vertical confinement beams crossing

at the horizontal plane with 22° separation angle (Fig.  3.5 ). The measured vertical trap

frequency in the node is ωz/2π = 2.25 ± 0.04 kHz � (kBT, |µ|)/~, thus freezing all atoms in

the harmonic ground state as well as providing the harmonic oscillator length ≈ 183 nm along
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the vertical (z-)direction. Here kB is the Boltzmann constant, T . 8 nK is the temperature

of the 2D gas and µ is the chemical potential. In our early setup, the horizontal boundary

of the box is formed by a tightly focused 780 nm optical beam that scans the box boundary

at a 15 kHz repetition rate to form a time-averaged, repulsive wall potential. The beam is

controlled by a pair of acousto-optic deflector (AOD) and projected through a microscope

objective. When the wall potential is removed, the residual global trap frequency in the

horizontal plane, due to a weak magnetic trap from non-ideal Helmholtz coil configuration

(Fig.  C.3 ), is experimentally determined to be ωr/2π < 2.25 Hz through induced superfluid

dipole oscillations.

In our later revised setup, we replaced the AOD with a digital micromirror device (DMD)

to form the horizontal confinement of the box trap (Fig.  3.6 ). A 780 nm blue-detuned

repulsive beam is expanded to ≈ 7 mm waist diameter via an air-spaced doublet collimator

(Thorlabs F810APC-780), then reflected by the DMD (ViALUX DLP7000), and projected

onto the atoms through a 2” doublet lens f = 750 mm and the microscope objective. This

high-speed (22,727 Hz) DMD is capable of dynamically changing the shape of the trap, thus

allowing us to compress or decompress, or even rotate the trapped gases. The demagnification

of the relay optics is ≈ 25× corresponding to ≈ 0.5 µm/pixel, which is smaller than the

resolutions 1.3 µm and 0.8 µm of the microscope objectives (N.A. = 0.37 & 0.6, respectively.

Numerical aperture N.A. = n sin θ, where the refractive index of the medium n ≈ 1 and θ is

the maximal one-half angular aperture).

To load a quantum gas into the 2D box potential, we first prepare N ≈ 5 × 104 nearly

pure Bose-condensed cesium atoms in the |F = 3,mF = 3〉 hyperfine ground state. The

three-dimensional (3D) BEC is initially trapped in an oblate dipole trap formed by two

crossed dipole beams and a horizontal sheet dipole beam. Near the end of the evaporative

cooling as aforementioned description, the magnetic field is jumped to ≈ 18.8 G to prepare

the final BEC at a smaller scattering length at as ≈ 100 a0, so that the size of the condensate

is smaller for box loading. We then ramp on the box potential in 200 ms to compress the 3D

BEC into a thin sheet of 2D superfluid, followed by a 200 ms ramp to turn off all attractive

1064 nm dipole beams. The vertical alignment between the 3D BEC and the box potential

has been carefully adjusted, and the single-node loading in the standing-wave potential is
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confirmed by nulling the matter-wave interference pattern along the vertical (z-)axis during

time-of-flight (TOF), which is sensitive to small number of atoms present in the adjacent

nodes. The sample temperature is measured to be T < 8 nK after being released back to

the 3D oblate trap using a reversed process.
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Figure 3.6. Top view of the optical layout on the top optical breadboard.
AOD: acousto-optic deflector, DMD: digital micromirror device, CCD: charge-
coupled device camera, CMOD: complementary metal-oxide-semiconductor
camera, BE: beam expander.
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3.3 Spatiotemporal optical control

3.3.1 Spatial control

In order to locally control ultracold atoms, a custom-made high-resolution microscope

objective (N.A. = 0.6, Special Optics #54-32-27) is used to project engineered optical fields

onto the atoms, inducing spatial-dependent optical Feshbach tuning of atomic interactions.

The same beam is also used to add local potential offsets to the atoms and fine tune local

chemical potentials to prevent mass transport or induce one. Subsequently, in situ absorp-

tion imaging is performed by sending a resonant laser beam vertically through the atomic

sample. The shadow cast by the sample is imaged through the same microscope objective

and recorded on a back-illuminated deep depletion CCD camera (Princeton Instruments

PIXIS). The characterisation of imaging aberration is detailed in Appendix  G.1 .

3.3.2 Temporal control

The pattern of dynamic optical addressing beam is created using laser reflected from a

DMD (ViALUX DLPV650LNIR). Each micro-mirror on a DMD has a linear size ≈ 10.8 µm,

and can flip to two distinct angles ±12°, controlling the local intensity of the projected

optical Feshbach tuning beam or a vertical addressing beam at a binary level (Fig.  3.7 ).

The high-speed DMD (10,752 Hz) enables us to resolve cesium many-body dynamics to ≤

100 µs time scale. The DMD is controlled by a LabVIEW program integrated with our

computer control via ALP API (application programming interface). The computer control

initializes the DMD to ‘slave mode’ and uploads a series of 2-bit depth frames to the control

board of the DMD, followed by commanding ‘run’ the sequence. Each frame displays for

a fixed ‘illumination time’ (or ‘picture time’) set by the program, then waits for external

hardware triggers to advance on the next frame, while all micro-mirrors remain static in

between. When specific micro-mirrors are updated, however, these micro-mirrors are reset

before changing the status, i.e. micro-mirrors are released to ‘reset’ (0°) before flipping to

+12° (1) or −12° (0). This unavoidable reset transient can take tens of microseconds, and

could be a potential problem in the future experiments involving fast kinetics.
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Figure 3.7. Left: An illustration of a pair of micromirrors, with one deflected
in the ‘off’ direction and the other in the ‘on’ direction. Micro-mirror size
≈ 10 µm × 10 µm. Right: A ‘zoomed-out’ illustration of an entire DMD.
Reprinted by permission from [ 170 ]. Copyright 2021 Springer Nature.

3.4 Optical lattices

In addition to the vertical lattices for two-dimensional box trap described in Section  3.2 ,

we have also implemented horizontal optical lattices with both blue- and red-detuned lasers

(Fig.  3.6 ). The blue-detuned 767 nm lattice beams are derived from a tapered amplified

(Moglabs MSA003) seeded by a cateye laser (Moglabs CEL), followed by 80 MHz AOM

(IntraAction ATM-801A2) for intensity control then coupled into optical fibers, where lattice

beams have different (up and down) frequency shifts from the AOMs. Each lattice beam has

≈ 400 mW output after the cleanup PBS, corresponding to ≈ 30ER with Gaussian beam

diameter ≈ 500 µm at the center of the main chamber, where ER = ~2k2

2m
is the recoil energy, ~

is the reduced Planck constant, k is the wavenumber, and m is the mass of cesium atom. The

horizontal 767 nm laser beams are combined with and separated from 1064 nm dipole beams

via long-pass dichroic mirrors (Thorlabs DMLP900), where respective PBSs are installed

before the combination and after the separation to clean the polarization. After separating

the dichroic mirror, each 767 nm lattice beam is focused by a f = 50 mm convex lens to

a back-side polished mirror (Thorlabs BB1-E03P) mounted on a kinematic mirror mounts

with piezoelectric adjusters (Thorlabs POLARIS-K1S3P). These piezo actulators allows us to

modulate the optical lattices in three dimensions. The retro-reflected beam from the mirror

is again collimated by the same lens and cleaned by the PBS, then combined with 1064 nm

beam and sent to the chamber. On the other hand, a weak transmission of 767 nm from the
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back side of the polished mirror is collected by a f = 30 mm convex lens and projected onto

a amplified photodector (Thorlabs PDA36A2) for intensity feedback. A 767 nm laser-line

interference filter (Edmund Optics #65-116) is placed in front of each photodetector to block

unwanted signals.

The red-detuned 1064 nm optical lattices are implemented by retro-reflecting the optical

dipole trap beams. Each dipole beam is combined with and separated from the 767 nm

blue-detuned lattice beam as described previously, and focused by a f = 200 mm convex

lens to a Nd:YAG laser line mirror (Thorlabs NB1-K14) then retro-reflected. Between the

lens and the retro-reflection mirror, there is a back-side polished mirror (Thorlabs BB1-

E03P) on a precision kinematic mirror mount (Thorlabs POLARIS-K1) for the flexibility of

adjustment. The weak transmission of the second pass from the polished mirror is collected

by a f = 50 mm convex lens and projected onto a biased photodetector (Thorlabs DET36A2)

for intensity feedback. Similarly, there is a 1064 nm laser-line interference filter (Newport

10LF04-1064) placed in front of each photodetector. To prevent the evaporative cooling from

being altered by the optical lattices, we use optical beam shutters (Thorlabs SH05) 

2
 to block

the retro-reflection of 1064 nm beams until the need of red-detuned optical lattices. The

optical shutters are attached to heat sinks to dissipate the heat from dipole trap beams. The

typical shutter open/close mechanical time is 3 – 4 ms, which is sufficiently short so that

we are able to ramp off the dipole trap laser power during the box trap loading, followed by

opening the shutter and ramping the 1064 nm power back on for optical lattices.

Both blue- and red-detuned optical lattice beams are aligned to the in situ position of

BEC in the optical dipole trap. The first pass of the 767 nm blue-detuned beam is optimized

by pushing atoms in the 2D trap via repulsive force at both horizontal and vertical directions.

That way we can clearly determine the intensity maximum of the repulsive beam from the

minimum of the atomic density. The first pass of the 1064 nm re-detuned beam is naturally at

the in situ position of BEC. Both second paths of blue- and red-detuned beams are optimized

by reverse coupling to the optical fibers. We monitor the optical power of retro-reflection

of each lattice beam at the fiber input side, and optimize the retro-reflection mirror so that

the retro beam reversely propagates through the same optical path as the first pass. These
2

 ↑ At the time of writing this dissertation, the 1064 nm retro-reflection is completed but not enabled.
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optimizations have been done with the operating optical power of optical lattices, to make

sure the spatial mode-matching conditions are consistent with our experimental procedures.

The signals from photodetectors are sent to home-built high-speed PI (proportional-

integral) servos for intensity feedback. The servo output controls the RF power to the AOM

by a voltage variable attenuator (Mini-Circuits ZX73-2500-S+), followed by a RF digital

switch (Mini-Circuits ZYSWA-2-50DR+) which provides fast RF switching and additional

high RF isolation. Therefore, ramping the optical power of the lattice beams becomes

straightforward. After ultracold atoms are compressed and loaded into a two-dimensional

confinement, we slowly ramp up blue- and/or red-detuned optical lattice beams. At the time

of writing this section, we don’t have optical beam shutters for blue-detuned 767 nm optical

lattice beams, so we usually shift the RF away from the operating frequency 80 MHz to ≈

100 MHz, and essentially change the beam pointing after AOMs so that the laser beams

are block by irises while they are not being used. The offset frequency is within the range

of AOM response frequency, thus the AOMs keep warmed by the resonant RF oscillation

and maintain thermal equilibrium. The optical lattice depth is calibrated by modulating

the optical intensity via sinusoidally modulating the output voltage of the intensity servo,

followed by monitoring the atom loss in the optical lattices. The spectrum of the parametric

heating shows the ground state atoms are excited to the second excited band in the optical

lattices and leave the trap when the modulating frequency is resonant. We also observe the

suppression of atom loss when the modulating frequency is near the band gap of the optical

lattices.
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4. UNIVERSAL QUENCH DYNAMICS AND TOWNES

SOLITON FORMATION

This chapter is adapted from Physical Review Letters Volume 125, Issue 25, Page 250401,

published on 15 December 2020. In this chapter, we experimentally study universal nonequi-

librium dynamics of two-dimensional atomic Bose gases quenched from repulsive to attrac-

tive interactions. We observe the manifestation of modulational instability that, instead of

causing collapse, fragments a large two-dimensional superfluid into multiple wave packets

universally around a threshold atom number necessary for the formation of Townes solitons.

We confirm that the density distributions of quench-induced solitary waves are in excellent

agreement with the stationary Townes profiles. Furthermore, our density measurements in

space and time domain reveal detailed information about this dynamical process, from the

hyperbolic growth of density waves, the formation of solitons, to the subsequent collision and

collapse dynamics, demonstrating multiple universal behaviors in an attractive many-body

system in association with the formation of a quasi-stationary state.

4.1 Introduction

Predicting the evolution of multidimensional nonlinear systems under attractive interac-

tions is a challenging task, owing to the instability to collapse [  171 ]–[ 173 ]. Bright solitons

are remarkable stationary states, established when the self-focusing effect responsible for

collapse is exactly compensated by wave dispersion [  174 ], [  175 ]. In uniform two-dimensional

(2D) systems with standard cubic interactions, such as Kerr medium [  173 ], [  176 ] or matter-

waves formed by weakly interacting 2D Bose gases [  84 ], [  177 ], however, such intricate balance

cannot be fulfilled except when a wave packet possesses a critical norm (or total atom num-

ber) known as the Townes threshold and a specific waveform known as the Townes profile

[ 176 ], [  178 ], [  179 ] – only at which bright solitons can form. A Townes soliton is predicted to be

unstable as long as the norm deviates from the Townes threshold [  173 ], [  178 ]. Despite exten-

sive interests in multidimensional bright solitons [  178 ]–[ 182 ], including recent advancements
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on 2D spatial solitons in various nonlinear optics settings [  173 ], [ 180 ], [ 183 ], an experimental

realization and characterization of Townes solitons has remained elusive.

In soliton formation dynamics, modulational instability (MI) is a ubiquitous mechanism

that causes the amplification of initial wave disturbances and fragmentation into solitary

waves [  171 ], [ 184 ]–[ 186 ]. In one-dimensional (1D) systems, MI is responsible for the forma-

tion of stable soliton trains, for example, in nonlinear fiber optics [  187 ]–[ 189 ], in 1D Bose

gases [  185 ], [  186 ], [  190 ], [  191 ], or in Bose-Einstein condensates in optical lattices [  192 ]–[ 194 ].

In higher spatial-dimensions, transverse MI and wave fragmentation were studied in various

types of bulk nonlinear optical media [  183 ], [  195 ], [  196 ]. However, detailed dynamics of mul-

tidimensional MI and its possible connection to the universal formation of a quasi-stationary

state, the unstable Townes solitons, have not been clearly demonstrated.

Using ultracold 2D Bose gases, we show that universal MI dynamics supports the critical

formation of Townes solitons. Starting with a 2D superfluid of an initial density ni and

quenched to an attractive interaction gf < 0, we show that MI causes collective modes

with wavenumber around kMI = π/ξ associated with the interaction length ξ = π/
√

2ni|gf |

to grow predominantly [  197 ]–[ 199 ], fragmenting the superfluid as illustrated in Fig.  4.1 (a).

Intriguingly, the characteristic atom number in each wave packet ∼ niξ
2 = π2/2|gf | well

approaches the Townes threshold Nth = 5.85/|gf | [ 179 ], thus opening up a pathway for

Townes soliton formation. This relation should apply universally for any ni and gf provided

no other length scales set in. We note that, due to the scaling symmetry in 2D, a Townes

soliton forms under a scale-invariant profile [  176 ] and MI can set the physical length scale ξ

that depends only on the product of ni and |gf |.

We report the observation of universal dynamics and Townes soliton formation in quenched

2D Bose gases. We observe MI that breaks up an otherwise large 2D sample into fragments

universally around the Townes threshold. We clearly identify solitary waves whose density

distributions agree well with the Townes profiles – the stationary state solution of the 2D

nonlinear Schrödinger equation (NLSE) [  176 ], [  179 ]. Our measurement further reveals uni-

versal solitary wave dynamics governed by the MI time scale and a universal scaling behavior

in the density power spectra, allowing us to clearly identify a distinct time period for unsta-
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ble growth of density waves (while conserving total atom number), followed by a short era

of wave collapse and soliton formation.

4.2 Methods

We begin the experiment with a uniform 2D Bose gas deeply in the superfluid regime

( 1.2 ), which is formed by N ≈ 1.5 × 104 cesium atoms trapped inside a quasi-2D box

potential. The atomic surface density is ni ≈ 5/µm2 and the surface area is controlled by a

wall-like potential that is removed following the interaction quench. The tight vertical (z-)

confinement of the box freezes all atoms in the harmonic ground state along z-axis. The trap

vibrational level spacing (ωz = 2π × 1750 Hz) is more than two orders of magnitude larger

than the attractive interaction energy studied, ensuring that the observed wave dynamics

is effectively 2D [  201 ]. The interaction strength g =
√

8πa/lz is controlled by the tunable

s-wave scattering length a via a magnetic Feshbach resonance [  59 ], and lz = 208 nm is the

vertical harmonic oscillator length; g = gi = 0.115 is the initial interaction strength.

We perform interaction quench (in 1 ms) to various g = gf in samples with a large surface

area A ≈ (60 µm)2. Following a variable hold time τ , we perform single-shot absorption

imaging to record the sample density distribution as shown in Fig.  4.1 (b). Around 30 samples

are imaged for ensemble analyses. In a short hold time, we observe density blobs randomly

clumping up throughout a sample. The sizes of the blobs are smaller with larger |gf |. At

longer hold time, τ ≥ 30 ms, the number of observed blobs reduces, becoming more isolated,

although the mean size and atom number of surviving blobs remain nearly unchanged for

τ ≤ 200 ms. The same quench protocol applied to samples in a three-dimensional trap

(ωz ≈ 2π×100 Hz with a weak radial trap frequency ωr ≈ 2π×13 Hz) results in no observed

density blobs.

4.3 Results

We characterize these isolated blobs (solitary waves) and compare their atom number

with the Townes threshold. We approximate their density profiles by 2D Gaussians [ 179 ] and

fit the mean size σ and atom number N̄a. Within the interaction range studied, −0.004 ≥
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gf ≥ −0.034, in Fig.  4.1 (c) we find that all rescaled atom numbers N̄a|gf | fall around

Nth|gf | = 5.85, giving a mean N̄a|gf | = 6(1). Interestingly, the standard deviation of the

atom number δNa scales with gf accordingly, giving a mean fluctuation δNa|gf | =3.2(5)∼

0.5N̄a|gf |. We believe that the number variation around the threshold results from the

energy-time uncertainty relation, as we later show that these blobs form in a time scale

∼ γ−1, where ~γ = ~2ni|gf |/m is the interaction energy, m is the atomic mass, and ~ is

the reduced Planck constant. Moreover, the size of these solitary waves also agrees with the

prediction σ ≈ ξ in Fig.  4.1 (d), indicating that MI provides the length scale for the formation

of blobs. A size discrepancy at γ ≈ 2π × 1.2 Hz (gf = −0.004) could likely be attributed to

the influence of a very weak horizontal corrugation in the vertical confining potential.

To confirm that the quench-induced solitary waves indeed form Townes solitons, we

compare their density distributions with the scale-invariant, isotropic Townes profile n(r) =

α2|φ(αr)|2/(2|gf |), where α =
√

2n0|gf |/|φ(0)|2 is a scale factor. Given the peak density n0,

the characteristic size and density profile of a Townes soliton are uniquely determined. Here,

the radial function φ(r̃) is the stationary solution of the scale-invariant 2D NLSE [  176 ], [  179 ].

The stationary profile φ(r̃) has been evaluated numerically [  176 ], giving |φ(0)| ≈ 2.207, and

the norm
∫

|φ(r̃)|2dr̃ ≈ 11.7 sets the Townes threshold.

Since MI sets the length scale during the soliton formation process, α ∼ ξ−1, the peak

density of most solitons should be comparable to the initial sample density n0 ≈ ni. Fig-

ure  4.2 plots three isolated solitary waves of similar peak density that are randomly chosen

from quenched samples (gf = −0.034) at a long hold time τ = 100 ms. Their individual den-

sity distributions, as well as the averaged radial density profile, indeed agree fairly well with

the expected Townes profiles with no fitting parameters. More agreement with the Townes

profiles is discussed in Chapter  5 , where a single array of well-isolated solitons can form in

an elongated sample following an interaction quench. Our observation confirms that Townes

solitons can prevail from MI and explains why many randomly formed solitary waves, as

observed in Fig.  4.1 , are long-lived. We note that, in the absence of MI and fragmentation,

a wave was observed to collapse only partially to a Townes profile [ 173 ].

We now turn to study the universal dynamics during the soliton formation process. We

focus on the time evolution of density power spectrum [ 202 ] S(k, τ) = 〈|n(k, τ)|2〉/N in the
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spatial frequency domain (momentum space), using Fourier transform of the sample density

distribution. Here k = |k| is the momentum wavenumber of the azimuthally averaged

spectrum, N is the total atom number, and 〈.〉 denotes ensemble averaging. In the power

spectra (Fig.  4.3 (a)), we clearly observe rapid growth of a nonzero momentum peak at short

hold time (marked by an arrow), indicating the development of density waves at a dominant

length scale throughout the sample. The nonzero momentum peak then dissipates at longer

hold time until the power spectrum finally becomes monotonic and stationary, which signifies

the collapse of density waves and fragmentation of the sample into solitons that later becomes

uncorrelated in coordinate space.

The evidence of MI-induced wave amplification at different interaction strengths is best

illustrated when we plot the relative growth spectra S̃(k, τ) = S(k, τ)/S(k, τ0), normalized

by the initial power spectrum at τ0 = 2 ms. This allows us to determine which mode has

the largest growth rate. For different samples in Figs.  4.3 (b) and (c), the momentum peak

is clearly visible within 0.2/µm< k < 1/µm at short hold time. The growth patterns look

similar for samples with different gf , although the peak location, height, and the evolution

time scale vary. We identify the peak wavenumber kp and find consistency with the prediction

from MI in Fig.  4.3 (d).

Another remarkable prediction from MI is that, regardless of the dimensionality of the

system, the power spectrum at kp exhibits a universal time and amplitude scaling behavior

with respect to the interaction time scale γ−1. This is based on extending the Bogoliubov

phonon picture to the regime under attractive interactions, which predicts that collective

modes of opposite momenta are generated in pairs, as seeded from initial density perturba-

tions, and subsequently form density waves along the associative directions while being am-

plified at a rate γ until significant depletion of the ground state atoms occurs (Appendix  E ).

In Fig.  4.3 (e), we experimentally test the scaling relation in the peak growth spectra

S̃(kp, τ), covering the entire time period. We summarize the scaling relation as follows

S(τ̃) ≈ γ

γ̄i
[S̃(kp, τ̃) − 1], (4.1)
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where τ̃ = γτ is the scaled time and S(τ̃) is the scaled spectrum. In the amplitude scaling,

we normalize γ with the mean initial interaction energy unit γ̄i = 306 s−1 before the quench.

We show that six power spectra, each with different γ, can collapse onto a single curve over

a surprisingly long scaled time τ̃ < 10. The only exception is the spectrum at gf = −0.004,

where we have used γ∗ = 3.2γ to force its collapse within τ̃ ≤ 0.8. This different behavior

is likely due to a weak horizontal trap corrugation influencing the dynamics, as noted in

Fig.  4.1 (d).

From this universal spectrum, we identify two distinct regimes of dynamics, divided by

a critical time τ̃c ≈ 0.8 as shown in Fig.  4.3 (e). We label the time period τ̃ ≤ τ̃c for MI with

an amplified (hyperbolic) growth of density waves (Appendix  E ),

S̃(kp, τ) ≈ 1 + α
γ̄i

γ
sinh2(γτ), (4.2)

where α = 1.5(1) is determined from a fit to S(τ̃) for τ̃ ≤ 0.5; α = 2 is obtained from the

theory calculation for τ̃ � 1, neglecting the depletion of ground state atoms, dissipation, or

interaction between the collective modes. Beyond τ̃ ≥ τ̃c after S(τ̃) reaches order of unity,

dynamics enters the second phase, decaying with a time constant ∆τ̃ ∼ 0.8 and transitioning

to a slowly-evolving, quasi-stationary behavior.

Our data suggest the existence of a universal time and amplitude scaling behavior and a

limit for the amplified density wave, followed by a universal dynamics for the wave collapse

and soliton formation. For gf = −0.004, however, S̃(kp, τ) remains slowly-growing within

1 ≤ γ∗τ ≤ 10, suggesting less severe wave collapse.

Following the observed density wave collapse dynamics, a 2D sample fragments into many

solitary wave packets of characteristic size σ ∼ ξ. As seen in Fig.  4.1 , due to close proximity

of many wave packets (also with characteristic distances ∼ ξ), collisions between them may

induce collapses that lead to rapid atom number loss. Here, we show that MI time scale

continues to dominate the collision dynamics and the total atom number loss in a quenched

2D Bose gas.

In a recent study of 1D soliton collisions [  203 ], it is shown that merger occurs when

solitons of similar phases collide, and two solitons of opposite phases appear to repel each
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other. In 2D, the merger of two soliton-like wave packets should lead to a new atom number

Na > Nth. This can induce collapse that quickly removes the merged soliton. For solitons

or density blobs formed by MI with randomly seeded density waves in a large 2D sample,

one expects no fixed phase relationship between neighbors. Merger can thus occur randomly

throughout the sample and the total atom number loss may reveal the scaling of soliton

binary collision losses.

In Fig.  4.4 , we examine the total atom number loss for large samples quenched to different

gf (Fig.  4.1 ). We observe onset of loss in each sample at a time τ corresponding roughly to the

critical time τ̃c, a behavior similarly observed for MI in 1D [ 185 ]. Beyond the critical time, we

confirm that the loss curves can be well-captured by a simple two-body loss model, Ṅ/N =

−Γ2bodyN/A. We attribute this behavior to the dominance of binary collisions between

solitons or density blobs that trigger collapse and atom number loss; without triggered

collapse, the usual three-body recombination loss should be negligible [ 169 ]. In Fig.  4.4 (b),

we find a linear dependence on |gf | in the measured loss coefficients Γ2body. This in fact

suggests a constant binary loss coefficient Γs for colliding wave packets, where Γs = Γ2bodyN̄a

(Appendix  E ) and N̄a|gf | ≈ 6 is the measured universal number for solitary waves formed

by MI.

We suspect this universal loss behavior results from MI scaling and 2D scale invariance,

which suggests a constant binary loss coefficient,

Γs = η
~π

m
, (4.3)

independent of the interaction parameters (ni, gf ). This is because the collision rate Γs ∼ σv̄

and the dependences on length scales in the linear cross-section σ ≈ ξ and relative velocity

v̄ ≈
√

2~π/mξ cancel each other; the constant η ≈
√

2 is estimated for ∼50% probability of

merger per collision or, equivalently, on average one soliton or density-blob loss per collision

event. If Eq. (  4.3 ) holds, we expect a collision lifetime 1/nsΓs ∼ γ−1, where ns = ni/N̄a is

the initial soliton/blob density (Appendix  E ). This suggests that wave collapse and binary

collision likely take place at the same rate during the second phase of the density evolution.
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To unambiguously confirm the universality of collision dynamics, in Fig.  4.4 (c) we deduce

Γs independently using experimentally determined values (Γ2body, N̄a) at each gf . Our results

conform very well with the prediction by Eq. (  4.3 ), giving a mean η ≈ 1.5. We emphasize

here that the loss coefficients universally depend only on the physical constants ~/m is a

remarkable manifestation of MI and scale-invariant symmetry in 2D. The observations in

Figs.  4.3 and  4.4 together confirm that interaction quench dynamics leads to Townes soliton

formation at τ & γ−1, followed by collision (that induces collapse) also at the same time

scale γ−1 universally governed by MI.

4.4 Conclusion

In summary, we study the universal nonequilibrium dynamics in degenerate 2D Bose gases

quenched from repulsive to attractive interactions, and observe the dynamical formation of

Townes solitons from MI. Townes solitons are observed to be collisionally unstable. However,

further stabilization and manipulation may be possible [ 180 ], [  204 ]–[ 206 ]. We note that the

initial shape and finite sample size can be further manipulated to invoke strong boundary

effects in quench-induced MI (Chapter  5 ). Using slow interaction ramps may also induce

MI dynamics deviating from the reported universal behavior. Soliton formation may be

disrupted, leading to, for example, only partial collapse to the Townes profiles [ 173 ]. Lastly,

we comment that controlled formation of 2D solitons via pair-production processes in MI may

find future applications in matter-wave interferometry [  207 ], [ 208 ], or even in the generation

and distribution of many-body entanglement [ 209 ]–[ 212 ].
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Figure 4.1. Universal solitary wave formation in quenched 2D Bose gases.
(a) Interaction quench-induced MI fragments a 2D gas (blue shaded square)
into wave packets of a characteristic size ξ (dashed circles) that contains atom
number ∼ niξ

2 approaching the Townes threshold Nth. The 2D gas is confined
in a single node of a repulsive standing-wave potential (green shaded ovals),
evolves for a hold time τ , and is imaged via a microscope objective (blue
hemisphere) (Chapter  3 ). (b) Single-shot images of samples quenched to the
indicated interaction gf (in each row) and held for the labeled time τ (in each
column). Solitary waves (isolated density blobs) become visible at τ ≥ 30 ms.
(c) Scaled mean atom number in a solitary wave N̄a|gf |. Solid line marks
the universal threshold Nth|gf | = 5.85. (d) Mean size σ versus interaction
frequency γ. Solid line is the interaction length ξ. All data points in (c-d)
are evaluated at τ = 42 ∼ 50 ms except for those of gf = −0.004 which are
evaluated at τ = 150 ∼ 200 ms. Error bars are standard errors. Uncertainties
in gf are smaller than the size of symbols. Reprinted figure with permission
from [ 200 ], Copyright 2021 by APS.
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Figure 4.2. Townes solitons and the Townes profiles. (a) Sample images of
single solitary waves (gf = −0.034) recorded at τ = 100 ms. (b) Density line
cuts (solid circles) through the center of images as numerically labeled in (a).
Each data is offset by 4.5/µm2 for viewing. Solid lines are the Townes profiles of
peak densities n0 = 5.1/µm2 (for #1,#3) and 5.8/µm2 (for #2), respectively.
(c) Azimuthally-averaged radial profile (solid circles) from the mean density
image of (a) (inset: 30 × 30 µm2), in close comparison with theory (solid
curve) calculated using n0 = 5.1/µm2. Nearby dispersed blobs contribute to
a small background at r & 7µm. Reprinted figure with permission from [  200 ],
Copyright 2021 by APS.
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Figure 4.3. Dynamics and universal scaling in the density power spectra.
(a) Sample spectra S(k, τ) at gf = −0.027 and the indicated hold time τ . (b)
Corresponding growth spectra S̃(k, τ) = S(k, τ)/S(k, τ0) with τ0 = 2 ms. (c)
Sample growth spectra S̃ at gf = −0.019 and hold time up to 200 ms. Vertical
dashed lines in (b-c) mark the peak wavenumber kp. (d) kp versus interaction
energy ~γ (filled circles) measured at gf = −0.004 (gray), −0.011 (black),
−0.019 (red), −0.027 (blue), and −0.034 (magenta and olive), respectively.
Corresponding S̃(kp, τ) are shown in the inset of (e). Solid line is the prediction
kMI =

√
2γm/~. Error bars include systematic and statistical errors. (e)

Scaled spectra S plotted using Eq. (  4.1 ), which collapse approximately onto a
single curve except for the one at gf = −0.004. Dashed line (Solid line) is a
hyperbolic (exponential) fit to Phase I, τ̃ < 0.8 (II, τ̃ > 0.8), of the collapsed
spectra; see text. Reprinted figure with permission from [ 200 ], Copyright 2021
by APS.
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Figure 4.4. Universal soliton collision dynamics in 2D. (a) Sample loss curves
in total atom number N measured at the indicated interaction gf . Solid lines
are two-body loss fits after atom loss initiates. (b) Fitted rate coefficients.
Solid line is a linear fit, giving a slope Γ2body/|gf | = 3.8(2) × 10−6cm2/s. (c)
2D soliton binary loss coefficients Γs determined from the rate coefficients
in (b) and N̄a as in Fig.  4.1 (c), and compared with the universal prediction
Eq. ( 4.3 ), giving a mean η = 1.5(1) (dashed line) and agreeing with η = 1.5(3)
alternatively determined from the fitted slope in (b) and mean N̄a|gf | = 6(1).
Error bars are standard errors. Uncertainties in gf are smaller than the size
of symbols. Reprinted figure with permission from [ 200 ], Copyright 2021 by
APS.
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5. SCALE INVARIANT TOWNES SOLITONS

This chapter is adapted from Physical Review Letters Volume 127, Issue 2, Page 023604,

published on 9 July 2021. In this chapter, we report near-deterministic generation of two-

dimensional (2D) matter-wave Townes solitons, and a precision test on scale invariance in

attractive 2D Bose gases. We induce a shape-controlled modulational instability in an elon-

gated 2D matter-wave to create an array of isolated solitary waves of various sizes and peak

densities. We confirm scale invariance by observing the collapse of solitary-wave density

profiles onto a single curve in a dimensionless coordinate rescaled according to their peak

densities, and observe that the scale-invariant profiles measured at different coupling con-

stants g can further collapse onto the universal profile of Townes solitons. The reported

scaling behavior is tested with a nearly 60-fold difference in soliton interaction energies, and

allows us to discuss the impact of a non-negligible magnetic dipole-dipole interaction (MDDI)

on 2D scale invariance. We confirm that the effect of MDDI in our alkali cesium quasi-2D

samples effectively conforms to the same scaling law governed by a contact interaction well

within our experiment uncertainty.

5.1 Introduction

A scale-invariant system possesses self-similar features that can occur at all scales, where

system observables exhibit general scaling behaviors. Weakly interacting two-dimensional

(2D) Bose gases offer unique opportunities to explore scale invariance (SI) in a many-body

system, because the effective contact interaction potential and single-particle dispersion both

have the same scale dependence [ 75 ], [  213 ]. The ability to tune the contact interaction

strength g via a magnetic Feshbach resonance [  59 ] further allows for explorations of SI

over a wide parameter range, both in equilibrium and from out-of-equilibrium dynamics. At

repulsive interactions (g > 0), SI has been observed in density observables associated with the

equations of states, in normal and superfluid phases, and across the Berezinskii-Kosterlitz-

Thouless superfluid phase transition, offering a rich understanding of scale-invariant 2D

many-body phases [  81 ], [  82 ], [  101 ], [  214 ]–[ 216 ]. However, 2D Bose gases with attractive

interactions (g < 0) have rarely been studied primarily due to an instability to collapse
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under typical experiment trap conditions [  172 ], [  217 ]. When and how SI manifests in the

unstable attractive regime has remained relatively unexplored.

One intriguing example occurs deep in quantum degeneracy, when attractive 2D Bose

gases form matter-waves that may sustain a scale-invariant, quasi-stationary state – a pre-

diction originally made for self-focusing optical beams called the Townes soliton [  176 ]. Under

SI, a Townes soliton may form at any length scale λ, but only under an isotropic wave func-

tion ψ(r) = φ(r/λ)/λ, where φ(r̃) is a dimensionless Townes profile (Appendix  F ). The atom

number in a Townes soliton is necessarily fixed at Nts =
∫

|φ(r̃)|2dr̃ ≈ 5.85/|g|. At this atom

number the matter-wave dispersion intricately balances against the mean field attraction.

The main challenge for realizing scale-invariant 2D solitons is that they are unstable [ 178 ],

[ 201 ], and have not been realized in equilibrium. In nonlinear optics, a Townes profile has

been partially observed in a collapsed optical wave [ 173 ].

To date, an experimental demonstration of SI in 2D matter-wave solitons has remained

elusive. Recently in Ref. [  200 ], it is observed that an interaction quench in a homogeneous

2D superfluid to g < 0 can induce a modulational instability (MI) [  185 ], which fragments a

large sample into many density blobs with atom numbers universally around Nts. Townes

solitons of similar peak densities (and sizes) are observed to form randomly from the blobs.

However, dispersion, collisions and collapse of many blobs generate remnants throughout

a large sample, making confirmation of SI in solitons a nontrivial task. Besides soliton

formation in quench dynamics, an optical technique [  219 ] has been developed very recently

to deterministically imprint a Townes soliton in a two-component planar Bose gas [ 220 ].

We report a simple recipe to create isolated 2D solitons with peak densities differing by

20-fold, thus enabling unambiguous experimental tests on SI. Our method induces controlled

MI in an elongated 2D superfluid that fragments into an array of solitary waves nearly free

from background remnants. Using these samples, we confirm SI by observing their density

profiles collapse onto a single curve in a dimensionless coordinate r̃ = √
npr, where np is

the peak density that sets the length scale λ = 1/√np. We further confirm that the scale-

invariant density profiles measured at different coupling constants g can collapse onto a

universal curve, which agrees remarkably well with the Townes profile. Furthermore, we
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Figure 5.1. Formation of 2D matter-wave soliton trains. (a) An elongated 2D
Bose gas of peak density ni ≈ 20/µm2 is held at an initial coupling constant
gi ≈ 0.129 and quenched to a new coupling constant g ≈ −0.0215, with
simultaneous removal of the horizontal confinement in the x-y plane. Arrays
of solitary waves are observed in shot-to-shot images in (b), taken after a
50 ms wait time. A different sample in (c) is prepared at a much lower initial
peak density ni ≈ 6/µm2 and quenched to g ≈ −0.0075, similarly generating
solitary waves as observed in (d). Image size in (a,b): 19×77 µm2. Image size
in (c,d): 40×160 µm2. Reprinted figure with permission from [  218 ], Copyright
2021 by APS.

discuss the effect of a non-local MDDI in our quasi-2D geometry, which conforms to the

same scaling law governed by a contact interaction well within our experiment uncertainty.

5.2 Methods

Our experiment begins with a 2D superfluid formed by a variable number of cesium atoms

(N ≈ 6 × 103 ∼ 1.5 × 104) polarized in the |F = 3,mF = 3〉 hyperfine ground state and

with a low temperature T . 8 nK. The superfluid is trapped inside a quasi-2D box potential

formed by all repulsive optical dipole beams with an adjustable horizontal box confinement.

The tight vertical (z-) confinement freezes all atoms in the harmonic ground state along the

imaging axis, giving a trap vibrational frequency ωz = 2π × 2.25(1) kHz and a harmonic
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oscillator length lz ≈ 184 nm. The 2D coupling constant g =
√

8πa/lz is controlled by a

tunable s-wave scattering length a, initially prepared at g = gi ≈ 0.129 and later quenched

to a negative value g < 0 via a magnetic Feshbach resonance [  59 ]. The coupling constant

is calibrated with an uncertainty δg ≈ ±0.0005 (Appendix  F ). Following the interaction

quench and simultaneous removal of the horizontal box confinement, the 2D gas is allowed

to evolve freely in the horizontal plane for a hold time of ∼ 50 ms, which is sufficiently long

to allow samples to fully fragment but short enough so that there is not a significant atom

loss that could make a soliton unstable. Absorption imaging is then performed to record the

density distribution; see Fig.  5.1 for sample images. The image resolution is experimentally

determined to be ∼ 1.5 µm (1/e2 Gaussian width) [ 200 ], [ 221 ].

0 1 2 3 4 5 6
Soliton number Ns

0

0.2

0.4

P
to

t

(a)

0 10 20 30 40
Peak density np(µm−2)

0

20

40

O
cc

ur
re

nc
e (b)

0

10

20

30

D
en

si
ty

 (µ
m
−

2
) (c)

0 20 40 60 80
Position y (µm)

0

0.2

0.4

Pr
ob

ab
ili

ty
 p (d)

Figure 5.2. Soliton formation statistics. (a) Probability Ptot of finding Ns
solitons after the quench, evaluated using 68 samples as shown in Fig.  5.1 (b).
(b) Occurrence of solitons with peak density np (Bin size: 2/µm2). (c) Average
peak density n̄p versus position along the long (y-)axis (filled circles). Error
bars represent standard deviation. Solid curve shows the density ni of the
initial sample through the long axis. (d) Probability for observing a soliton
at position y in a quenched sample (Bin size: 4 µm). Reprinted figure with
permission from [ 218 ], Copyright 2021 by APS.

To form a single array of isolated 2D solitons, we reduce the initial width of a superfluid

so that MI can only manifest along its long axis (y-axis). As shown in Fig.  5.1 (a), the sample

has an initial peak density ni ≈ 18/µm2, with a length L ≈ 65 µm and a root-mean-square

width w ≈ 3 µm . ξ, where ξ = π/
√

2ni|g| ≈ 3.6 µm is the half-wavelength of the most
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unstable mode in MI [  200 ] when we quench to g ≈ −0.0215. Following the interaction

quench, arrays of isotropic solitary waves are observed to form near-deterministically in

every sample [Fig.  5.1 (b)]. These well-separated solitary waves allow us to perform counting

statistics (Fig.  5.2 ) and measure their density profiles. We confirm these solitary waves

are Townes solitons by performing associated scaling tests (Figs.  5.3 and  5.4 ). In another

set of examples as shown in Fig.  5.1 (c-d), we prepare superfluids with much lower initial

peak densities ni ≈ 5/µm2, and quench the coupling constant to a less attractive value

g ≈ −0.0075. Arrays of solitons more than twice the size of those found in Fig.  5.1 (b) can

be identified in (d).

In all examples shown in Fig.  5.1 , many solitons appear to be missing randomly from

the observed arrays. This may be caused by imperfect soliton formation from MI, and

the missing ones may have either dispersed or collapsed. In addition, collisions between

neighboring solitons can trigger collapse and induce rapid loss [  200 ], [  203 ]. In Fig.  5.2 ,

we analyze soliton formation statistics from our quench recipe, using images as shown in

Fig.  5.1 (b). In more than 98 % of the samples analyzed, we find Ns ≥ 1 total number

of solitons [Fig.  5.2 (a)]. Thanks to a nearly remnant-free background, we collect solitons

of peak densities over a finite range from np ∼ 8/µm2 to ∼ 30/µm2 [Fig.  5.2 (b)]. This

allows us to study their density scaling behavior. On the other hand, the average peak

density n̄p ≈ 20/µm2 [Fig.  5.2 (c)] is comparable to the initial density ni ≈ 18/µm2, and is

approximately uniform along the sample. It is more likely to find solitons near the edge,

as shown in the probability distribution p(y) in Fig.  5.2 (d), potentially due to a boundary

effect that reduces soliton collision loss. We observe that low density samples as shown in

Fig.  5.1 (d) generate solitons with peak density 2/µm2 . np . 13/µm2.

We collect solitons of different sizes from our quenched samples to perform the scaling

tests. In Fig.  5.3 , we show sample soliton images, sorted with np monotonically increasing

from 7/µm2 to 30/µm2 for g ≈ −0.0215 [in (a)] and from 1.5/µm2 to 9/µm2 for g ≈ −0.0075

[in (b)]. The soliton size appears to monotonically decrease with respect to the increasing

peak density, as shown in the radial density profiles n(r) in Fig.  5.3 insets.
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5.3 Results

We test the SI hypothesis by rescaling the density profiles n(r) in a dimensionless form

and search for a universal behavior. In Fig.  5.3 , we plot the rescaled density ñ = n/np as a

function of the dimensionless radial position r̃ = √
npr. Indeed, despite a large variation in

soliton size, we observe that all profiles measured at a fixed g collapse onto a single curve.

No significant deviation from the collapse behavior is observed at any r̃.

To quantify the goodness of the profile collapse and confirm SI, we evaluate the reduced

chi-square χ2
ν = ∑

i [ñi − 〈ñ〉i]2 /νσ2
i from ∼ 20 rescaled profiles, where 〈ñ〉 is the mean profile,

σi is data uncertainty, and the index i labels data points collected within a test radius, giving

in total ν ≈ 190 degrees of freedom. At g ≈ −0.0215 as in Fig.  5.3 (a), we find χ2
ν ≈ 1.5 for

r̃ . 25; for the profiles at g ≈ −0.0075 as in Fig.  5.3 (b), we obtain χ2
ν ≈ 1.4 for r̃ . 35.

The chi-square test χ2
ν ∼ O(1) suggests a universal collapse and supports the SI hypothesis

from these randomly collected solitons. Nevertheless, χ2
ν & 1 indicates that the standard

deviation of collapsed profiles slightly exceeds the estimated measurement uncertainty. Since

the statistical deviations from the mean profile show no clear dependence on soliton size or

peak density [see also Fig.  5.4 (b)], the chi-square test suggests not all quench-induced solitary

waves possess perfect scale-invariant profiles.

We now show that the scale-invariant density distributions measured at different at-

tractive interactions can be further rescaled to display a universal waveform – the Townes

profile. Here, the coupling constant can be absorbed into the length scale factor λ such that,

when plotted in the rescaled coordinate R =
√

|g|r̃, the density displays a universal profile

ñ = |φ(R)|2. The radial wave function φ(R) is the stationary solution of a dimensionless 2D

Gross-Pitaevskii equation (GPE),

H̃φ = −1
2

(
d2φ

dR2 + 1
R

dφ

dR

)
− |φ|2φ = µ̃φ , (5.1)

where the scaled chemical potential µ̃ = −0.205 is obtained while solving φ(R) (Appendix  F ).

In Fig.  5.4 , we plot the measured scale-invariant mean density profiles 〈ñ〉 as a function of

the rescaled radial position R =
√

|g|r̃. We find that four initially very different mean profiles
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(inset) measured at |g| ≈ (0.0075, 0.0170, 0.0215, 0.034), respectively, can collapse onto a

universal curve in the rescaled coordinate, which agrees very well with the GPE solution

|φ(R)|2; only a small deviation ∆ñ . 0.015 becomes visible at R & 3, where |φ(R)|2 . 0.02.

This could result from a very low fraction of collision remnants in the horizontal plane or

from barely overlapping tails of adjacent solitons, which has little influence on the universal

scaling tests near the core region R . 3. Integrating the scaled density to R = 4, we have

estimated
∫
〈ñ〉dR ≈ 6.0 ± 0.8 ∼ Nts|g|, agreeing reasonably with theory [Fig.  5.4 (b)].

The observed universal scaling behavior is a remarkable manifestation of SI in 2D Bose

gases effectively described by a mean field interaction Eq. (  5.1 ). This universal behavior is

also evidenced in Fig.  5.4 (b), where we plot the scaled atom number N |g| of individual

solitons as shown in Fig.  5.3 . Almost all of them collapse to the universal number Nts|g| to

within the experiment uncertainty. The scaling behavior is tested with solitons of a nearly

60-fold difference in their peak interaction energies ~γ = ~2np|g|/m, where ~ is the reduced

Planck constant, m is the atomic mass, and γ ≈ 2π × (0.85 − 49) Hz.

It is however worth noting that a non-negligible MDDI potential is present in our alkali

cesium samples [  222 ]–[ 224 ]. Since a MDDI potential scales with the inter-atomic spacing as

1/r3, it could impact SI in a 2D Bose gas. For the effective 2D MDDI strength [  201 ],

gdd = m

~2
µ0µ

2

3
√

2πlz
, (5.2)

we find that gdd ≈ 0.00087 is stronger than −10% of the smallest coupling constant g ≈

−0.0075 explored, where µ0 is the vacuum permeability, µ ≈ 0.75µB cesium magnetic dipole

moment, and µB the Bohr magneton. It is thus necessary to examine the effect of MDDI

in a GPE. The MDDI in our matter-wave solitons is in a highly oblate configuration, with

spin polarized along the tightly confined z-axis. Integrating out wave function along this

axis (assumed Gaussian), the rescaled MDDI Hamiltonian can be conveniently expressed as

the following inverse Fourier transform [ 201 ], [ 225 ], [ 226 ]:

H̃dd = gdd

|gc|

∫ dk
(2π)2 eikR cos θkhdd

√np|gc|
2 klz

 ñ(k) , (5.3)
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where we define gc as the bare contact coupling constant, ñ(k) is the Fourier transform of the

rescaled density profile ñ(R) = |φ(R)|2, and hdd is the MDDI function that can potentially

break SI (Appendix  F ). However, in the limit
√
np|g|lz � 1, hdd ≈ 2 is approximately

constant within a finite k-range until ñ(k) vanishes. Equation (  5.3 ) thus transforms back to

an effective contact interaction Hamiltonian:

H̃dd ≈ 2gdd

|gc|
|φ(R)|2 . (5.4)

This argument generally applies to weakly interacting 2D gases whose lateral size w � lz

[ 200 ], [  226 ]. As such, the full Hamiltonian in a modified GPE, H̃ + H̃dd, can be effectively

recast into H̃ in Eq. ( 5.1 ) by rescaling the coordinate R using g = gc + 2gdd.

We numerically confirm SI with the MDDI in our quasi-2D samples that have a small but

finite lz ≈ 184 nm, giving 0.02 .
√
ng|g|lz . 0.15  

1
 . As shown in Fig.  5.4 , sample numerical

solutions at gc = −0.009 collapse well to the universal Townes profile if we rescale the radial

coordinate R using g = gc + 2gdd ≈ −0.0073, which includes the MDDI shift.

The good agreement between our measurement results and the properly rescaled nu-

merical solutions suggests our coupling constant g, which is evaluated using a calibrated

scattering length, is already shifted by the MDDI [ 200 ], [  224 ], [  227 ]. This is likely the case,

as our calibration procedure performed in a quasi-2D trap cannot discern the effect of MDDI

from that of a two-body contact interaction (Appendix  F ). We conclude that the scaling tests

performed in Figs.  5.3 and  5.4 confirm SI with the inclusion of a weak MDDI contribution

in our quasi-2D geometry.

5.4 Conclusion

In summary, we demonstrate a near-deterministic method to form 2D matter-wave soli-

tons and test the scaling symmetry in attractive 2D Bose gases previously inaccessible to

other experiments. We show that SI manifests robustly through an unstable many-body

state, formed remarkably from out-of-equilibrium quench dynamics [  200 ]. In particular, our
1

 ↑ More precisely, one should call this quasi-SI in quasi-2D samples with finite lz, as there exists small
differences in the rescaled profiles well below typical experiment uncertainty.
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observation confirms that the Townes profile not only manifests in a self-similar nonlinear

wave collapse, as partially observed in Ref. [ 173 ], it is also a prevalent SI profile in solitary

waves formed from a modulational instability. The observed universal scaling behavior is

under the influence of a non-negligible MDDI potential, which nevertheless imposes no in-

fluence on SI in a quasi-2D geometry. A recent study also reveals the insensitivity in the

size and shape of a 2D superfluid to the MDDI [ 228 ]. Our recipe for instability-induced

soliton formation may be further explored in a SI-breaking scenario, for example, through

crossover to an MDDI-dominating regime [  201 ], [ 223 ], either by tuning to a much smaller

contact coupling gc [ 227 ] or with a dipolar quantum gas [ 229 ]–[ 232 ]. Furthermore, our scal-

ing analysis may be extended to test the dynamics of stronger attractive 2D Bose gases,

where quantum correlations may begin to play an important role, such as those discussed in

quantum droplets [ 233 ]–[ 238 ].
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Figure 5.3. Testing scale invariance. (a) Images in the top panel, from left
to right, show solitons of low to high peak densities, selected from samples as
shown in Fig.  5.1 (b). Image size: 19 × 19µm2. Their radial density profiles
n(r) (filled circles, inset) approximately collapse onto a single curve in the
rescaled coordinate r̃ = √

npr and ñ = n/np. Error bars include statistical and
systematic errors. Shaded band shows the standard deviation of 20 rescaled
radial profiles around their mean 〈ñ〉 (solid curve). (b) similarly shows soliton
images and profiles observed in Fig.  5.1 (d). Image size: 60×60µm2. Reprinted
figure with permission from [ 218 ], Copyright 2021 by APS.
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Figure 5.4. Universal soliton density profile. (a) Filled symbols show different
scale-invariant mean profiles 〈ñ〉 (inset), measured at interaction strengths g ≈
−0.0075 (triangle), −0.0170 (circle), and −0.0215 (square), respectively. Open
circles display a scaled density profile reported in Ref. [  200 ], for g ≈ −0.034
and with a fixed np ≈ 5/µm2. These profiles collapse onto a single curve in the
rescaled radial coordinate R =

√
|g|r̃, and the magenta band marks their mean

with standard error. Collapsed solid curves are the universal Townes profile
(black) and the solutions of full GPE with the MDDI term Eq. (  5.3 ), calculated
using gc = −0.009, np = 1/µm2 (red) and 10/µm2 (blue), respectively, and
rescaled using g = gc + 2gdd. For comparison, dashed curves show the same
solutions rescaled using g = gc. (b) Universal atom number N |g| =

∫
ñdR

using soliton profiles as in Fig.  5.3 and integrated up to R = 4. Solid line and
gray band indicate the mean and standard deviation. Reprinted figure with
permission from [ 218 ], Copyright 2021 by APS.
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6. QUASIPARTICLE PAIR-PRODUCTION AND QUANTUM

ENTANGLEMENT

This chapter is adapted from Physical Review Letter Volume 127, Issue 6, Page 060404,

by Cheng-An Chen, Sergei Khlebnikov, and Chen-Lung Hung, published on 6 August 2021.

In this chapter, we report observation of quasiparticle pair-production by a modulational

instability in an atomic superfluid and present a measurement technique that enables direct

characterization of quasiparticle quantum entanglement. By quenching the atomic interac-

tion to attractive and then back to weakly repulsive, we produce correlated quasiparticles

and monitor their evolution in a superfluid through evaluating the in situ density noise power

spectrum, which essentially measures a ‘homodyne’ interference between ground state atoms

and quasiparticles of opposite momenta. We observe large amplitude growth in the power

spectrum and subsequent coherent oscillations in a wide spatial frequency band within our

resolution limit, demonstrating coherent quasiparticle generation and evolution. The spec-

trum is observed to oscillate below a quantum limit set by the Peres-Horodecki separability

criterion of continuous-variable states, thereby confirming quantum entanglement between

interaction quench-induced quasiparticles.

6.1 Introduction

Coherent pair-production processes are enabling mechanisms for entanglement genera-

tion in continuous variable states [ 239 ], [  240 ]. In many-body systems, quasiparticle pair-

production presents an interesting case, as interaction creates entanglement shared among

collectively excited interacting particles. Entanglement distribution through quasiparticle

propagation is a direct manifestation of transport property in a quantum many-body system

[ 241 ], [  242 ]. Controlling quasiparticle pair-production and detecting entanglement evolu-

tion thus opens a door to probing quantum many-body dynamics, enabling fundamental

studies such as information propagation [  243 ], [  244 ], entanglement entropy evolution [ 245 ],

many-body thermalization [ 246 ], as well as Hawking radiation of quasiparticles and thermo-

dynamics of an analogue black hole [ 247 ]–[ 249 ].

104



In atomic quantum gases, coherent quasiparticle pair-production can be stimulated through

an interaction quench, which results in a rapid change of quasiparticle dispersion relation

that can project collective excitations, from either existing thermal or quantum populations,

into a superposition of correlated quasiparticle pairs [  250 ]–[ 252 ]. This has led to a prior

observation of Sakharov oscillations in a quenched atomic superfluid [ 251 ], [  253 ]. However,

direct verification of quasiparticle entanglement has remained an open question.

An intriguing case occurs when the atomic interaction is quenched to an attractive value.

In that case, not only a larger change of quasiparticle dispersion is involved, there is also an

unstable band, in which quasiparticle dispersion ε(k) is purely imaginary, ε2(k) < 0, where

k is the momentum wavenumber. As a consequence, the early time dynamics is governed by

a modulational instability (MI), which continuously stimulates production of quasiparticle

pairs and the ground state becomes unstable with respect to an exponential growth of den-

sity waves. This growth leads eventually to wave fragmentation and soliton formation [ 190 ].

Although these consequences of MI have been observed [ 185 ], [  186 ], [  200 ], [  254 ], [  255 ], the

early-time evolution itself has only been recently studied [  200 ]. Nevertheless, it is precisely

the early-time dynamics that promises MI-enhanced pair-production and quantum entangle-

ment. We note there is a parallel scheme using a roton instability for enhanced quasiparticle

entanglement generation in dipolar quantum gases [ 256 ].

We demonstrate MI-enhanced coherent quasiparticle pair-production in a homogeneous

2D quantum gas quenched to an attractive interaction, and report an in situ detection

method that enables direct characterization of quasiparticle entanglement beyond an ex-

isting method [  247 ], [  257 ]. Specifically, we monitor coherent quasiparticle evolution after

quenching the interaction back to a positive value (see Fig.  6.1 for protocol). Through in

situ imaging, we analyze the dynamics of density observables by a method analogous to the

well-established homodyne detection technique in quantum optics [  258 ]–[ 260 ] and confirm

non-classical correlations, that is, quantum entanglement in quasiparticle pairs.
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Figure 6.1. Experiment scheme for quasiparticle pair-production and detec-
tion. (a) A homogeneous 2D superfluid (red square) undergoes an interaction
quench protocol from (i) g = gi > 0 to gMI < 0 for broadband generation of
quasiparticle pairs of opposite momenta (illustrated by black curvy arrows)
for a time duration ∆τ ; (ii) A second interaction quench to g = gf > 0 al-
lows quasiparticles to evolve as phonons for a variable hold time τ ; (iii) In
situ density noise in spatial frequency domain, δnk, is essentially a ‘homo-
dyne’ measurement of excitations in opposite momentum states interfering
with ground state atoms. (b-e) Single-shot density images taken prior to (b)
or after the interaction quench (c-e) and held for the indicated time τ . Image
size: 77×77 µm2. Reprinted figure with permission from [ 261 ], Copyright 2021
by APS.

6.2 Methods

Our analyses are based on the time evolution of in situ density noise, which is a manifesta-

tion of interference between quasiparticle excitations and the ground state atoms that serve as

a coherent local oscillator [  262 ]. In Fourier space, the density noise operator can be written as

δn̂k ≈
√
N(â†

k + â−k), where N � 1 is the total atom number nearly all accounted for by the

ground state atoms, and â(†)
±k are the annihilation (creation) operators for ±k single-particle

momentum eigenstates. They are related to quasiparticle operators α̂†
±k by the Bogoliubov

transformation. We study the density noise power spectrum S(k) = 〈|δnk|2〉/N , where 〈· · · 〉

denotes ensemble averaging. Within our resolution limit (|k| . 2.6/µm), the power spec-
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trum conveniently measures the combined variance of two-mode (±k) quasiparticle quadra-

ture operators x̂k + x̂−k and p̂k − p̂−k, where x̂k = (α̂†
k + α̂k)/

√
2 and p̂k = i(α̂†

k − α̂k)/
√

2

(Appendix  G ). Since pair-production should be isotropic in our quantum gas samples, in

the following we discuss azimuthally averaged spectrum S(k), and use ±k to denote oppo-

site momenta. In the superfluid ground state absent quasiparticle (phonon) excitations, the

Bogoliubov theory predicts S(k) = Ck, where Ck = εk/ε(k, g) is the ground-state squeezing

parameter, εk the single-particle energy, ε(k, g) =
√
ε2

k + 2~2

m
n̄gεk the phonon dispersion re-

lation, n̄ the mean density, g the interaction at the time of the measurement, m the atomic

mass, and ~ the reduced Planck constant.

In the presence of quasiparticles with non-classical correlation, the power spectrum would

squeeze below the ground-state level, i.e., to S(k) < Ck. This intuitive bound can be

formally derived following Refs. [  263 ], [  264 ], which considers a continuous-variable version of

the Peres-Horodecki separability criterion for bipartite entanglement. Adapted to our case

(Appendix  G ), the criterion states that the variance of two-mode quadratures must satisfy

S(k) = Ck

2
[
〈(x̂k + x̂−k)2〉 + 〈(p̂k − p̂−k)2〉

]
≥ Ck , (6.1)

in the absence of quasiparticle entanglement. For non-interacting atoms (g = 0), Ck = 1, and

the above inequality represents the limit of atomic shot-noise. For phonons in a superfluid

(g > 0), the separability criterion requires a lower limit (Ck < 1).

In the final state of our quench protocol (g > 0), coherent quasiparticle pairs interfere

and S(k) should be time-dependent. In the special case of noninteracting phonons, that

dependence has the form

S(k, τ) = Ck

[
1 + N̄k + ∆Nk cosφk(τ)

]
, (6.2)

where N̄k = 〈α̂†
kα̂k〉 + 〈α̂†

−kα̂−k〉 is the mean total phonon number in ±k modes, ∆Nk =

2|〈α̂kα̂−k〉| is the pair correlation amplitude, and φk(τ) = 2ε(k, g)τ/~+φk(0) is the argument

of 〈α̂kα̂−k〉 that evolves at twice the phonon frequency. In this case, violation of the inequality

Eq. (  6.1 ) is equivalent to having ∆Nk > N̄k [ 265 ], [  266 ]. The presence of maximal two-mode
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squeezing S(k)/Ck < 1 occurs at φk ≈ (2l + 1)π, alternating with maximal anti-squeezing

S(k)/Ck > 1 at φk ≈ 2lπ (l is an integer). In practice, oscillations of S(k) are inevitably

damped. Nevertheless, ±k modes are entangled as long as ∆Nk remains larger than N̄k, or

more generally S(k) shows squeezing (< Ck) – a key signature that we demonstrate.

To carry out the experiment, we prepare uniform superfluid samples formed by N ≈

4.9 × 104 nearly pure Bose-condensed cesium atoms loaded inside a quasi-2D box potential,

which compresses all atoms in the harmonic ground state along the imaging (z-) direction

[ 200 ] with lz = 184 nm being the harmonic oscillator length. A time-of-flight measurement

estimates the sample temperature T . 8 nK. Mean atomic surface density n̄ ≈ 21/µm2

is approximately uniform within a horizontal box size of ≈ 48 × 48 µm2. The interaction

strength of the quasi-2D gas g =
√

8πa/lz is controlled by the s-wave scattering length a via

a magnetic Feshbach resonance [ 59 ], giving an initial interaction strength g = gi ≈ 0.127. An

uncertainty in g (δg ≈ ±0.0006) is primarily contributed by the uncertainty in the magnetic

field at the scattering length zero-crossing [ 200 ].

6.3 Results

As illustrated in Fig.  6.1 (a), an MI period is initiated by quenching the atomic interaction

(within 0.8 ms) to a negative value gMI ≈ −0.026. The quench time scale is short compared

to the initial phonon cycle 2π~/ε(k, gi) & 2.5 ms for k . 2.6/µm, and the interaction quench

is considered quasi-instantaneous. To terminate the MI after additional short hold time

∆τ ≈ 1–2 ms, we quench the atomic interaction back to a small positive value gf ≈ 0.007,

allowing quasiparticles to evolve as phonons in a stable superfluid for another variable time

τ before we perform in situ absorption imaging. We have also analyzed quenches without

an MI period (∆τ = 0). Figures  6.1 (b-e) show sample images measured before and after we

initiate the quench protocol. We evaluate δnk for each sample through Fourier analysis [  221 ]

and obtain their density noise power spectra. Typically around 50 experiment repetitions

are analyzed for each hold time τ . Each power spectrum has been carefully calibrated with

respect to the atomic shot-noise measured from high temperature normal gases (Appendix  G )

[ 221 ].
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Figure 6.2. Growth of density noise during the MI period. Density noise
power spectra measured before, S0(k) (open circles), and right after the MI
period, S(k, 0), with ∆τ ≈ 1 ms (gray circles) and 2 ms (black squares),
respectively. Horizontal dashed line marks the atomic shot-noise level. Gray
band represents calculated initial phonon spectrum assuming equilibrium tem-
perature T = 8 ± 2 nK. Dashed curve shows the squeezing parameter Ck at
g = gi ≈ 0.127. Solid curves are theory fits to data; (Appendix  G ). Vertical
dotted line marks the wavenumber kc, below (above) which quasiparticles are
expected to be unstable (stable) at g = gMI ≈ −0.026. Reprinted figure with
permission from [ 261 ], Copyright 2021 by APS.

We expect amplified density fluctuations following the MI period due to sudden change

of quasiparticle energy dispersion and pair-production [  200 ], [ 250 ], [ 251 ]. To quantify the

growth of density fluctuations, in Fig.  6.2 we compare the density noise power spectra mea-

sured before and immediately after the MI period, that is, for hold time τ = 0. Before MI,

the initial spectrum S0(k) is mostly below the atomic shot-noise due to low temperature

T . 8 nK and small initial squeezing parameter Ck < 1. Excessive noise in k . 0.75/µm

may be due to technical heating in the box potential. After the MI time period ∆τ , we

indeed find a significant increase in the density noise, S(k, 0) > 1. The growth occurs both
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in the instability band k . kc = 2
√
n̄|gMI| ≈ 1.5/µm, where the dispersion ε(k, gMI) is purely

imaginary, and in the stable regime k & kc as well. Within these short MI periods, we

observe the largest growth near k ≈ kc, where ε(k, gMI) ≈ 0. We comment that for a much

longer MI period, density waves in the instability band eventually dominate the noise power

spectrum due to continuously stimulated quasiparticle pairs, as observed in [ 200 ].
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Figure 6.3. Coherent oscillations in the density noise power spectrum.
(a) Full evolution of the power spectrum S(k, τ) with ∆τ ≈ 1 ms, show-
ing coherent oscillations in time and k-space. (b-d) Synchronized oscilla-
tions of S(k, τ̃) plotted in the rescaled time unit τ̃ = γk,fτ for various
k ≈ (1, 1.3, 1.6, 1.8, 2.1, 2.2)/µm (Gray circles from bright to dark). Horizontal
dashed lines mark the atomic shot-noise limit. Solid lines are sinusoidal fits.
Fitted amplitude Ak, phase offset φ0, and decay rate Γ̃k from samples with
∆τ ≈ 0 ms (filled circles), 1 ms (filled squares), and 2 ms (filled triangles)
are plotted in (e-g), respectively. Reprinted figure with permission from [ 261 ],
Copyright 2021 by APS.
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Our measured spectra can be well-captured by a model that considers coherent evolution

from quasiparticle pair-production within the Bogoliubov theory and their damping as well as

decoherence due to coupling to single-particle Markovian quantum noise. We refer to the co-

herent signal in the absence of damping as: Scoh(k) = S0(k)[1+ ε(k,gi)2−ε(k,gMI)2

ε(k,gMI)2 sin2 ε(k,gMI)∆τ
~ ],

which describes the hyperbolic growth of density fluctuations in the instability band (k . kc)

[ 200 ] and sinusoidal Sakharov oscillations for stable modes (k & kc) [  251 ]. On the other

hand, quantum noise causes damping (reduction) of the coherent signal and the appear-

ance of an additive incoherent background Sinc(k). The total power spectrum at the end of

the MI period is S(k, 0) = e−Γk∆τScoh(k) + Sinc(k), where Sinc(k) = 1
2{η−

Γ2
k

Γ2
k

+4ε(k,gMI)2/~2 [1 −

e−Γk∆τ (cos 2ε(k,gMI)∆τ
~ − 2ε(k,gMI)

~Γk
sin 2ε(k,gMI)∆τ

~ )]+η+(1−e−Γk∆τ )}, with η± = 1± ε2
k/ε(k, gMI)2.

The coherent and incoherent contributions are coupled by a k-dependent damping rate Γk.

Our theory fits (solid curves in Fig.  6.2 ) suggest Γk ∼ 0.5εk/~ (Appendix  G ), which is of

the same order of magnitude as the decay rate extracted from the subsequent time-evolution

measurements at g = gf (Fig.  6.3 ).

To demonstrate phase coherence and pair-correlation in quasiparticles, we plot the com-

plete time and momentum dependence of the density noise power spectrum S(k, τ), as shown

in Fig.  6.3 (a). Here, oscillatory behavior is clearly visible over the entire spectrum. The os-

cillations are a manifestation of the interference between coherent quasiparticles of opposite

momenta ±k, as suggested by Eq. (  6.2 ), with the relative phase winding up in time as

φk(τ) = 2γk,fτ + φ0, where γk,f = ε(k, gf )/~ is the expected Bogoliubov phonon frequency

and φ0 is an initial phase difference. In Fig.  6.3 (b-d), we plot S(k, τ̃) in the rescaled time

τ̃ = γk,fτ and confirm that all spectra oscillate synchronously with a time period ≈ π, thus

validating the phonon interference picture. For comparison, we also plot the evolution of

samples with a direct interaction quench from gi to gf without an MI period (∆τ = 0).

Oscillations in S(k, τ̃) can also be observed, albeit with smaller amplitudes and phase off-

sets φ0 ≈ 0, as these oscillations result solely from the interference of in-phase quasiparticle

projections from suddenly decreasing the Bogoliubov energy [ 251 ]. In either case, with or

without MI, we observe that phase coherence is lost in a few cycles and the density noise

spectra reach new steady-state values.
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To quantify phase coherence and dissipation at final g = gf , we perform simple sinusoidal

fits S(k, τ̃) = Sf − Soe−Γ̃k τ̃ − Ake−Γ̃k τ̃ cos(2τ̃ + φ0) to the data to extract (Ak, φ0, Γ̃k),

as shown in Fig.  6.3 (e-g) (the steady-state values Sf and So are not shown). The larger

oscillation amplitudes Ak found in samples with ∆τ ≈ 1 ms and 2 ms show that MI-induced

quasiparticles are highly phase coherent. This can also be seen in the non-zero phase offset

φ0 & π/2 at k & 0.5/µm in Fig.  6.3 (f), which is coherently accumulated during the MI

period. Furthermore, in Fig.  6.3 (g), we observe a nearly constant decay rate Γ̃k ≈ 0.31(8) at

k & 0.8 /µm for these MI-induced oscillations. This is close to the decay rate Γ̃k ≈ 0.22(4)

in samples without an MI period (∆τ = 0), suggesting that the short MI dynamics does not

heat up the sample significantly to increase the phonon dissipation rate.

We now focus on identifying a key signature of non-classical correlations. To search for

entanglement in the final phonon basis, we evaluate the squeezing parameter Ck = εk/ε(k, gf )

at g = gf and plot the rescaled phonon spectra S̃(k, τ̃) = S(k, τ̃)/Ck, as shown in Figs.  6.4 (a-

c)  

1
 . In this basis, the phonon spectra at momenta k & 1.5/µm can be observed to oscillate

above and below the rescaled quantum limit S̃ = 1, showing signatures of two-mode squeezing

and anti-squeezing as time evolves. The first minimum S̃min identified at various momenta

k is plotted in Fig.  6.4 (d), in which we find that S̃min violates the inequality Eq. (  6.1 ) in a

wider range for the MI sample with ∆τ ≈ 1 ms than it does for the samples without MI or

with longer ∆τ . The strongest violation is in the range of 2.1/µm. k . 2.2/µm and has

average S̃min ≈ 0.77(7) < 1, compared to S̃min ≈ 0.84(8) without MI and S̃min ≈ 0.91(5) for

∆τ ≈ 2 ms. Lastly, we comment that the initial violation of inequality for samples without

MI at τ̃ ≈ 0 is also clear. However, fewer modes show squeezing when the phonon spectra

return back to the first minima S̃min.
1

 ↑ We note a ±20 % variation of mean density across the analysis region (38 × 38 µm2). As a result,
the squeezing parameter Ck has at most a small ±4% variation relative to the mean within the reported
momentum range as shown in Fig.  6.4 .
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Figure 6.4. Testing two-mode squeezing and quantum entanglement
in the phonon basis. (a-c) Rescaled phonon spectrum S̃(k, τ̃) for k ≈
(1.3, 1.6, 1.8, 2.1, 2.2, 2.4)/µm (filled circles from bright to dark), evaluated us-
ing data as shown in Figs.  6.3 (b-d). Solid curves are guides to the eye. (d) First
minima S̃min in the phonon spectra of various wavenumber k, at ∆τ ≈ 0 ms
(filled circles), 1 ms (squares), and 2 ms (triangles), respectively. In (a-d),
horizontal dashed lines mark the quantum limit, below which Eq. (  6.1 ) is vi-
olated. Error bars include systematic and statistical errors. (e) Mean phonon
population N̄k (filled symbols) and pair-correlation amplitude ∆Nk (open sym-
bols) extracted using the first minima and maxima identified in (a, circles),
(b, squares), and (c, triangles), respectively. Blue (red) shaded areas mark the
region where ∆Nk > N̄k (∆Nk < N̄k). Error bars represent statistical errors.
Reprinted figure with permission from [ 261 ], Copyright 2021 by APS.

To further interpret our result, we extract the mean phonon number N̄k and the pair-

correlation amplitude ∆Nk by using the first maximum S̃max and minimum S̃min identified

in S̃(k, τ̃) at each k in Figs.  6.4 (a-c),

N̄k ≈ S̃max + S̃min

2 − 1

∆Nk ≈ S̃max − S̃min

2 . (6.3)
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As shown in Fig.  6.4 (e), both N̄k and ∆Nk have comparably increased due to pair-production

in MI samples of ∆τ 6= 0. Quantum entanglement appears to better prevail for ∆τ ≈ 1 ms

and at k & 1.5/µm, where ∆Nk & N̄k. This may be understood as any excessive incoherent

population N̄k − ∆Nk > 0 in our samples can be due partially to quasiparticle dissipation

during the quench and partially to incoherent (thermal) phonons present in the initial state.

The latter are better suppressed at k > 1.5/µm as ε(k, gi) > kBT ≈ ~ × 1 kHz.

6.4 Conclusion

In summary, we observe pair-correlation signal and non-classical correlation in atomic

quantum gases quenched to an attractive interaction, with two-mode squeezing S̃min ≈

0.8 < 1 below the quantum limit. Further reduction of initial incoherent phonon popu-

lations or of decoherence during pair-production processes may increase the non-classical

signal in future experiments. Reaching S̃ < 0.5 could open up applications requiring Ein-

stein–Podolsky–Rosen entangled quasiparticle pairs [  209 ]–[ 211 ], [  267 ], [  268 ]. Our method

may be extended to analyze entanglement distribution between non-causal regions before

the interaction quench. Furthermore, in analogy to the discussion in Ref. [  269 ], extend-

ing our analyses of two-mode quadrature variance to skewness [  270 ] and other higher-order

correlation terms may provide necessary observables for probing entanglement entropy and

transport in a quantum gas.
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7. A COMPACT AND VERSATILE QUANTUM GAS

MACHINE

In this chapter we report an important system upgrade made in 2021. We replace our first

generation N.A. 

1
 = 0.37 microscope objective with the new N.A. = 0.6 microscope objective.

Meanwhile we upgrade the main coils to a more compact design which can be placed closer

to the atoms and attached to cooling plates. In addition, we implement the horizontal (x-

and y-axis) optical lattices with two different wavelengths: 767 nm for repulsive potentials

and 1064 nm for attractive potentials. We have also re-optimized a few parameters such as

beam alignment of dipole traps and optical aberrations of imaging.

7.1 Introduction

Quantum gas experiments such as Bose-Einstein condensate and degenerate Fermi gas

have been among the most important platforms in modern physics. In recent years, differ-

ent species have been laser-cooled to their ground states or nearly ground states, in which

quantum effects surpass classical ones and open up all kinds of possibilities to explore few-

body and many-body quantum physics. The advance of quantum gas experiments [  91 ] from

high-resolution quantum gas microscope [  56 ] to ultracold atoms in the International Space

Station (ISS) [ 271 ], enabling us to engineer a wide range of Hamiltonian as well as showing

the great potential in the field of quantum computing and quantum information.

Since the first experimental demonstration of Bose-Einstein condensate in dilute gases

[ 272 ], [ 273 ], Bose gases have been of great interest due to their peculiar properties. An

ultracold Bose gas can be microscopically occupied by atoms or molecules all in the same

ground state, making it an ideal platform for studying many-body Hamiltonian. In ad-

dition to samples with a big group of particles, atoms or molecules can also be trapped

in arranged distance and geometry thanks to optical lattices and optical tweezers. These

atoms or molecules resemble the ordered structures in solid state crystals, yet with higher
1

 ↑ Numerical aperture N.A. ≡ n sin θ, where the refractive index of the medium n ≈ 1 and θ is the one-half
angular aperture.
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degrees of freedom of control and much more tunability than conventional condensed matter

experiments.

To prepare samples in quantum degeneracy, however, requires a series of precise oper-

ations and detections. In contrast to experiments like optical tweezer arrays, where the

trapping frequency is oftentimes high enough such that atoms are in the vibrational ground

state or low energy states, ultracold Bose gases in 1D/2D/3D are more strict with the tem-

perature, or essentially the de Broglie thermal wavelength of every particle. This poses

the limitations for the sizes of the apparatuses and the time spent in each experimental

realization. For instance, a quantum gas microscope machine usually consists of a Zeeman

slower for precooling, a chamber for magneto-optical trap (MOT) followed by sub-Doppler

cooling, and a “science” chamber for evaporative cooling and high-resolution optical control

and imaging. The physical separation of “MOT” and “science” chamber hinders the vac-

uum chamber from being compact, and also prolongs each experimental cycle because of the

time for transporting samples from one chamber to the other, in company with unavoidable

particle loss and/or heating due to this transportation.

In this chapter, we demonstrate a state-of-the-art yet very compact quantum gas machine.

We show that, without compromising any optical access and resolution, ultracold quantum

gases can be prepared, controlled, and detected with sub-micrometer spatial resolution and

sub-millisecond temporal resolution. We also show that this machine is not only capable of

producing samples of one species, but also has high flexibility to be extended for the second

or more other species. This novel design of apparatus has proven its scientific significance

for studying frontier quantum physics by its predecessor [ 200 ], [ 218 ], [ 261 ], and it is ready

to study many cutting edge physics problems from cosmology to quantum simulation.

7.2 Methods

Our apparatus is designed aiming for that, it only occupies a comparable small part of

a conventional optical table, but is very efficient in terms of the quality, the speed, and the

precision of the sample preparation. The sample preparation begins from a cesium ampule

which is installed in a 1.33” CF nipple, with silver-plated copper gaskets to protect the
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sealing from the attack of this active alkali metal. The cesium ampule is heated to 60°C via

heating wires outside the nipple, and the cesium vapor is going through a necessary all-metal

angle valve. This all-metal angle valve gives us the flexibility to replace the cesium source

when we run it out, or with other elements in the future. The all-metal valve is also heated

to ≈ 60°C, which effectively determines the velocities of atoms during the Zeeman slowing

in the next stage. The heated part of the all-metal valve is in line with two 2 mm diameter

skimmers and a Zeeman slower tube. These two skimmers are heated to 10°C above the

cesium source by heating bands, ensuring that no clogging of cesium would occur in the

apertures. These skimmers also provide differential pumping and atomic beam collimating,

where an in-vacuum copper tube is installed following the first skimmer to further reduce the

solid angle of the atomic beam [ 274 ], [  275 ]. The nipple between two skimmers is cooled to

< 0°C via a Peltier thermoelectric cooler backed by water cooling; this section can capture

cesium atoms blocked by the second skimmer. A 25 L/s ion pump is installed between

the second skimmer and the Zeeman slower. Thanks to the very low vacuum conductance

provided by skimmers and the removal of unwanted atoms by cold capture, the vacuum

pressure with this ion pump is only ≈ 1 × 10−9 Torr.

The length of the Zeeman slower is designed to be 40 cm, which greatly reduces the

longitudinal size of the apparatus. The Zeeman slower tube is merged with a multi-port

vacuum flange. This flange combines the Zeeman slower of cesium atom and the other

port (sealed by an in-line all-metal valve and a vacuum viewport at the moment) reserved

for other species in the future, where both entrances are aligned to the center of the main

chamber. The main vacuum chamber includes a pre-backed electropolished stainless steel

octagon, seven 2.75” CF side viewports, top and bottom recessed viewports. The top and

bottom viewports are designed so that the distance between the center of the chamber and

the air-side surface of the glass is ≈ 20 mm, compatible with 1” horizontal MOT beams and

the working distance of the high-resolution microscope objective (described in the following

section). The main chamber is pumped by a 75 L/s ion pump and two titanium sublimation

pumps (TSP), giving an overall pumping rate > 100 L/s. We are able to reach ultra-

high vacuum (UHV) ≈ 1 × 1012 Torr in the main chamber after careful preparation and

baking. Following the longitudinal cooling of the Zeeman slower, atoms are trapped in a
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MOT and further cooled by polarization gradient cooling (PGC) and degenerate Raman

sideband cooling (dRSC) [  161 ]. Finally, we load atoms in a red-detuned far-off-resonance

optical dipole trap (FORT) and carry out evaporative cooling till the atoms reach quantum

degeneracy [ 168 ], i.e. Bose-Einstein condensate.

The essence of our apparatus is the single chamber design. Most quantum gas microscope

apparatuses use a separated “science” chamber for high-resolution control and probing, such

that the optical access of the microscope objective or other optical manipulations is free

from the optical obstruction of MOT optics or laser beams. Nevertheless, the means for

sample transportation is either magnetic via a series of bulky coils [ 276 ], or optical via

conveyor beams [  277 ]. On the contrary, we integrate the MOT optics into the high-resolution

microscope objective and eliminate the need for the “science” chamber. The benefit is huge

– since all laser cooling optics are together, we do not have extra setup for optical pumping

and others. MOT beams can be readily used for fluorescence imaging, and other laser

cooling methods continue to assist as needed, such as degenerate Raman sideband cooling.

Furthermore, the stability, the repeatability, and the efficiency of sample preparation are

greatly improved with a unified chamber. Last but not least, spatial overlap of laser cooling

and high-resolution control/probe is the key for experiments of multi-species quantum gases.

To carry out our idea, we cooperate with commercial companies to customize a couple of

optical components (Fig.  7.1 ). The high-resolution microscope objective (Special Optics #53-

32-27, N.A. = 0.6) is carefully designed so that the position of its back focal point has a holder

for a designated optics. Besides, a wire-grid linear polarizer film is attached to a customized

achromatic quarter waveplate (Meadowlark Optics) by optical adhesive. The anti-reflection

(AR) coating and working wavelengths of both optics cover all wavelengths we would use,

and the angle between polarizations of the wire-grid polarizer and the quarter waveplate is

carefully aligned via precision interferometer before the attaching. The diameter and the

thickness of this compound optics is designed to cooperate with the microscope objective,

thus the wire-grid polarizer layer is ≈ ±2 mm from the back focal point. When a collimated

beam, e.g. vertical MOT beam, propagates into the microscope objective from the front

side, it will focus approximately onto the wire-grid polarizer. Therefore, a circular polarized

MOT beam will first be phase-retarded by the achromatic quarter waveplate and becomes
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Figure 7.1. CAD drawing of the microscope objective shows the integrated optics.

linear polarized. It is then retro-reflected by the wire-grid polarizer, phase-retarded again,

and collimated by the same microscope objective. The retro-reflected MOT beam will not

have the same beam size due to the cutoff inside the microscope objective while propagating

through many optical components, however it is well-designed by us so that, the ≈ ±2 mm

tunable range of the holder is enough to change the collimation of the retro-reflection to

balance the radiation pressure force of MOT.

To achieve high-resolution quantum control and imaging, the microscope objective is the

leading role. Our microscope objective is designed to compensate for the thickness of the

vacuum viewport (≈ 3.18 mm) and be diffraction limit across wavelength 760 – 890 nm. It

has full width half maximum (FWHM) of Huygens point spread function . 0.8 µm at 852 nm

(Fig.  7.2 ), and still remains a compact size with its diameter = 51 mm. As a result, we are

able to install the magnetic coil by the microscope objective within the recessed part of the

viewport. The frame of the microscope objective is made of plastic Ulem (Polyetherimide)

to avoid the eddy current, and has good mechanical strength and thermal stability. The exit

pupil diameter of the microscope objective is 32 mm, compatible with standard 2” mirrors
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for 90° turning. An achromatic tube lens (i.e. eyepiece) is also custom-made to match the

dispersion of the microscope objective, giving a ≈ 30× magnification of this paired optics.
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Even though the recessed viewport has reduced significant distance from the center of

the main chamber to the microscope objective, the 1” diameter horizontal MOT beams

bring out the required minimum working distance for the microscope objective spatially. In

order to maximize the high resolution while remaining compact, our microscope objective is

designed to be placed very close to the vacuum viewport. As a result, the gap between the

viewport glass to the front of the microscope objective is merely 1.5 mm, and the installation

becomes a potential issue. We develop a precise method to circumvent the possible dangerous

collision while pushing the microscope objective forward. We first carefully make the coil

and the coil holder so that we have detailed dimensions of all mechanical ports, then we

attach a photoresistor and a LED on the opposite sides of the interior rim as wellas near

the bottom of the coil. We meticulously align the photoresistor and the LED with the

viewport glass, then turn on the LED. We can measure the resistance of the photoresistor lit

by the LED. The photoresistor is very sensitive to the light, and the luminous flux of LED

can be well controlled by the current, therefore we have readings of photoresistance when a
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dummy object is approaching the viewport and partly shading the light form the LED. These

readings exactly gauge the gap between the viewport glass and the microscope objective (or

any opaque objective of the same dimension and shape), hence help us to maneuver the

microscope objective during the installation.

MOT
dRSC-z

vertical imaging

dark fi

ring trap/optical Feshbach tuning

coil

air duct
microscope objective

wire grid polarizer 
λ/4 wave plate

z

Figure 7.3. The cross-section diagram of the microscope objective, along
with the magnetic coil, the air cooling duct, and the main chamber. Different
lasers are indicated in different colors.

The heat generated by the magnetic coil often induces tiny air flow around the microscope

objective and thermal expansion of every element nearby. To mitigate this problem, liquid

cooling methods have been widely used to dissipate the heat. Common liquid cooling involves

using either hollow magnetic wires or stacked “Bitter-type” coil [ 278 ], [  279 ], whereas the

former requires a booster pump to increase the liquid pressure & 100 PSI to overcome the
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flow friction in the narrow tubing, and the later requires complicated and elaborate work to

manufacture the coils. Besides, the vibrations from the circulation of the cooling liquid and

the potential leakage due to the aging of the pipeline have been troublesome issues at all

times.

In place of liquid cooling, we propose and implement air cooling to stabilize the coil

temperature (Fig.  7.3 ). Cold air is pumped from the air-conditioner in the laboratory to

the standard 1/4” air pipes with flow rate 10 L/s. The air pipes connect the duct for heat

exchanging, where the magnetic coil is attached via thermal conductive epoxy adhesive.

Since the recoil of air flow is extremely small, there is nearly no vibration caused by the

air flow even if we increase the flow rate > 10 L/s. Moreover, air cooling is risk-free and

worry-free – the disturbance from the leak air is negligible, if there is any, and harmless to

optics compared to liquid. In Table  7.1 we list the head-to-head comparison between air and

water cooling methods given the same tunnel and material of a cold plate, and show that

with reasonable parameters used in most laboratories, the estimated cooling performance of

both are within a similar order, hence air cooling is considered as a prominent alternative to

liquid methods.

Table 7.1. Heat transfer dQ
dt

= hA∆T , where A is the surface area, ∆T is
the temperature difference, h = q

∆T
is the heat transfer coefficient, q = −k∇T

is the heat flux, k is the thermal conductivity, and ∇T is the temperature
gradient. Flow rates are experimentally measured in conventional labs.

Air Water
Thermal conductivity k ( W

mK
) 0.026 0.6

Viscosity (Pa · s) ∼ 20µ ∼ 10m
Flow rate (LPM) ≥ 10 ≤ 1
Heat transfer coefficient h ( W

m2K
) 0.043 0.1

7.3 Other upgrades

In addition to the novel designs of the microscope objective and cooling system, our

quantum gas machine is capable of high-speed optical control thanks to the digital mi-

cromirror device (DMD) and the acousto-optic deflector (AOM). We combine several laser
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beams and project them to the atomic samples through the microscope objective. A blue-

detuned 780 nm laser controlled by a high-speed DMD (ViALUX DLP7000) is used for

horizontal “box” confinement, enabling us to dynamically change the trap geometry. An-

other blue-detuned 767 nm laser deflected by an AOD is used for stirring and modulating the

local atomic density. An arbitrary waveform generator (AWG) is responsible for the radio-

frequency (RF) source for the AOD, which allows us to send multi-tone RF and generate

multiple deflected beams simultaneously. A tunable 700 – 1030 nm single-frequency Ti:Sap-

phire laser (Coherent MBR110) controlled by the second DMD (ViALUX DLPV650LNIR)

can be conveniently used for multiple purposes from optical Feshbach tuning to photoassoci-

ation. The setup of DMDs can be handily converted between image plane and Fourier plane,

giving us the flexibility to control them for either optical intensities or phases. A 1064 nm

laser derived from a Nd:YAG laser (InnoLight Mephisto MOPA) and a 532 nm laser derived

from the other Nd:YAG laser (Lighthouse Photonics Sprout-G) are optionally used for at-

tractive and repulsive potentials, respectively. These laser beams are combined by different

dichroic mirrors and sent to the back of the microscope objective. On the other hand, a

852 nm resonant imaging beam illuminates the atomic samples and produces absorption

images on a CCD camera (Princeton Instruments PIXIS).

Figure 7.4. A sample of the absorption image shows the Motion P logo of
Purdue University, created by trapping ≈ 50,000 ultracold cesium atoms into
a homogeneous and tunable 2D box potential. Average of 5 images.
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Our quantum gas machine is versatile for many kinds of outstanding research. The

machine is equipped with two-color three-dimensional optical lattices for both attractive

and repulsive potentials, and the horizontal lattice constants are 532 nm and 383.5 nm. The

incommensurate lattice constants enable us to study eigenstate thermalization hypothesis

(ETH) [  38 ], [  280 ], many-body localization [ 281 ], [  282 ], quantum transport [ 283 ], etc.. In

particular, the repulsive optical lattices formed by 767 nm can be spatially shifted by the

piezoelectric actuators on the mirror mounts of retro-reflection, this opens up the possibility

to modulate the phase of optical lattices thus probing the energy band gap structures of

Floquet-Bloch bands [ 284 ], [ 285 ]. The vertical lattice constants are 3 µm and 4 µm, allowing

us to load atoms into one or two 2D layers vertically for 2D gas experiments or atomic mirror

experiments [ 286 ], [  287 ], respectively. Along with optical intensity feedback, our optical

lattice setup is able to explore a broad range of physics such as the phase transition of Mott-

insulator and superfluid, as well as quantum entanglement and nonequilibrium dynamics in

low-dimensions.

7.4 Conclusion

In this chapter, we have shown that we have designed and built a compact yet multi-

functional quantum gas machine suitable for searching and studying new physics. Our ma-

chine can produce Bose-Einstein condensate of ≈ 5×104 cesium atoms every 9 seconds, these

ultracold samples (< 10 nK) can be loaded into 2 dimensional box trap potential (Fig.  7.4 ) or

1D/2D/3D optical lattices immediately without extra transportation needed. Our apparatus

can be readily extended to accommodate multiple species, and different probing techniques

as well, e.g. fluorescence imaging and phase-contrast imaging. Our design is also unique in

a way that it requires less complicated and laborious work to build, but its performance is

among the state-of-the-art quantum gas machines in the world. At the time of writing this

chapter, there are still many parameters not fully optimized in our experimental procedure

concerning the BEC production. We believe that upon careful adjustments, the overall effi-

ciency will be similar to our previous generation of apparatus (with N.A. = 0.37 microscope

objective), i.e. production of ≈ 1×105 Bose-Einstein condensate every 9 seconds. Examples
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of the remaining interested parameters are magnetic fields at different laser cooling stages

and fine tuning of the laser beam overlaps. In most of our research projects of 2D quantum

gases as of now, the demand of more total atom number is not crucial. We also note that the

oven source is operated at relatively low temperature (60°C) for cesium, and can replenish

the atomic beam and boost the atom number in MOT by increasing the oven temperature to

70°C. In the future, our tasks will be of two primary directions. In the 2D superfluid regime

without horizontal optical lattices, we will explore Townes solitons and vortices in 2D gases,

interaction quench dynamics, quasiparticle transport and thermodynamics in an acoustic

black hole. The dynamic control of trap shape and stir beam could help us to adjust the

conditions for formation and evolution of solitons and vortices. On the other hand, with the

optical lattices we will study quantum transport and quantum criticality near the superfluid-

Mott insulator phase transition, and engineer spatial interaction tuning to investigate more

nonequilibrium dynamics.

ion pump

ion pump

Cs source

cold 
spot Zeeman slower objective

TSP

inline valve
gate valve

translational 
stage mirror 

actuator 

valve

valve

Figure 7.5. CAD drawing of the full chamber. The main coils are recessed
in the top and bottom viewports. TSP: titanium sublimation pump.
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8. SUMMARY

8.1 Review of past work

We are interested in nonequilibrium transport occurring through a simple interface con-

necting two separate regions of interaction quenches or in a superfluid under spatially periodic

modulation of interaction parameters, as transport often occurs via the evolution of quasi-

particles in many-body quantum systems [  288 ]. Quasiparticle transport can account for the

propagation of correlation, entropy transport and entanglement distribution within a quan-

tum system. Exploring quasiparticle transport in a quantum gas may provide valuable new

insights to quantum material research. With the ability to engineer the Hamiltonian, our

state-of-the-art quantum gas machine opens up the possibility of exploring nonequilibrium

dynamics in an ultracold atomic system.

Our remarkable results from this novel and versatile machine includes the first exper-

imental realization of 2D matter-wave Townes solitons [ 200 ]. The Townes solitons are of

unique many-body states, allowing us to readily study quantum coherence such as matter-

wave interferometry. We have shown the universality and the scale invariance of Townes

solitons, which paves a new way to study out-of-equilibrium quench dynamics [  218 ]. In par-

ticular, our quench protocol is valuable and practical for various applications, and can be

quickly adopted by numerous quantum gas groups. We have also linked the quasiparticle

theory to the attractive interaction, and presented a comprehensive picture of the hyperbolic

amplification seeded by quantum and thermal fluctuations. The amplification of quantum

fluctuations is especially interesting since it may enable us to generate and detect quantum

entanglement via interaction quench.

We have observed the quasiparticle entanglement by employing both our quench protocol

and the static structure factor [  261 ]. The static structure factor has been known for decades

and extensively used in condensed matter physics, but little is known about its connection

with ‘homodyne’ interferometry and quantum phonons. These critical discoveries provide

us with accessible tools to measure entanglement entropy in a many-body system [  289 ], in

contrast to probing atom occupation in each lattice site with the quantum gas microscope

[ 290 ]. In addition, entanglement entropy in superfluids or optical lattices has been found
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important to black hole physics and high-energy physics. Such future applications will be

depicted in Section  8.2 .

At the time of writing this dissertation, we have set up all planned setup. The quantum

gas machine has been up and running stably, and continues producing high quality data.

We are working toward the superfluid-Mott insulator phase transition in the optical lattices,

as well as other dynamics where the ultracold gas is driven out of equilibrium. We are able

to address quantum gases by lasers with a broad range of wavelengths and high spatial-

temporal resolution, which allows us to control the quantum dynamics via attractive and

repulsive potentials, near or close detuning, in spacetime. We are also interested in other

outstanding physics topics such as super/subradiance of collective excitations [  286 ], [  287 ],

matter-wave solitons, quantum entanglement entropy, vortices in superfluid.

8.2 Outlook and future work

8.2.1 Optical Feshbach tuning

On the purpose of realizing optical Feshbach tuning, a practicable means has been re-

ported with a combination of the Stark light shift and a narrow magnetic Feshbach resonance

[ 124 ]. We can prepare laser-cooled atoms loaded into a crossed dipole trap, where the atoms

will be further cooled by evaporative cooling. After cooling at magnetic field B = 24 G for a

moment, the magnetic field will jump to near a Feshbach resonance located at 47.8 G, where

the evaporative cooling continues at B = 48 – 48.1 G, corresponding to s-wave scattering

length as = 300−400 a0 and facilitate the thermalization to finish the final stage of the evap-

orative cooling. Once reaching Bose-Einstein condensate, the quantum gas will be loaded

into a 2D box trap and illuminated with a designated spatial intensity pattern of a circu-

larly polarized (σ−) optical Feshbach light at wavelength around 890 nm. This is a ‘magic’

wavelength, chosen in between cesium D1 (894 nm) and D2 lines (852 nm), where the scalar

and vector light shifts nearly cancel each other for the ground state atoms |F = 3,mF = 3〉,

in which we prepare our cesium quantum gases. Optical Feshbach illumination thus imposes

either zero or a small chosen total light shift on the ground state atoms. In addition, a

non-zero total light shift is felt by the molecular state near the scattering threshold respon-
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sible for the magnetic Feshbach resonance at B = 47.8 G, thereby inducing the prescribed

optical Feshbach tuning and can modify the atomic scattering length instantaneously upon

illumination. More discussion about the figure of merit can be found in Appendix  D .

8.2.2 Phononic crystal

The ability of aforementioned spatial interaction control will enable us to engineer ‘phononic

band gap crystals’ in a homogeneous superfluid. The produced 2D superfluid can be viewed

as a medium governing the speed of sound and serves as a particle reservoir. In superfluid,

the speed of sound c =
√

ng
m

, where n is the surface density, g is the interaction parameter,

and m is the mass of atom. The two-dimensional interaction parameter is a function of

s-wave scattering length g2D =
√

8π~2as

mlz
, here as is the s-wave scattering length and lz is the

oscillator length in the tight confining direction of quasi-2D regime.

By means of changing interaction spatially, we can vary the sound speed in the superfluid.

As a result, the reflection of acoustic waves is analogue to light reflected off an interface,

and the region with lower sound speed can serve as a phononic waveguide that confines and

guides phonon transport [ 291 ]–[ 293 ]. A periodic modulation of sound speed in a phononic

waveguide can create a phononic crystal, similar to the periodic structure of waveguide of

a photonic crystal [  294 ]. Since the phononic crystal is formed by a superfluid at a finite

temperature, quantum and thermal phonon fluctuations also populate phonon modes in the

phononic crystal, and it is expected that density fluctuations should be suppressed in the

band gap region. As we change the interaction parameter and periodicity dynamically, a

energy band gap will be opened and fluctuations at the corresponding length scale should

either disperse into ambient non-modulated superfluid region or may cease to transport due

to zero available density of states, thus the phonon and entropy transport will be studied in

such a closed quantum system [ 288 ].

8.2.3 Acoustic black hole

The possibility of generating a ‘horizon’ in generic hydrodynamic systems was first

pointed out by Unruh in 1981 as an analogue of black hole event horizon [ 295 ], [  296 ]. Take su-
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perfluid hydrodynamics for example, when a superfluid is subject to a spatially non-uniform

flow speed vs (or a non-uniform speed of sound c), its flow equation is analogous to the

equation of a scalar field in a curved space-time [ 297 ]. An ‘acoustic horizon’ can form when

the flow speed crosses over from being subsonic (|vs| < c) to supersonic (|vs| > c) and any

sound waves that traverses the horizon (|vs| = c) into the supersonic region cannot escape,

thus establishing an acoustic analogue of a black hole horizon [ 67 ].

Similarly to Hawking radiation [ 298 ], [  299 ], ‘acoustic Hawking radiation’ happens near an

event horizon where an effective large space-time curvature can distort the physical quantum

vacuum and scatter virtual phonons from the boundary of the black hole into pairs of radia-

tion modes: those with positive energies can radiate out of the horizon, forming the Hawking

radiation. Their negative frequency partners, on the other hand, remain trapped inside the

black hole, reducing its energy. Preliminary observation of Hawking radiation was recently

reported in an acoustic black hole formed by an one-dimensional Bose-Einstein condensate

subject to a ‘waterfall’ potential [  247 ], [  300 ]. Measurements of Hawking radiation spectrum

as well as the entanglement between Hawking phonon pairs can be performed using in situ

density fluctuation measurements [ 257 ].

A quantum critical gas may also possess an acoustic horizon when there is particle flow

crossing from the superfluid to the critical region. This horizon can emit Hawking phonons

that reflect the surface gravity in the vicinity of the critical region due to the vanishing su-

perfluid order and also the sound speed. The experiment condition corresponds to those of

inducing the quantum critical mass transport, where a chemical potential gradient induces

global particle flow from the superfluid reservoir into the quantum critical region. While the

global mass transport reflects the dc or ac response of a critical gas to the thermodynamic

force ∇µ, we expect that (Hawking) phonon generation near the critical boundary to re-

flect dynamics of near-equilibrium quantum or, in general, thermal fluctuations subject to a

spatial quench from superfluid hydrodynamics into quantum critical hydrodynamic behavior.

With the capability of controlling interaction spatially by laser operated at magic wave-

length, we will be able to create an acoustic horizon and observe acoustic Hawking radiation

without imposing any light shift, as a result, there is no inducing mass flow. Unlike previ-

ous acoustic black hole experiments whose phonon modes are vulnerable to the ‘waterfall’
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potential [  301 ], the atomic density in our experiment will be homogeneous across the entire

2D quantum gas thanks to the repulsive box potential. Temperature can also be precisely

controlled by the trap depth of the box, therefore correlations of quantum fluctuation can

be probed unambiguously [ 302 ], [ 303 ].
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A. CESIUM FESHBACH RESONANCES

Figure A.1. Feshbach resonances near 48 G.

Figure A.2. Feshbach resonances near 17 G. Red solid line indicates the zero crossing.
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B. ZEEMAN SLOWER DETAIL

Figure B.1. Atomic velocity distribution. Blue shadow: capture range of the
Zeeman slower.

Figure B.2. Simulation of the Zeeman slower magnetic field.
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Figure B.3. Calculation of the Zeeman slower coil winding.
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C. MAIN COIL DETAIL

Figure C.1. Breit-Rabi diagram of cesium 62S1/2 ground state hyperfine
structure F = 4 and F = 3.
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Figure C.2. Magnetic field calibration of the main coil by microwave spec-
troscopy. The horizontal axis is the voltage setpoint of the coil driver. The
horizontal dash line indicates the zero crossing of cesium s-wave scattering
length ≈ 17.2 G.

159



Figure C.3. Calculation of magnetic field from the main coil, Helmholtz
configuration, showing weak magnetic trap at x− y plane.

Figure C.4. Calculation of magnetic field from the main coil, Helmholtz
configuration, showing weak magnetic anti-trap along z.
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D. OPTICAL FESHBACH TUNING

Following Ref. [ 124 ], for a laser with intensity I, the total light shifts of atoms δEa and

molecules δEm are

δEa = (αa + βaµa)I (D.1)

δEm = (αm + βmµm)I (D.2)

where α is the scalar polarizability and β is the vector polarizability, µ is the magnetic

moment. The Feshbach molecular states are weakly bound, their polarizabilities are similar

to free atoms: αm = 2αa and βm ≈ βa ≡ β. If the molecular and atomic magnetic moments

are different: µm 6= 2µa, the fictitious magnetic field from the vector light shift can vary the

energy of molecular bound states, hence introducing a light-induced Feshbach resonance.

We can choose a ‘magic’ wavelength λM whose atomic scalar light shift cancels vector light

shift: αa + βµa = 0, such that only the molecular light shift remains: δEm ≈ β(µm − 2µa)I.

The vector polarizability on the Stark shift effectively manifests a light-induced fictitious

magnetic field. The vector polarizability β can be calculated from [ 304 ]

β = (−1)Ji

2~ε0c

√
6Ji

(Ji + 1)(2Ji + 1) ×
∑

f

(−1)Jf

1 1 1

Ji Jf Ji

 |〈f ||d||i〉|2 ×
(

1
ωf i − ω

− 1
ωf i + ω

)
(D.3)

where |f〉 can be any excited state, c is the speed of light, ε is the vacuum permittivity,1 1 1

Ji Jf Ji

 is the Wigner 6-j symbol, |〈f ||d||i〉| and ωf i are the reduced dipole matrix

element and resonance frequency for the transition from |i〉 to |f〉, respectively, and ω is the

laser frequency. The effective magnetic field becomes βI, where I is the laser intensity. On

the other hand, the photon scattering rate s(I) is

s(I) = I

2~2ε0c

∑
f

d2
f iΓf

(ωf i − ω)2 (D.4)
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where Γf is the spontaneous emission rate of the excited state |f〉, d2
f i = C±

f i|〈f ||d||i〉|2 is

the squared dipole matrix elements, and C±
f i is a numerical factor of the Clebsch-Gordan

coefficients with beam polarization σ±. Thus we can evaluate the shift of the molecular

states in a fixed quantum gas lifetime from M ≡ βI
s(I) .

We can optimize M by using pure circular polarization. Figure  D.1 shows M in different

wavelengths and different polarizations. In the context of maximum fictitious magnetic field

at magic wavelengths, one find that σ+ with 870 nm and σ− with 890 nm give us similar

|M | ≈ 130 mG·s and opposite sign. In our experiment, we can incorporate σ− polarization

and 890 nm laser for optical Feshbach resonance.

Figure D.1. The figure of merit M ≡ βI
s(I) for choosing the wavelength and

polarization of the laser, where βI is the effective field shift and s(I) is the
photon scattering rate.
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E. SUPPLEMENTAL MATERIAL FOR UNIVERSAL QUENCH

DYNAMICS AND TOWNES SOLITON FORMATION

E.1 Formation of a Townes soliton array

To fully demonstrate that Townes solitons can generally form from our quench recipe, we

induce MI in another set of 2D samples initially confined and then released from a narrow

rectangular wall potential as shown in Fig.  E.1 (a). We adjust the short side of the samples

to be comparable to the MI length scale, so that a single array of solitons can form following

the interaction quench. This avoids close proximity with many neighboring solitary waves or

dispersing blobs, visible in large samples shown in Fig.  4.1 (b). From these narrow samples,

we clearly observe well-isolated solitary waves in almost every experiment repetition as shown

in Fig.  E.1 (a) at hold time τ ≥ 30 ms. In these solitary waves, we find ubiquitous agreement

with the Townes profiles [Fig.  E.1 (b-c)]. Together with Fig.  4.2 , our observation confirms

that Townes solitons can prevail from MI.

E.2 Quench-induced dynamics in the density power spectrum

In a 2D gas with uniform mean density distribution, the density power spectrum at

finite k is essentially the density static structure factor, which is the Fourier transform

of the density-density correlation function [ 221 ]. In the following, we discuss the quench

evolution of the static structure factor (density power spectrum) measured in our samples,

while neglecting density perturbations due to boundary effects.

E.2.1 Theory of density structure factor after an interaction quench to attrac-
tive

For a Bose superfluid with initial density ni immediately following the interaction quench,

we expect density waves with wavenumber 0 < k <
√

4|gf |ni to growth unstably since the

usual Bogoliubov dispersion becomes purely imaginary. There is no straightforward theory

for evaluating quench evolution at all hold time τ . To gain insights, here we analytically

evaluate the quench dynamics only in the very early stage when most of the atoms still
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Figure E.1. Formation of a Townes soliton array. (a) Single-shot images of
elongated samples quenched to gf = −0.0075 and held for the labeled time
τ . An array of fully isolated solitary waves become visible at τ ≥ 30 ms. (b)
Density line cuts (solid circles) through the center of three solitary waves as nu-
merically labeled in (a), each offset by 4.5/µm2 for viewing. Solid lines are the
Townes profiles of n0 = 5.8/µm2 (for #1,#3) and 9/µm2 (for #2), respectively.
(c) Mean density image of four randomly chosen solitons with n0 ≈ 5.8/µm2

(inset: 40 × 40 µm2) and the radial profile (solid circles), showing excellent
agreement with theory (solid curve). Reprinted figure with permission from
[ 200 ], Copyright 2021 by APS.

remain in the zero momentum state. We focus on the time-evolution of the static structure

factor [ 202 ], [ 305 ]. Analytically, it can be evaluated as

S(k) = 1
N

∑
q,q′

〈â†
q+kâqâ

†
q′−kâq′〉, (E.1)

where âk(â†
k) stands for the annihilation (creation) operator of a momentum state |k〉 and

N is the total atom number. At very short hold time τ � γ−1, the Bose gas is still primarily

populated by ground state atoms (â(†)
0 ≈

√
N), where ~γ = ~2ni|gf |/m is the interaction
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energy, m is the atomic mass, and ~ is the reduced Planck constant. The structure factor

reduces to

S(k) = 〈â†
kâk〉 + 〈â−kâ

†
−k〉 + 〈â†

kâ
†
−k〉 + 〈â−kâk〉. (E.2)

We perform the following transformation for momentum state within the range 0 < |k| <√
4|gf |ni, expressing the momentum state operator with a set of bosonic mode operators

b̂k (b̂†
−k) as

âk = i
[
ukb̂k + vkb̂

†
−k

]
â†

−k = −i
[
vkb̂k + ukb̂

†
−k

]
. (E.3)

Here, we set the coefficients uk =
√

~γ
2ε(k) + 1

2 and vk =
√

~γ
2ε(k) − 1

2 , ε(k) =
√

|ε2
k − 2εk~γ| is the

imaginary part of the Bogoliubov energy, and εk = ~2k2/2m is the single particle dispersion.

b̂k (b̂†
−k) obeys the usual bosonic commutation relation. Using procedures similar to the

standard Bogoliubov transformation, we can recast the weakly-interacting Hamiltonian into

the following form

Ĥ = Nµ

2 +
∑
k 6=0

ε(k)(b̂†
kb̂

†
−k + b̂kb̂−k) −

∑
k 6=0

(~
2k2

2m + µ), (E.4)

where the summation runs over half of momentum space and µ = −~γ is the chemical

potential. Note that, under this transformation, new excitations are generated (and also

annihilated) in pairs as hold time increases. In the Heisenbeg picture, these operators obey

a set of coupled equations of motion, ˙̂
bk = i

~ [Ĥ, b̂k] = − i
~ε(k)b̂†

−k and its Hermitian conjugate,

which lead to the following solution

b̂k = b̂0,k cosh ε(k)τ
~ − ib̂†

0,−k sinh ε(k)τ
~ (E.5)

b̂†
−k = b̂†

0,−k cosh ε(k)τ
~ + ib̂0,k sinh ε(k)τ

~ , (E.6)
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and b̂0,k(b̂†
0,−k) is the bosonic mode operator at time τ = 0 right after the interaction quench.

Plugging this solution into Eq. (  E.3 ) and evaluate the structure factor Eq. (  E.2 ), we then

find the following time-dependent evolution

S(k, τ) = εk

ε(k)

[
(〈b̂†

0,kb̂0,k〉 + 〈b̂0,−kb̂
†
0,−k〉) cosh 2ε(k)τ

~
−(〈b̂†

0,kb̂
†
0,−k〉 + 〈b̂0,−kb̂0,k〉)

−i(〈b̂†
0,kb̂

†
0,−k〉 − 〈b̂0,−kb̂0,k〉) sinh 2ε(k)τ

~

]
. (E.7)

Here, the first line contains mode contributions that are seeded by the initial bosonic mode

populations right after the quench. These modes grow ‘hyperbolically’ in the early stage of

the quench dynamics. The second and third lines contain the contributions from mode pop-

ulations that are generated or annihilated from the interaction quench, where the hyperbolic

term is expected to vanish, leaving only the constant term (see below).

E.2.2 Amplification of density waves from density fluctuations prior to the
quench

By using Eq. (  E.3 ) and the Bogoliubov transformation, we can further relate the expec-

tation values of the bosonic modes in Eq. (  E.7 ) to those of the phonon modes before the

interaction quench. We find

〈b̂†
0,kb̂0,k〉 + 〈b̂0,−kb̂

†
0,−k〉 = εk

~(γi + γ)
εi(k)ε(k) ζ (E.8)

〈b̂†
0,kb̂

†
0,−k〉 = 〈b̂0,kb̂0,−k〉 = ε2

k + εk~(γi − γ)
2εi(k)ε(k) ζ, (E.9)

and

ζ = 〈ĉ†
0,kĉ0,k〉 + 〈ĉ0,−kĉ

†
0,−k〉. (E.10)

Here, ĉ0,k(ĉ†
0,k) is the phonon annihilation (creation) operator, εi(k) =

√
ε2

k + 2εk~γi is the

Bogoliubov dispersion at interaction gi > 0 prior to the quench, γi = ~nigi/m, and we have

used 〈ĉ†
0,kĉ

†
0,−k〉 = 〈ĉ0,kĉ0,−k〉 = 0 in the above relation since there is no source or sink for
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phonons in our 2D gas. It is clear that the bosonic mode population Eqs. (  E.8 - E.9 ) is seeded

by the initial thermal phonon population and zero-point fluctuations

〈ĉ†
0,kĉ0,k〉 + 〈ĉ0,−kĉ

†
0,−k〉 = 2

eεi(k)/kBT − 1 + 1 = coth εi(k)
2kBT

. (E.11)

Using the above relations and keeping only the wavenumber k-dependence, Eq. (  E.7 ) can

now be simplified as

S(k, τ) = S0(k)
[
1 + 2εk~(γi + γ)

ε(k)2 sinh2 ε(k)τ
~

]
, (E.12)

where the overall factor

S0(k) = ~2k2

2mεi(k) coth εi(k)
2kBT

(E.13)

is exactly the equilibrium static structure factor [ 306 ] right before the interaction quench.

E.2.3 The scaling behavior

In Eq. (  E.12 ), the second term in the bracket represents contributions from the MI-

amplified density waves, suggesting density waves at wavenumber kp =
√

2|gf |ni have the

largest amplification rate ε(kp)/~ = γ. Thus, at short hold time τ � γ−1, we expect the

growth of density power spectrum S̃(kp, τ) ≡ S(kp, τ)/S(kp, 0) to obey the following scaling

relation

S(τ̃) = ζ
[
S̃(kp, τ̃) − 1

]
, (E.14)

where τ̃ = γτ is the scaled time, ζ = γ
γi+γ

is a dimensionless amplitude scaling factor, and

S(τ̃) is the scaled spectrum; ζ ≈ γ/γi when γi � γ. The scaled spectrum should display a

universal hyperbolic growth at short hold time

S(τ̃) = 2 sinh2(τ̃). (E.15)
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E.2.4 Relationship with quench dynamics at repulsive

We note that the time-dependent density power spectrum Eq. (  E.12 ) is essentially the

analytical continuation of quench-induced Sakharov oscillations in the static structure factor

at gf > 0 [ 202 ],

S(k, τ) = S0(k)
[
1 + εi(k)2 − ε2(k)

ε(k)2 sin2 ε(k)τ
~

]
, (E.16)

where now a coherent, sinusoidal oscillation in the structure factor replaces the hyperbolic

growth. The calculation is in principle valid for all hold time τ for gf > 0, in contrast to the

case of gf < 0, provided no global trap effect or other effects set in.

E.2.5 Experimental test of the scaling behavior in the density power spectrum

We experimentally test the scaling behavior Eq. ( E.14 ) over an extended time period.

We have empirically searched for the best amplitude scaling relation ζ for a larger time

range 0 < τ̃ < 5. We find that the spectra scale the best with ζ ∝ γ, keeping explicit

dependence on ni|gf |. We adopt a simple amplitude scaling factor ζ = γ/γ̄i, using mean

γ̄i = ~n̄igi/m = 306 s−1 evaluated from all samples (mean n̄i = 6/µm2 and standard deviation

δni = 1/µm2). We note that an alternative amplitude scaling factor ζ = γ/(γ̄i + γ) close to

the exact form in Eq. ( E.14 ) gives a similar data collapse.

E.3 Soliton collision dynamics

E.3.1 Soliton binary collision rate

Binary collisions between solitons can lead to merger [ 203 ], which makes soliton atom

number Na > Nth much greater than the Townes threshold and induces collapse and rapid

atom loss. Soliton binary loss behavior can be effectively described by Ṅs/Ns = −Γsns, where

Ns is the number of solitons, ns = Ns/A is the surface density, and Γs is the 2D binary loss

coefficient as discussed in the main text. For total atom number loss dominated by soliton

binary collision loss, we should have Ṅ/N = −Γ2bodyn, where n is the atom number density.

We convert the soliton number into total atom number N using Ns = N/N̄a [ 185 ], [ 186 ]

and assuming N̄a is approximately constant over the experiment time. We find the simple
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relation Γs = Γ2bodyN̄a, relating the measured loss coefficient Γ2body to the binary collision

coefficient Γs.

E.3.2 Collision lifetime of solitons

Following the determination of universal collision dynamics, we also obtain the collision

lifetime of solitons right after the formation process near τ̃ ≈ τ̃c. We calculate the lifetime

∆τs = 1
Γsns

≈ mN̄a

ηπ~ni
≈ γ−1, where we have used ns = ni/N̄a, the measured universal threshold

N̄a|gf | = 6 (Fig.  4.1 ), and the measured constant η = 1.5 (Fig.  4.4 ).

E.4 Collapse and expansion dynamics of an unstable Townes soliton

This section is dedicated for gaining further information about the evolution of unstable

Townes solitons. We determine their collapse and expansion time scales by driving the atom

number more than three times away from the Townes threshold via a second interaction

quench.

E.4.1 Second interaction quench

We apply a second interaction quench after solitons form at a sufficiently long hold time

τ = 50 ms, hold for an additional time τ2, and perform imaging. In a quench path labeled

(i) in Fig.  E.2 (a) to a less attractive interaction, we induce immediate soliton expansion,

during which N̄a remains constant, as expected, but the number of solitons Ns observed

from the ensemble measurements greatly reduces; see Fig.  E.2 (c) and inset. For a reversed

quench path (ii) to a more attractive interaction, solitons collapse. In a short time scale

γ′−1 ∼ 20 ms corresponding to the interaction energy difference between the two quenches,

we observe rapid reductions in both σ and N̄a.

In the collapse dynamics, we tentatively attribute the atom number loss within a soliton

to few-body inelastic collisions that are primarily due to three-body recombination. However,

in Fig.  E.2 (c), we obtain an unphysical loss coefficient that is five orders of magnitude larger

than that measured in thermal samples [  169 ]. A rapid three-body loss rate was also reported

in the collapse within 1D solitons in a related experiment setting [ 185 ]. We believe that a
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more likely explanation for the rapid loss may be due to a combination of three-body loss

under higher local collapse density and collective matter-wave ejection out of the solitons

during the collapse [  172 ], [  217 ], [  307 ], [  308 ], which is challenging to detect given limited

image resolution and signal-to-noise. Interestingly, the collapse seemingly slows down as N̄a

drops to the new threshold value. We suspect either the atom loss has regulated the collapse,

perhaps due to collective wave emission, or solitons with initial Na close to the new threshold

survive. From the inset of Fig.  E.2 (c), the observed continuing decrease of soliton number

beyond τ2 ≥ 36 ms may hint more of the latter case.

In either quench paths (i) and (ii), soliton evolution is clearly visible within the interaction

time scale γ′−1. For the dynamics after just a single quench, such rapid evolutions in mean

atom number and soliton size are not observed. We therefore conclude that those surviving

solitons formed by MI in a single quench are quasi-stationary within our experiment time

< 200 ms as their norm are sufficiently close to the Townes threshold.

E.4.2 Fitting atom number loss during rapid soliton collapse

Following the second interaction quench in path (ii) as shown in Fig.  E.2 , mean atom

number in a soliton N̄a(τ2 = 0) exceeds the new Townes threshold by three-fold and solitons

begin to collapse. From the linear fit in Fig.  E.2 (b), we obtain an approximate linear time-

dependent size σ(τ2) = σ0 + σ̇τ2, where σ0 = 8.0 µm and σ̇ = −0.11 mm/s. Here we

consider a simple case where the atom number loss within a soliton is fully due to three-

body recombination. Because the vertical oscillator length lz = 208 nm far exceeds the

magnitude of the 3D scattering length |a| = 1.1 nm, we expect the three-body loss behavior

to be 3D in nature. To quantify the three-body loss rate, we develop a model that takes into

account the shrinking soliton size in the 2D plane, while assuming that the vertical wave

packet remains in the harmonic ground state. This is justified because the 2D density n

needs to increase by ∼ 170 times for the interaction energy to approach the vertical trap

vibrational energy. Such dramatic increase in 2D density is not observed in our images,
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where the soliton size remains larger than the image resolution during the time of collapse.

We therefore adopt the standard three-body recombination loss model

dN̄a

dτ2
= − L3

9
√

3π3σ(τ2)4l2z
N̄3

a , (E.17)

where L3 is the three-body loss coefficient and we have used a Gaussian form to approximate

the soliton 3D density profile. From the above equations and the approximate linear time-

dependence in σ, we derive an analytical formula

N̄a(τ2) = N̄a(0)√
1 + 2L3N̄a(0)2

27
√

3π3l2z |σ̇|

[
1

(σ0+σ̇τ2)3 − 1
σ3

0

] , (E.18)

where L3 is the fit parameter. This effective three-body loss model appears to fit our data

except beyond τ2 > 36 ms when the atom number reaches the new Townes threshold. The

fitted L3 = 1.1(1) × 10−23 cm6/s is nonetheless five orders of magnitude larger than that

measured in a thermal sample [  169 ], which we believe is not physical. To reconcile this

discrepancy may require a different collapse dynamics that, for example, creates three-body

loss under higher local collapse density beyond our image resolution and also rapidly ejects

atoms out of a collapsing soliton [ 172 ], [ 217 ], [ 307 ], [ 308 ].
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Figure E.2. Collapse and expansion dynamics following second interaction
quenches. (a) Path i (ii): expansion (collapse) dynamics is initiated in solitons
that are initially formed at gf1 = −0.027 (or gf2 = −0.008) followed by a
second quench to gf2 (or gf1). Single-shot sample images are recorded at
the indicated hold time τ2 after the second quench. (b-c) mean size σ and
atom number N̄a versus τ2 for paths i (blue squares) and ii (black circles),
respectively. In (b), solid lines are linear fits, giving a collapse (expansion)
rate σ̇/γ′ ≈ −1.8 µm (0.5 µm) normalized by the interaction energy unit
γ′ = ~n̄|gf2 − gf1|/m ≈ 55 s−1 and n̄ ≈ 6/µm2 is mean initial peak density. In
(c), blue dashed line marks the Townes threshold Nth = 5.85/|gf1|. Black solid
line is a guide to the eye, given by a tentative three-body loss fit (see text).
Inset shows the observed soliton number Ns from the ensemble measurements.
Shaded bands represent standard errors. Reprinted figure with permission
from [ 200 ], Copyright 2021 by APS.
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F. SUPPLEMENTAL MATERIAL FOR SCALE INVARIANT

TOWNES SOLITONS

F.1 Magnetic two-body interaction tuning

We tune the cesium scattering length by applying a uniform bias magnetic field perpen-

dicular to the x-y plane to access a magnetic Feshbach resonance [  59 ], [ 169 ]. We identify

zero scattering length at the magnetic field B = 17.120(6)G, by minimizing superfluid in-

situ size as well as the expansion rate in a 2D time-of-flight. We then adopt the formula

[ 169 ] a(B) = (1722 + 1.52B/G)
(
1 − ∆B

B/G−B0

)
for the scattering length conversion, where

∆B = 28.72 and B0 = −11.60 is adjusted to shift the zero-crossing to the measured value.

The interaction strength is determined as g =
√

8πa/lz, where lz = 184 nm is the vertical

harmonic oscillator length. The uncertainty (±δg) in g is primarily contributed by the un-

certainty in the magnetic field at the scattering length zero-crossing. Within the range of

our reported negative interaction strengths −0.0075 ≥ g ≥ −0.022, we have δg ≈ 0.0005.

While we have calibrated the coupling constant g with relatively small uncertainty near

zero-crossing, our measurement method does not distinguish a small offset contribution from

the magnetic dipole-dipole interaction (MDDI). The 2D superfluid samples adopted in this

calibration have in-situ widths of w > 7 µm much larger than the size lz = 184 nm along the

tightly confining axis. This large aspect ratio and our magnetic field orientation (perpen-

dicular to the 2D plane) makes the mean field effect of the MDDI effectively a contact-like

interaction, contributing to a shift in the calibrated coupling constant

g ≈ gc + 2gdd (F.1)

where gc is the bare coupling constant of the contact interaction and gdd ≈ 0.00087 is the

MDDI coupling constant of atomic cesium confined in the quasi-2D trap; see discussions

below.
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F.2 Scale-invariant 2D solitons

In the following sections, we evaluate the stationary 2D matter-wave density profile and

consider the presence of a MDDI. We start by considering the Gross-Pitaevskii equation

(GPE) with a coupling constant gc < 0 for the contact interaction potential. Due to strong

vertical confinement along the z-axis, the vibrational level spacing ~ωz � ~2

m
np|gc| is much

larger than the absolute value of the interaction energy, where np is the peak density, ~ the

reduced Planck constant, and m the atomic mass. The atomic wave function is frozen to the

harmonic ground state along the z-axis. Integrating out the z-dependence in the GPE and

assuming the wave function is isotropic in the x-y plane, we have

Hψ = − ~2

2m

(
d2ψ

dr2 + 1
r

dψ

dr

)
+ ~2gc

m
|ψ|2ψ = µψ , (F.2)

where ψ(r) = ψ(r) is the wave function that only has a radial dependence and n(r) = |ψ(r)|2

is the radial density profile. We rescale Eq. (  F.2 ) using

R =
√

|gc|n(0)r , (F.3)
ψ(r)√
n(0)

→ φ(R) , (F.4)

and arrive at a scale-invariant GPE

H̃φ = −1
2

(
d2φ

dR2 + 1
R

dφ

dR

)
− |φ|2φ = µ̃φ . (F.5)

The above equation can be numerically solved. The solution gives a chemical potential

µ̃ = µ̃ts = −0.205 . (F.6)

We call the resulting scale-invariant solution, |φts(R)|2, the Townes profile. Assigning a peak

density np = n(0) and a coupling constant gc, a Townes soliton must have the density profile

n(r) = np

∣∣∣∣φts

(√
np|gc|r

)∣∣∣∣2 . (F.7)

174



F.3 Effect of the MDDI on 2D scale invariance

We now consider the impact on scale invariance with the addition of an MDDI term in

the GPE

Hdd =
∫
dr′Vdd(r − r′)|ψ(r′)|2 , (F.8)

where Vdd(r, θ) = µ0µ2

4π
(1 − 3 cos2 θ)/r3 is the magnetic dipole-dipole potential, µ0 is the

vacuum permeability, µ ≈ 0.75µB is the magnetic moment of cesium near scattering length

zero-crossing, and µB is the Bohr magneton. The above convolution integral can be expressed

in the Fourier space, where the kz dependence can be integrated out. We have

Hdd = ~2gdd

m

∫ dk
(2π)2 eikr cos θkhdd

(
klz√

2

)
n(k) , (F.9)

where

gdd = m

~2
µ0µ

2

3
√

2πlz
(F.10)

is the 2D MDDI coupling strength and n(k) is the 2D Fourier transform of the density profile

|ψ(r)|2. The MDDI function reads [  201 ], [ 226 ]

hdd(x) = (3 cos2 α− 1) + 3
√

πxex2efrc (x)
(
sin2 α cos2 θk − cos2 α

)
, (F.11)

where efrc(x) is the complementary error function and α is the angle between the spin axis

and the tight-confining z-axis. In our experimental setup, α = 0 and hdd simplifies to

hdd

(
klz√

2

)
= 2 − 3

√
π

(
klz√

2

)
ek2l2z/2efrc

(
klz√

2

)
. (F.12)

We now express the full 2D Hamiltonian in the rescaled unit according to Eq. ( F.4 )

(
H̃ + H̃dd

)
φ = −1

2

(
d2φ

dR2 + 1
R

dφ

dR

)
−|φ|2φ+gdd

|gc|

∫ dk
(2π)2 eikR cos θkhdd

√np|gc|
2 klz

 ñ(k)φ = µ̃φ ,

(F.13)

where ñ(k) is the dimensionless 2D Fourier transform of the rescaled density profile |φ(R)|2.
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F.3.1 Scale invariance in deep 2D limit

We first consider the deep 2D limit with small lz � w, where w is the characteristic

horizontal size of the sample, and
√
np|gc|lz � 1. In this case, ñ(k) is non-vanishing only

when k . O(2π/w
√
np|gc|), where hdd(

√
np|gc|

2 klz) = 2 remains a constant. The MDDI

Hamiltoanian in Eq. ( F.13 ) thus gives

H̃dd = 2gdd

|gc|
|φ|2 , (F.14)

which carries the same form of a contact interaction term. Equation ( F.13 ) can thus be

recast into the exact same form of Eq. ( F.5 ) by rescaling using

R =
√
np|g|r , (F.15)

where the bare coupling constant in Eq. ( F.3 ) is replaces by

g = gc + 2gdd . (F.16)

The stationary solution of a 2D matter-wave with g < 0 remains to be that of a scale-

invariant Townes profile. The solution has a chemical potential µ̃ that relates to the solution

µ̃ts of Eq. ( F.5 ) as

µ̃ = g

gc

µ̃ts . (F.17)

F.4 Quasi-scale invariance

In the present experiment, we have 0.02 .
√
ng|g|lz . 0.15 and w & 2 µm> lz ap-

proximating the 2D limit. Here, we numerically confirm an effective scale-invariant scaling

behavior (quasi-scale invariance) for stationary states realized in our experiment. To see

if the scaling behavior is effectively preserved, we numerically solve for the soliton density

profiles by finding the solutions to the integro-differential Eq. ( F.13 ). Firstly, we obtain
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Figure F.1. Quasi-scale invariance in quasi-2D matter-wave solitons with
the MDDI. (a) Scaled density profiles |φ(R)|2 evaluated using the full Hamil-
tonian Eq. ( F.13 ) with lz = 184 nm, bare coupling constants gc = −0.009
(red curves), −0.025 (black curves), and with peak densities np = 1/µm2

(solid), 10/µm2 (dashed), and 30/µm2 (dotted), respectively. Blue curve
shows the Townes profile |φts(R)|2 without the MDDI. Inset plots the dif-
ference |φ(R)|2 − |φts(R)|2. (b) Filled symbols show the deviation of geff
from the bare coupling constant gc, normalized by gdd. Dashed line marks
the 2D limit (g − gc = 2gdd); geff is evaluated using gc = −0.009 (circles),
−0.012 (down triangles), −0.015 (up triangles), −0.018 (left triangles), −0.02
(pentagons), and −0.025 (squares), respectively, and at various peak densities
np = 0.1/µm2 ∼ 50/µm2 (dark to light gray). (c) Density profiles |φ(R)|2 as
in (a), but with the radial coordinate rescaled using g = gc + 2gdd and plotted
in linear scale. Reprinted figure with permission from [ 218 ], Copyright 2021
by APS.

the chemical potential µ̃ and define the effective 2D coupling constant following the relation

Eq. ( F.17 ):

geff = µ̃

µ̃ts
gc . (F.18)

which should approach g = gc + 2gdd in the 2D limit. We then rescale the radial coordinate

of the stationary density profile according to Eq. ( F.15 ) using the effective coupling constant

geff . Figure  F.1 (a) plots the rescaled profiles |φ(R)|2 evaluated at various (np, gc) around

and beyond our experiment parameters. Indeed, the stationary profiles collapse very well

to the universal Townes profile, with much less than < 2% deviation (relative to the peak

density) over the entire density profile. In Fig.  F.1 (b), we calculate the shift in geff relative

to the bare coupling constant gc. The shift approaches the 2D limit (2gdd) quite well,
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even after we increase the interaction parameter np|gc| by three orders of magnitude from

np|gc| = 10−3/µm2 up to np|gc| = 1/µm2, where only a small deviation ∆g ≈ 0.25gdd ≈

0.00022 � geff occurs. In Fig.  F.1 (c), we plot the same density profiles |φ(R)|2 but with

the radial coordinate R rescaled using g = gc + 2gdd, as this should be closer to the scaling

performed in our experiment (see Fig.  5.4 and discussion in Sec.  F.1 ). The Townes profile

remains to be an excellent universal description for the rescaled density profiles.
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G. SUPPLEMENTARY MATERIAL FOR QUASIPARTICLE

PAIR-PRODUCTION AND QUANTUM ENTANGLEMENT

G.1 Calibration of the density noise power spectrum

It is known that the presence of image aberration can alter an imaging system’s re-

sponse to density fluctuations and correlations. In this section, we describe a procedure

that calibrates and removes the effect of image aberrations in the measured density noise

power spectrum. For detailed technical discussions, see also Ref. [  221 ]. In brief, a recorded

atomic density distribution nexp(r) through an imaging apparatus is the measurement of a

real atomic density distribution n(r) convoluted with the point spread function P (r) of the

imaging system,

nexp(r) =
∫
dr′n(r)P (r − r′) . (G.1)

By the convolution theorem, the Fourier transform of the density image is simply

nexp(k) = nkP (k) , (G.2)

which is the product of nk, the density distribution in Fourier space, and the optical transfer

function P (k), defined as the Fourier transform of the point spread function. The same

relation holds for the measured density noise δnexp(k) = δnkP (k).

Through the above relationship, the density noise power spectrum S(k) ≡ 〈|δnk〉|2/N

can be obtained through dividing the image noise power spectrum 〈|δnexp(k)|2〉 by |P (k)|2.

Here, N is total atom number and 〈· · · 〉 denotes ensemble averaging. Clearly, S(k) can only

be measured with nonzero |P (k)|2. For an ideal, non-aberrated imaging system, |P (k)|2 = 1

for all k = |k| within the resolution limit; with image aberration, |P (k)|2 ≤ 1 will be

non-uniform and needs calibration.

For our superfluid samples, we expect S(k) to be isotropic in the 2D Fourier space.

Thus, we can find similar relation between the power spectrum and |P (k)|2 under azimuthal

averaging,

S(k) = 〈|δnexp(k)|2〉
NM2(k) , (G.3)
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where 〈|δnexp(k)|2〉 is an azimuthally averaged spectrum at wavenumber k and M2(k) ≡∫
|P (k)|2dθk. We note that the equation holds within the resolution limit k < min(2πN.A./λ, 2π/l)

where M2(k) 6= 0. Here N.A. is the effective numerical aperture, λ is the wavelength

of imaging light, and l is the image pixel size (in the atom plane). In our experiment,

(N.A., λ, l) ≈ (0.35, 852 nm, 0.48 µm) and the resolution is limited by finite numerical aper-

ture. Once M2(k) is calibrated, the effect of aberration can be removed from the measure-

ment using Eq. ( G.3 ).

We calibrate M2(k) by measuring the density noise power spectra, 〈|δnexp(k)|2〉th, of

non-interacting thermal gases. With a sufficiently high temperature T , the density noise

power spectrum for an ideal thermal gas, Sth(k), is known from a two-point correlation

calculation [ 128 ]; Sth(k) = 1+
∫

|g1(z, e−πr2/λ2
dB)|2e−ik·rdr/g1(z, 1)λ2

dB would be approximately

constant up to a spatial frequency k ∼ λ−1
dB, where λdB is the thermal de Broglie wavelength,

z = eµ/kBT is the fugacity, µ is the chemical potential, kB is Boltzmann constant, and

gγ(x, y) = ∑∞
k=1 x

ky1/k/kγ is the generalized Bose function. Within our resolution limit, a

thermal gas essentially serves as a convenient source of atomic white noise, allowing us to

calibrate M2(k) in a broad spatial frequency range.

To prepare for a thermal gas confined in the box potential, we first load a 2D superfluid

sample using the standard loading procedure as described in [  200 ]. We then quench the

scattering length to a large and negative value at a ≈ −300 a0, where a0 is the Bohr radius,

and hold for > 100 ms. During this time, the 2D sample suffers three-body recombination

loss and heating, with N ≈ 7, 000 atoms remaining in the box and at a temperature up

to T = 170 ± 15 nK independently measured in time-of-flight measurements. We record

the density fluctuations by quenching the scattering length back to a nearly non-interacting

value followed by in situ absorption imaging. In our thermal samples, λdB < 0.5 µm is much

smaller than the image resolution. The expected Sth(k) ≈ Sth(0) ≈ 1.75 is nearly a constant,

with . 3 % decay for k . 2.6/µm. The normalized thermal noise power spectrum could

thus give us an experimentally calibrated image response function

M2(k) = 〈|δnexp(k)|2〉th

NSth(k) ≈ 〈|δnexp(k)|2〉th

〈|δnexp(0)|2〉th
. (G.4)
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Since we treat Sth(k) as a constant in the calibration Eq. (  G.4 ), a small underestimation of

M2(k) by . 3% may be present near large k ∼ 2.6/µm. This suggests we could overestimate

S(k) by . 3% in later analyses.

0 1 2 3
k (µm−1)

0.0

0.5

1.0
M

2
(k

)

Figure G.1. Calibration of the imaging response function M2(k) using the
measured thermal density noise power spectrum 〈|δnexp(k)|2〉th normalized by
its asymptotic peak value. Solid curve is a theory fit M2

fit(k). Vertical dotted
line marks the boundary of k . 2.4/µm for entanglement analyses, where
M2(k) & 0.25. Reprinted figure with permission from [  261 ], Copyright 2021
by APS.

In Fig.  G.1 , we plot the measurement of 〈|δnexp(k)|2〉th normalized by the asymptotic

peak value 〈|δnexp(k0)|2〉th ≈ 1.8 at k0 → 0. By Eq. ( G.4 ), this gives us experimentally

calibrated M2(k). The response of our imaging system is smooth and finite until reaching

the resolution limit k ≈ 2.6/µm. Our M2(k) measurement result can also be well fitted by

an analytical model based on standard aberration theory [ 221 ],

M2
fit(k) = A2(k)

2

∞∑
n=−∞

J2
n(ηk2) + Jn(ηk2)J−n(ηk2) cos(2W (k)) . (G.5)

where A(k) = H(1 − k/kmax)e−ζk4 models the transmittance function of imaging optics that

terminates at k = kmax = 2πN.A./λ, H(x) is the Heaviside step function, Jn(x) is the n-

th order Bessel function of the first kind, and η is a coefficient of astigmatism; M2
fit(k) is

evaluated by assuming simple aberration terms in the exit pupil function of the imaging
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system, p(k, θk) = A(k) exp [iηk2 cos 2θk + iW (k)], where the phase term W (k) = δ + fk2 +

Rk4 is parameterized by the coefficients of laser detuning (δ), defocus (f), and spherical

aberration (R), respectively.

All the measured power spectra S(k) are evaluated using Eq. (  G.3 ) with experimentally

calibrated M2(k) as shown in Fig.  G.1 . The power spectra S(k) are presented within the

range k . 2.4/µm, where M2(k) & 0.25 is sufficiently sensitive to density fluctuations and

correlations in a 2D sample.

Figure G.2. Experimental density noise power spectrum of a 2D thermal
gas with the new microscope objective (N.A. = 0.6). The dark ring shows the
optical aberration of the microscope objective, dominated by the unexpected
spherical aberration. This spherical aberration may be from viewport of the
reflective optical element along the imaging path, it can be compensated using
phase plates.

G.2 Separability criterion

In this section, we adapt the separability criterion for continuous variables obtained in

Refs. [ 263 ], [  264 ] to the case of counterpropagating quasiparticles in a superfluid and express

the result in terms of the density noise power spectrum. The form of the criterion that we
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use applies to the total variance of two commuting Hermitian operators û and v̂ built out

of the quadratures (coordinates and momenta) corresponding to two degrees of freedom. In

our case, a natural choice is

û = x̂1 + x̂2

v̂ = p̂1 − p̂2,

where the subscripts refer to two counterpropagating modes:

x̂1 = 1√
2

(α̂k + α̂†
k)

x̂2 = 1√
2

(α̂−k + α̂†
−k)

p̂1 = i√
2

(α̂†
k − α̂k)

p̂2 = i√
2

(α̂†
−k − α̂−k),

and α̂†
k, α̂k as the quasiparticle creation and annihilation operators. We consider states that

are on average uniform; in that case, the expectation values of û and v̂ are zero, and their

variances are simply 〈û2〉 and 〈v̂2〉. The total variance is

〈û2〉 + 〈v̂2〉 = 2〈α̂kα̂−k + α̂kα̂
†
k + α̂†

−kα̂−k + α̂†
−kα̂

†
k〉. (G.6)

For a separable state of quasiparticles with momenta k and −k, by the theorem proven in

[ 263 ], [ 264 ], the total variance satisfies the following inequality:

[〈û2〉 + 〈v̂2〉]sep ≥ 2. (G.7)

For example, in a thermal state of α̂±k, α̂†
±k, such as expected to result when a quenched

superfluid has fully equilibrated, we have

[〈û2〉 + 〈v̂2〉]therm = 2(〈α̂kα̂
†
k〉 + 〈α̂†

−kα̂−k〉) = 2(2nB + 1) > 2,
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satisfying the separability criterion. Here nB > 0 is the Bose-Einstein distribution.

We now express the separability criterion Eq. (  G.7 ) in terms of the density noise power

spectrum S(k). The density noise is calculated as δn(x, t) = n(x, t) − n̄ at an arbitrary time

t, where n̄ is the average density of the superfluid, assumed uniform and time-independent.

We define the Fourier components n̂k of the density noise operator as follows:

δn̂(x, t) = 1
V

∑
k 6=0

n̂k(t)eik·x, (G.8)

where V is the volume of the gas. Note that we denote the noise operator n̂k here in place of

δn̂k appeared in the main text. The Bogoliubov transformation expresses n̂k at an arbitrary

moment of time in terms of the quasiparticle operators:

n̂k =
√
NCk(α̂k + α̂†

−k), (G.9)

where N = n̄V is the total particle number, assumed to be largely accounted for by ground

state atoms, Ck = εk/ε(k), ε(k) =
√
ε2

k + 2~2

m
n̄gεk is the Bogoliubov energy (at the interaction

g ≥ 0 when the measurement takes place), εk = ~2|k|2
2m

is the single particle energy, and m is

the atomic mass.

Using Eq. ( G.9 ), we can relate the density noise power spectrum to the variance (  G.6 ):

S(k) = 〈n̂†
kn̂k〉
N

= Ck

2
[
〈u2〉 + 〈v2〉

]
. (G.10)

Thus, a necessary condition for separability is

S(k) = 〈n̂†
kn̂k〉sep

N
≥ Ck, (G.11)

where we have applied the inequality ( G.7 ).
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