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ABSTRACT

Deep learning models have become the de-facto solution in various fields like computer
vision, natural language processing, robotics, drug discovery, and many others. The skyrock-
eting performance and success of multi-layer neural networks comes at a significant power
and energy cost. Thus, there is a need to rethink the current trajectory and explore different
computing frameworks. One such option is spiking neural networks (SNNs) that is inspired
from the spike-based processing observed in biological brains. SNNs operating with binary
signals (or spikes), can potentially be an energy-efficient alternative to the power-hungry
analog neural networks (ANNs) that operate on real-valued analog signals. The binary
all-or-nothing spike-based communication in SNNs implemented on event-driven hardware
offers a low-power alternative to ANNs. A spike is a Delta function with magnitude 1. With
all its appeal for low power, training SNNs efficiently for high accuracy remains an active
area of research. The existing ANN training methodologies when applied to SNNs, results in
networks that have very high latency. Supervised training of SNNs with spikes is challenging
(due to discontinuous gradients) and resource-intensive (time, compute, and memory).Thus,
we propose compression methods, training methodologies, learning rules

First, we propose compression techniques for SNNs based on unsupervised spike timing
dependent plasticity (STDP) model. We present a sparse SNN topology where non-critical
connections are pruned to reduce the network size and the remaining critical synapses are
weight quantized to accommodate for limited conductance levels in emerging in-memory
computing hardware . Pruning is based on the power law weight-dependent STDP model;
synapses between pre- and post-neuron with high spike correlation are retained, whereas
synapses with low correlation or uncorrelated spiking activity are pruned. The process of
pruning non-critical connections and quantizing the weights of critical synapses is performed
at regular intervals during training.

Second, we propose a multimodal SNN that combines two modalities (image and audio).
The two unimodal ensembles are connected with cross-modal connections and the entire net-
work is trained with unsupervised learning. The network receives inputs in both modalities

for the same class and predicts the class label. The excitatory connections in the unimodal
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ensemble and the cross-modal connections are trained with STDP. The cross-modal con-
nections capture the correlation between neurons of different modalities. The multimodal
network learns features of both modalities and improves the classification accuracy com-
pared to unimodal topology, even when one of the modality is distorted by noise. The
cross-modal connections are only excitatory and do not inhibit the normal activity of the
unimodal ensembles.

Third, we explore supervised learning methods for SNNs.Many works have shown that an
SNN for inference can be formed by copying the weights from a trained ANN and setting the
firing threshold for each layer as the maximum input received in that layer. These type of
converted SNNs require a large number of time steps to achieve competitive accuracy which
diminishes the energy savings. The number of time steps can be reduced by training SNNs
with spike-based backpropagation from scratch, but that is computationally expensive and
slow. To address these challenges, we present a computationally-efficient training technique
for deep SNNs. We propose a hybrid training methodology: 1) take a converted SNN and
use its weights and thresholds as an initialization step for spike-based backpropagation, and
2) perform incremental spike-timing dependent backpropagation (STDB) on this carefully
initialized network to obtain an SNN that converges within few epochs and requires fewer
time steps for input processing. STDB is performed with a novel surrogate gradient function
defined using neuron’s spike time. The weight update is proportional to the difference in spike
timing between the current time step and the most recent time step the neuron generated
an output spike.

Fourth, we present techniques to further reduce the inference latency in SNNs. SNNs
suffer from high inference latency, resulting from inefficient input encoding, and sub-optimal
settings of the neuron parameters (firing threshold, and membrane leak). We propose DIET-
SNN, a low-latency deep spiking network that is trained with gradient descent to optimize
the membrane leak and the firing threshold along with other network parameters (weights).
The membrane leak and threshold for each layer of the SNN are optimized with end-to-
end backpropagation to achieve competitive accuracy at reduced latency. The analog pixel
values of an image are directly applied to the input layer of DIET-SNN without the need to

convert to spike-train. The first convolutional layer is trained to convert inputs into spikes
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where leaky-integrate-and-fire (LIF) neurons integrate the weighted inputs and generate
an output spike when the membrane potential crosses the trained firing threshold. The
trained membrane leak controls the flow of input information and attenuates irrelevant inputs
to increase the activation sparsity in the convolutional and dense layers of the network.
The reduced latency combined with high activation sparsity provides large improvements in
computational efficiency.

Finally, we explore the application of SNNs in sequential learning tasks. We propose
LITE-SNN, a lightweight SNN suitable for sequential learning tasks on data from dynamic
vision sensors (DVS) and natural language processing (NLP). In general sequential data is
processed with complex recurrent neural networks (like long short-term memory (LSTM),
and gated recurrent unit (GRU)) with explicit feedback connections and internal states to
handle the long-term dependencies. Whereas neuron models in SNNs - integrate-and-fire (IF)
or leaky-integrate-and-fire (LIF) - have implicit feedback in their internal state (membrane
potential) by design and can be leveraged for sequential tasks. The membrane potential in
the IF/LIF neuron integrates the incoming current and outputs an event (or spike) when
the potential crosses a threshold value. Since SNNs compute with highly sparse spike-based
spatio-temporal data, the energy/inference is lower than LSTMs/GRUs. SNNs also have
fewer parameters than LSTM/GRU resulting in smaller models and faster inference. We
observe the problem of vanishing gradients in vanilla SNNs for longer sequences and imple-
ment a convolutional SNN with attention layers to perform sequence-to-sequence learning
tasks. The inherent recurrence in SNNs, in addition to the fully parallelized convolutional
operations, provides an additional mechanism to model sequential dependencies and leads

to better accuracy than convolutional neural networks with ReLLU activations.
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1. INTRODUCTION

Building machines having brain-like capabilities has been a persistent dream of computer
scientists. With recent advancements in artificial intelligence, especially deep artificial neural
networks (ANNS), today’s computers achieve superhuman performance in several cognitive
tasks — for example AlphaGo beating the Go master in 2016. However, the unprecedented
success of deep ANNs is accompanied by significant power and energy cost [1], [2]. While
the human brain’s energy budget is considered ~20W, including simultaneous recognition,
reasoning and control [3], conventional computing systems consume an order of magnitude
higher power for classification alone. This remarkable ability of the human brain has lead re-
searchers to seek inspiration from neuroscience for building neuromorphic computing systems
[4] that can operate with brain-like efficiency, especially for battery-operated and resource-
constrained edge devices. Among other things, the efficiency of biological systems is at-
tributed to highly parallel, sparse, and event-driven computations. Spiking neural networks
(SNNs) operating on sparse binary signals (‘spikes’) in an event-driven manner implemented
on neuromorphic hardware can potentially address the energy problem in ANNs. The spike-
based computation in SNNs replaces the energy intensive multiply-and-accumulate operation
(required in ANNs) with simple additions. With all its appeal for energy efficiency, the suc-
cess of SNNs was delayed due to the lack of accurate training methods. In recent years,
SNNs trained with conversion and gradient-based learning algorithms have achieved similar
inference accuracy as ANNs for complex image classification tasks [5], [6].

While the event-driven nature of SNNs offers a promising route for achieving lower energy
and power consumption for intelligent hardware, it also poses a critical limitation on their
learning capability. Integrating temporally-encoded statistics of spiking neurons/synapses
with standard gradient-descent based learning algorithms (catered for ANNs which do not
encode information in time) presents several challenges [7]. Tt is difficult to train the layers of
a deep SNN architecture globally in an end-to-end manner [8]. Bio-plausible unsupervised [9]
and supervised [10] learning have been explored as a viable solution which allows localized
learning, and has proven to be computationally more efficient than backpropagation based

algorithms. There has also been a significant thrust towards developing scalable gradient
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based algorithms which can be adapted to event-driven, sparse activity in SNNs [11], [12].
Overall, these algorithmic drives promises to scale up the performance of SNNs to levels

currently offered by ANNs, while preserving the benefits of sparse event-based computations.
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2. STDP BASED PRUNING OF CONNECTIONS AND
WEIGHT QUANTIZATION IN SPIKING NEURAL
NETWORKS FOR ENERGY-EFFICIENT RECOGNITION

2.1 Introduction

Human brain consisting of 20 billion neurons and 200 trillion synapses is by far the most
energy-efficient neuromorphic system with cognitive intelligence. The human brain consumes
only ~20W of power which is nine orders of magnitude lower compared to a computer
simulating human brain activity in real time [13]. This had led to the inspiration and
development of Spiking Neural Networks (SNNs) which tries to mimic the behavior of human
brain and process inputs in real time [14]. SNNs may provide an energy-efficient solution
to perform neural computing. However, recent works have shown that to get reasonable
accuracy compared to non-spiking Artificial Neural Networks (nANNSs), the complexity and
size of SNNs is enormous. In [15] to improve the classification accuracy for MNIST dataset by
12%, the number of neurons in 2-layer SNN had to be increased by 64X. The authors in [16]
achieved an average accuracy of 98.6% for MNIST dataset with two hidden layers consisting
of 800 neurons in each layer. The quest of making SNNs larger and deeper for higher accuracy

have compromised their energy efficiency and introduced challenges as mentioned below:

1. Large SNNs implemented on emerging memristive crossbar structures [17]-[19] are
limited by the crossbar size. Large crossbars suffer from supply voltage degradation,

noise generated from process variations, and sneak paths [20], [21].

2. SNNs with numerous synapses involve higher number of computations making them

slower and energy inefficient.

SNNs are driven by the synaptic events and the total computation, memory, commu-
nication, power, area, and speed scale with the number of synapses [14]. We propose a
pruned and weight quantized SNN topology with self-taught Spike Timing Dependent Plas-
ticity (STDP) based learning. STDP, in turn, is also used to classify synapses as critical
and non-critical. The non-critical synapses are pruned from the network, whereas the crit-

ical synapses are retained and weight quantized. Such pruning of connections and weight
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quantization can lead to their efficient implementations in emerging cross-bar arrays such
as resistive random access memories (R-RAMs) [22], [23], magnetic tunnel junctions [24], or
domain-wall motion based magnetic devices [25]. Such cross-bars, even though suitable for
implementing efficient dot-products required for neural computing, are constrained in size,
because of non-idealities such as sneak paths, weight quantization, and parameter variations
[20], [21]. The resulting sparse SNN can achieve 2 — 3X improvement in energy, 2 — 4X in
area and 2 — 3X in testing speed.

Synaptic pruning is commonly observed during the development of human brain. The
elimination of synapses begins at the age of two and continues till adulthood, when synaptic
density stabilizes and is maintained until old age [26]. From hardware implementation of
neural networks, synapses are a costly resource and needs to be efficiently utilized for energy
efficient learning. If synapses or connections are properly pruned, the performance decrease
due to synaptic deletion is small compared to the energy savings [27]. This has motivated
researchers to apply the technique of pruning [28], and weight quantization [29] to compress
nANNs. Pruning and quantization performed on state-of-the-art network AlexNet trained
for ImageNet dataset provided 7X benefit in energy efficiency along with 35X reduction in
synaptic weight storage without any loss of accuracy [29]. The authors in [28] prune the
connections of an nANN trained using backpropagation based on the Hessian of the loss
function. The number of parameters were reduced by a factor of two while maintaining the
same test accuracy. The supervised learning algorithm in [30] pruned the hidden layer neu-
rons with low dominance to reduce network size. The network achieved similar performance
with 4X less parameters for Fisher Iris problem compared to other spiking networks. The
idea of pruning is based on identifying parameters with small saliency, whose deletion will
have minimal effect on the error. These networks were trained with supervised learning al-
gorithms, but in SNNs with unsupervised training it is difficult to calculate such parameters
since there is no such defined error function. In real world, obtaining unlabeled images for
unsupervised learning is much easier than gathering labeled images for supervised learning.
The authors in [31] designed a SNN with synapses characterized by activation levels. The
activation level of a synapse changed according to the timing of the pre- and post-synaptic

activity. The synapses with the lowest activation level after the network had stabilized were
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Figure 2.1. Leaky-Integrate-and-Fire (LIF) model of a single neuron’s mem-
brane potential dynamics in response to input spikes in SNN.

pruned to reduce network size. The process of pruning is applied only at the end and the
remaining active synapses represent a small percentage of the overall connections. The nov-
elty of our approach lies in self-taught STDP based weight pruning where the connections to
be pruned are decided based on their weights learned by the unsupervised STDP algorithm.
Connections having STDP weights above a threshold are considered critical while others
are temporarily pruned. The threshold is fixed before training and is referred as pruning
threshold. The critical connections are weight quantized to further reduce network complex-
ity. The resulting compressed topology is energy-efficient while maintaining accuracy and
alleviates the issues that constrain the scalability of crossbar structure, leading to robust

design of neuromorphic systems. The main contributions of the work are mentioned below:

1. Online pruning based on the implicit correlation in neuronal activity resulting in a

structured pruning methodology compared to simple thresholding.

2. Pruning the connections at regular intervals during training instead of just at the end

to improve the training time.

3. The connections are pruned temporarily until the end of training to adapt to new train-
ing data. The low dominance connections are classified as non-critical and they become

critical if new training data is introduced, therefore making the network scalable.
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Figure 2.2. SNN topology with lateral inhibition. Input to excitatory is fully
connected which is later pruned. Excitatory to inhibitory is one-to-one con-
nected, whereas inhibitory is backward connected to all the excitatory except
the one it receives the connection from. Pruning is performed only on the input
to excitatory connections.

4. The quantization process is controlled by the underlying device technology implement-
ing the synapse. The number of quantization levels depends on the available conduc-

tance states in the cross-bar arrays.

The rest of the chapter is organized as follows. Section 2.2 provides background informa-
tion on the neuron and the synapse models and the STDP learning algorithm employed in
this work. The network topology and the training and testing schemes are also briefly dis-
cussed. Section 2.3 presents the proposed compression techniques; STDP based pruning and
weight quantization and sharing. The experiments on the proposed topology are presented
in Section 2.4. The results of the experiments are analyzed in Section 2.5. Conclusions
are drawn in Section 2.6. Section 2.7 discusses the implication of pruning threshold on the

trade-off between accuracy and network size.
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2.2 Background

2.2.1 Neuron & Synapse Model and STDP Learning

We employ the Leaky-Integrate-and-Fire (LIF) model [15] to simulate the membrane
potential dynamics of a neuron in our spiking network model. Fig. 2.1 shows the change in
membrane potential of a single post-neuron in response to input spikes (blue arrows) from
pre-neurons. The membrane potential increases at the onset of a spike and exponentially
decays towards rest potential in the absence of spiking activity. The post-neuron fires or
emits a spike when its potential crosses the threshold and immediately its potential is set to a
reset value. After firing the post-neuron goes into a period of inactivity known as refractory
period during which it is abstained from spiking, irrespective of input activity as shown in
Fig. 2.1.

The connection between two neurons is termed a synapse and is modeled by the conduc-
tance change which is modulated by the synaptic weight (w). The synaptic weight between
a pair of neurons increases (decreases) if the post-neuron fires after (before) the pre-neuron
has fired. This phenomenon of synaptic plasticity where the weight change is dependent on
the inter spike timing of pre- and post-neuron is termed STDP. We adopt the power law
weight-dependent STDP model, where the weight change is exponentially dependent on the
spike timing difference of the pre- and post-neuron (t,.. —t,0st) as well as the previous weight

value [15].

2.2.2 Network Topology

The SNN topology for this work is shown in Fig. 2.2. It consists of input layer followed
by excitatory and inhibitory layer. The input layer is fully connected to the excitatory layer,
which in turn is one-to-one connected to the inhibitory layer. The number of neurons in the
excitatory layer are varied to achieve better accuracy, whereas the number of neurons in the
inhibitory layer is the same as the number in the excitatory layer. Each inhibitory neuron is
backward connected to all the excitatory neurons except for the one from which it receives

a connection from. Thus, the inhibitory layer provides lateral inhibition which discourages
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simultaneous firing of multiple excitatory neurons and promotes competition among them
to learn different input features. The process of pruning and weight quantization is applied
to the excitatory synapses to obtain the compressed topology as shown in Fig. 2.2. The
fully connected topology serves as the baseline design and we compare the results of the
compressed design with baseline.

To ensure similar firing rates for all neurons in the excitatory layer we employ an adap-
tive membrane threshold mechanism called homoeostasis [15]. The threshold potential is
expressed as Vipresn = Vi + 0, where V; is a constant and 6 is changed dynamically. 6 in-
creases every time a neuron fires and decays exponentially. If a neuron fires more often,
then its threshold potential increases and it requires more inputs to fire again. This ensures
that all neurons in the excitatory layer learn unique features and avoids few neurons from

dominating the response pattern.

2.2.3 Training & Testing

The connections from input to excitatory layer are trained using the STDP weight update
rule to classify an input pattern. The training is unsupervised as we do not use any labels
to update the weights. The weight update is given by the formula described in section 2.3.1.
The input image is converted into a Poisson spike train based on individual pixel intensities.
The excitatory neurons are assigned a class/label based on their average spiking activity
over all the images. During testing, the class prediction is inferred by averaging the response
of all excitatory neurons per input. The class represented by the neurons with the highest
spiking rate is predicted as the image label. The prediction is correct if the actual label

matches the one predicted by the SNN. This is similar to the approach followed in [15].

2.3 Compression Techniques

In this section, we describe the two compression techniques (pruning and weight quan-
tization) employed in this work to convert the 2-layer fully connected SNN into a compact

and sparse topology for digit and image recognition.
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Figure 2.3. Change in synaptic weight based on temporal correlation in pre-
and post-synaptic spikes. (n = 0.002,7 = 20ms, of fset = 0.4, Wpee = 1,w =
0.5, 4 =0.9)

2.3.1 STDP Based Pruning

Spike Timing Dependent Plasticity (STDP) is widely used as an unsupervised Hebbian
training algorithm for SNNs. STDP postulates that the strength of the synapse is dependent
on the spike timing difference of the pre- and post-neuron. The power law weight update for
an individual synapse is calculated as

tpre _tpost

Aw:nx[e( T )—offset]x[wmax—w]”

where Aw is the change in weight, 7 is the learning rate, ¢,,.. and ¢,,s are the time instant of
pre- and post-synaptic spikes, 7 is the time constant, of fset is a constant used for depres-
SioN, Wype, 18 the maximum constrained imposed on the synaptic weight, w is the previous
weight value, p is a constant which governs the exponential dependence on previous weight
value. The weight update is positive (potentiation) if the post-neuron spikes immediately
after the pre-neuron and negative (depression) if the spikes are far apart (Fig. 2.3). We
employ STDP to train the excitatory synapses as well as to classify them as critical or non-
critical. The synapses whose weights do not increase for a set of inputs are likely to have

not contributed towards learning and thus can be potential candidates for deletion. On the
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Figure 2.4. Flowchart of the proposed algorithm for compressing SNN using
pruning and weight quantization.

other hand, synapses with higher weights have most likely learned the input pattern and can
be classified as critical (provided they were initialized with small weights). The characteris-
tic features of the input is captured in connections with higher weights and are critical for
correct classification. Thus, synapses with STDP trained weights (w + Aw) above pruning
threshold are considered critical and all other synapses are marked as non-critical. The pro-

cess of pruning and training is performed repeatedly by dividing the entire training set into
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Figure 2.5. Rearranged weights of the connections from input to excitatory
for (a) MNIST baseline; (b) MNIST pruning; (¢) MNIST pruning and quan-
tization; (d) Caltech 101 baseline; (e) Caltech 101 pruning; (f) Caltech 101
pruning and quantization.

multiple batches. After each batch the weights of all non-critical synapses are reduced to
zero (they still remain in the network) and the network is trained with the next batch. The
synapses with zero weight continue to participate in training, thus a non-critical synapse
may become critical for different inputs. The process of reducing the weight to zero instead
of eliminating the connection is essential for the network to learn the representation of inputs
which appear in latter batches. The elimination of synapses will either make the network
not learn the new representations or force the network to forget previous representations in
order to learn new inputs. The process of retaining non-critical synapses with zero weight
makes the network scalable. In the final training step when all the training images have been
presented to the network any remaining non-critical connections are permanently removed

from the network. The training starts with a fully connected network and the number of
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critical connections gradually decrease over time. At the end of training only the critical

connections capturing the characteristic features of the inputs remain.
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Figure 2.6. Variation in network connectivity with pruning threshold for (a)
MNIST; (b) Caltech 101. Classification accuracy for different network con-
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2.3.2 Weight Sharing and Quantization

The process of pruning reduces the overall connectivity, but as mentioned in Section 2.1,

SNNs with continuous weight values are difficult to implement in crossbar structures due
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(a) MNIST; and (b) Caltech 101.

to limitations on the number of available conductance states in devices implementing the
synapse. Weight sharing and quantization discretizes the weights to the available number
of conductance states. For example, network with 2-level weight quantization has only two
values of weights: 0 (no connection) and w. All the synapses share the same weight (w)
and the entire network can be represented as a sparse binary matrix. A 2-level weight
quantized SNN can be implemented in crossbar architecture with a single fixed resistor [32],
where w is the conductance of the resistor. The value of w is the average weight of all
the critical connections trained using STDP. For example, we start with a network with
n number of synapses and after training (with pruning) m critical synapses remain. The
weights of the m critical synapses (wy,ws, ..., w,,) are continuous and computed based on
the STDP formula. The common weight value w is the average of w; to w,,. The average
is calculated after each pruning step and all the critical connections share the same average
weight (w; to w,, is replaced with w). Like pruning, the process of weight quantization and
sharing is performed repeatedly after each training batch. The value of w changes at every
quantization step and the final value is obtained after training the network for all the input
batches. Similarly, the weights can be quantized to 3-levels: 0, w;, ws, where w;(wy) is the
low (high) conductance value. The conductance values are computed by calculating the 50

percentile or the median weight of all the critical connections. The lower conductance value
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wy is the average of all weights between 0 and the median weight, w, is the average of rest
of the weights. The critical synapses with weights between 0 and the median weight are
assigned wi. The critical synapses with weights between median weight and the maximum
weight share the quantized value of wy. The accuracy of the network is directly proportional
to the number of quantization levels. The performance of the system improves with more
number of conductance levels. In a quantized SNN most of the connections share the same
weight which reduces the implementation complexity.

Fig. 2.4 summarizes the proposed algorithm for achieving a pruned and weight quantized
SNN. The 2-layer untrained network is initialized with full connectivity from input to exci-
tatory layer. The weights are randomly assigned from a uniform distribution. The training
images are divided into NV batches of equal number of images. The excitatory synapses are
trained with STDP weight update rule for M (M < N) training batches. The connections
with current weights above the pruning threshold are classified as critical, rest of the con-
nections are marked as non-critical. The non-critical connections are pruned by reducing
their weights to zero. The weights of the critical synapses are quantized to the required
number of conductance states. The pruned and quantized network is trained with STDP
weight update rule for the next training batch. The process of pruning and quantization is
performed at regular intervals for all the remaining training batches. The training ends when
all the batches have been presented to the network. The first pruning and quantization step
is delayed for M batches to ensure proper detection of critical connections and to mitigate
the bias due to random initialization of weights. The randomly initialized synapses require
more training images to capture the input characteristic features. Once the input features
have been captured the pruning can be performed more often (after every batch). Once the
critical connections are identified, they more or less remain the same during training. So,
the first pruning step is very crucial and more than one training batch is needed to identify
the critical synapses. The baseline design is trained in a similar fashion with no pruning and
quantization. All the training images are presented in one batch and the weights are trained

using STDP.
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2.4 Experimental Methodology

The proposed SNN topology is simulated in the open source spiking neuron simulator
BRIAN implemented in Python [33]. BRIAN allows the modeling of biologically plausible
neurons and synapses defined by differential equations. The parameters for the models are
same as [15]. We tested our network for digit recognition on the MNIST dataset [34] and
image recognition on a subset of images from the Caltech 101 dataset [35]. We propose two
compression mechanisms: pruning and weight quantization. These mechanisms are applied
on top of the baseline training algorithm. The baseline design is a fully connected network
trained with STDP learning algorithm. We compare this design with a network trained in
a similar fashion, but with compression techniques applied at appropriate intervals. Unlike
nANNs which have pre-trained models available like AlexNet, VGG Net, GoogLeNet, etc.,
SNNs do not have such standard pre-trained models. Therefore, to compare our approach

we train the baseline design in the absence of pruning and quantization.

2.4.1 MNIST Dataset

MNIST dataset contains 28 x 28—pixel sized grayscale images of digits 0-9. Thus, the
input layer has 784 (28 x 28) neurons fully connected with 100 excitatory neurons. The
dataset is divided into 60,000 training and 10,000 testing images. We further divide the
60,000 training images into batches of 5,000 images (N = 12). The baseline design is
trained with entire 60,000 images presented one after another. The compressed topology is
initially trained for three training batches totaling 15,000 images (M = 3). STDP based
critical connections are weight quantized and the weights of the non-critical connections is
reduced to zero. The pruned and quantized network is trained with the next training batch.
The process of pruning and quantization is performed after every batch henceforth. The
rearranged input to excitatory synaptic weights of the trained baseline topology with 100
excitatory neurons is shown in Fig. 2.5(a). Fig. 2.5(b) shows the rearranged synaptic weights
of the same network compressed with a pruning threshold of 0.3 and having continuous weight
values. The rearranged synaptic weights of the pruned and 2-level weight quantized network

is shown in Fig. 2.5(c).
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2.4.2 Caltech 101 Dataset

Caltech 101 dataset is a collection of images of objects belonging to 101 different cate-
gories. Each category consists of 40 to 800 of around 300 x 200—pixel sized RGB images.
The dataset also provides annotations for the object in the image which we use to separate
the object from the background. Unlike MNIST images, we preprocess the Caltech 101 im-
ages to obtain 28 x 28—pixel sized grayscale images. Maintaining the same image size across
datasets ensures that we do not need to change the network parameters. Out of 101, we
selected 10 categories (yin yang, saxophone, stop sign, wrench, revolver, Buddha, airplanes,
pigeon, motorbikes, umbrella) and randomly divided the total images in each category with
80% training and 20% testing images. Since each category has different number of images
we create copies of images so that each category has similar number of training and testing
images. This is necessary to avoid categories with more images to dominate the learning
in the network. The preprocessing steps involved: converting the images to grayscale, av-
eraging the pixels with Gaussian kernel of size 3 x 3 to suppress the noise and resizing the
image to 28 x 28 pixels. All the preprocessing steps are performed using the OpenCV library
[36] in python. The training set consists of 10,000 images with 1,000 images per category.
The 10,000 images are further divided into batches of 500 images (N = 20). The baseline
fully connected design is trained with entire 10,000 images. The compressed topology is
initially trained with ten training batches totaling 5,000 images (M = 10). The critical
connections are identified using STDP and weight quantized. The non-critical synapses are
pruned. The pruned and quantized network is trained with all the remaining batches with
pruning and quantization performed after every training batch. Figs. 2.5(d), (e) and (f)
show the rearranged synaptic weights for the baseline, pruned and weight quantized topolo-
gies, respectively. Compression is performed with pruning threshold of 0.2 and 2-level weight

quantization.

2.5 Results & Analyses

In this section, we analyze the results and compare the performance of compressed topol-

ogy with the baseline design. The results are evaluated based on different parameters like
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pruning threshold and number of excitatory neurons. The removal of connections during

training is compared with training a sparse network, both having similar connectivity.

2.5.1 Comparison with varying pruning threshold

The network connectivity is a strong function of the pruning threshold; higher the thresh-
old, sparser is the network. The network connectivity is defined as the ratio of the actual
number of connections to the total number of possible connections. The total number of
possible connections with 100 excitatory neurons is 78400 (784 x 100). The number of actual
connections depend on the pruning steps. Figs. 2.6(a) and (b) shows the variation in final
network connectivity with pruning threshold for MNIST and Caltech 101 datasets, respec-
tively. The red dot in Figs. 2.6(a) and (b) with zero pruning threshold denotes the baseline
design with no compression techniques applied. Ideally, the connectivity should be 1 since
the connections are not pruned during training. The reduction in connectivity results from
the inherent depression in the STDP learning rule. The further reduction in connectivity is
achieved by increasing the pruning threshold. The compressed topologies are less sparse for
low pruning threshold compared to baseline. This is due to weight quantization and shar-
ing in early training stages. The shared weight is the average of all critical weights which
is higher than almost half the critical weights. Thus, the average weight replaces half the
STDP learned weights which were supposed to be much lower. This reduces the effect of
inherent STDP depression on these synapses and reduces the probability of their removal.
Figs. 2.6(c) and (d) show the test accuracy for different network connectivity for MNIST
and Caltech 101 datasets, respectively. The baseline topology has an accuracy of 81.6%
(MNIST) and 84.2% (Caltech 101) which is consistent with the results shown in [15]. The
highest classification accuracy achieved for the compressed topology is 79.5% (MNIST) and
82.8% (Caltech 101). The accuracy degrades slightly compared to baseline but at the same
time there is immense drop in network connectivity. The compressed topology is 75% (36%)
sparser than the baseline topology for MNIST (Caltech 101) dataset. The accuracy drops for
high network connectivity for the weight quantized networks. In quantized networks most of

the connections share the same weight values and as the connectivity increases the synapses
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Figure 2.8. Normalized improvement in energy with pruning and weight
quantization compared to baseline topology.

become more alike. This introduces confusion in the network as the spiking activity for
different classes become similar. This is not observed in networks with continuous weights
because the individual weight values are different which makes the spiking activity of vari-
ous classes differ from one another. Therefore, the quantized networks have to be sparse to

achieve higher classification accuracy.

2.5.2 Comparison with varying number of neurons

The change in classification accuracy with the number of excitatory neurons for MNIST
and Caltech 101 datasets is shown in Figs. 2.6(e) and (f), respectively. The network is
trained with a pruning threshold of 0.15(0.10) for MNIST (Caltech-101) dataset and the
weights are quantized to 3-levels. These parameters correspond to the optimal trade-off
between accuracy and energy as discussed in section 2.7. The baseline design with 6400
neurons achieved an accuracy of 93.2% for MNIST and 94.2% for Caltech 101 datasets.
The pruned topology with similar number of neurons achieved an accuracy of 91.5% with
8% connectivity and 92.8% with 12% connectivity for MNIST and Caltech 101 datasets,

respectively.
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2.5.3 Pruning while training

The objective of pruning is to increase the sparsity in the network. This can be achieved
in multiple ways: removing connections during training of a fully connected network, training
a sparse network or removing connections at the end of training. In first case the connections
are removed systematically based on some parameters. The second approach is performed by
randomly removing connections from a fully connected topology to produce a sparse network.
The removal of connections at the end of training identifies low weight connections and prunes
them from the network. This results in a network with similar sparseness but the network
is no longer trained after the pruning step. Nevertheless, in all the cases the final trained
network connectivity is same. Figs. 2.7(a) and (b) shows the classification accuracy with
varying network connectivity for all three approaches for MNIST and Caltech 101 datasets,
respectively. The networks with initial pruning and pruning at the end are trained similar
to baseline with no compression techniques. The pruning while training is the approach
followed in rest of the work, where pruning is performed at regular intervals during training.
The results for all the networks are shown for continuous weight distribution. Pruning
the connections during training performs better since only the non-critical connections are
removed. The network with initial sparsity is constructed by randomly removing connections.
This shows that STDP successfully identifies the non-critical connections. Though pruning
at the end of training removes some of the non-critical connections, the network’s accuracy is
lower compared to the proposed approach for highly sparse network. The absence of training
after pruning and a single pruning step may be attributed for the reduction in classification

accuracy.

2.5.4 Reduction in spike count or energy

The decrease in connectivity due to pruning leads to reduced spiking activity in the exci-
tatory layer. The active power of a SNN is proportional to the firing activity in the network
[14]. Thus, the energy can be quantified as the reduction in spike count of excitatory neu-
rons during testing. Fig. 2.8 shows the normalized reduction in spiking activity or energy

for compressed topology with respect to baseline. The pruned topology shows 3.1X and
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2.2X improvement in energy whereas the 2-level weight quantized network achieves 2.4X
and 1.92X improvement for MNIST and Caltech101 datasets, respectively. The compressed
topology may achieve additional energy benefits from implementation in crossbar structures
with low power devices. The emerging post-CMOS devices like MTJ, R-RAM and domain
wall motion based devices consume very low power in idle state due to elimination of leakage.
But these devices have limited number of programmable conductance states. The compressed
topology quantized to the available number of conductance states can reap the energy ben-
efits provided by these devices. The baseline design with continuous weight distribution is
difficult to implement with these devices. The introduction of sparseness also reduces the
area of the cross-bar arrays. The number of devices in the cross-bar is proportional to the
number of connections. Pruning threshold of 0.15 (0.10) for MNIST (Caltech-101) dataset
results in 4X (2.6.X) reduction in number of connections with 0.6% (1.1%) drop in accuracy.
The reduction in number of connections can be directly proportional to the area benefits
if the cross-bar arrays are arranged efficiently. Therefore, our proposed approach results in

4X (2.6X) area reduction for MNIST (Caltech-101) dataset with minimal drop in accuracy.
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2.6 Conclusions

In this work, we propose two compression techniques, pruning and weight quantization
to compress SNNs. Compressed SNNs not only provide energy benefits but also mitigate the
issue of limited programmable conductance states of post-CMOS devices for neuromorphic
implementation. The novelty of our approach lies in fact that STDP learning rule is used
to decide the network pruning and the weights of the critical connections are quantized to
specific levels depending on device and technology requirements. The compressed topology is
compared with the 2-layer fully connected topology for digit recognition with MNIST dataset
and image recognition with Caltech 101 dataset. The proposed topology achieves 3.1X and
2.2X improvement in energy for MNIST and Caltech 101 datasets, respectively, compared to
baseline fully connected SNN. The optimal compression parameters like pruning threshold
and weight quantization levels are decided by performing multiple experiments with different
images. Additionally, it is worth mentioning that the proposed topology reduced the training
time by 3X and 2X for MNIST and Caltech 101 datasets, respectively, by achieving faster

training convergence.

2.7 Discussion

Our results show that pruning and quantization can effectively reduce the number of
connections during training in a SNN with minimal loss in accuracy. The process of pruning
is controlled by the critical parameter ‘pruning threshold” and the weight quantization step
requires to make a proper judgement on the number of quantization levels. The number
of quantization levels depend on the number of programmable conductance states available
in the device technology implementing the synapse. Modern memristive cross-bars have
shown 16 robust conductance states [37]. The accuracy of the network increases with more
quantization levels and the best performance is achieved with continuous weights as shown
in Figs. 2.6(a)-(f). To simplify our experiments, we considered only two and three level
weight quantization along with continuous weights. The choice of pruning threshold is not
as straightforward as it needs to consider the trade-off between accuracy and reducing con-

nections. Fig. 2.9 shows this trade-off with varying pruning threshold. To the left, the
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pruning threshold is low resulting in dense network connectivity with high accuracy. To the
right, the pruning threshold is high providing more area and energy benefits at the cost of
accuracy degradation. Thus, the choice of pruning threshold depends on the application’s
tolerance on accuracy loss and energy budget. The bio-inspired STDP pruning mechanism
allows to perform low power classification tasks but we still have a long way to go in order to
match the accuracy and power efficiency of the human visual system. In the future we would
like to include other mechanisms on top of the compression techniques to further improve

accuracy and energy.
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3. STDP BASED UNSUPERVISED MULTIMODAL
LEARNING WITH CROSS-MODAL PROCESSING IN
SPIKING NEURAL NETWORK

3.1 Introduction

Humans interact and exchange information with their environment through multiple
channels. The speech is accompanied by lip movements, face gesture and body language.
Most of the information in real world comes through multiple input channels. Images not
only contain colors but also depth measurements, videos contain visual and audio signals,
neurophysiological process of sensory perception receives stimuli from vision, taste, hearing,
smell and so on. In fact, human brain inherently integrates audio-visual information in order
to understand speech. This was demonstrated where a visual /ga/ with a voiced /ba/ is
perceived as /da/ by most subjects [38]. The human brain’s ability to integrate inputs from
multiple modalities has been studied extensively [39]-[41]. The integration occurs in specific
brain areas and cross-modal coupling facilitates the communication of one modality to areas
that intrinsically belong to other modalities. The goal of this work is to learn the cross-modal
connections between areas of single modality in Spiking Neural Networks (SNNs) to improve
the recognition accuracy and make the system robust to noisy inputs.

The idea of combining two modalities is interesting because the strengths and weaknesses
of each modality can be complementary. The image may be affected under low lighting
conditions but the audio is not hampered, whereas a background noise may attenuate the
audio, the image remains unadulterated. If the non-idealities in the datasets are independent,
then the probability of misclassification is the product of the misclassification probability of
each modality. The product of two probabilities is always lower than each probability, thus
each modality helps to overcome and compensate for the weaknesses of other modality. In
this work, we present a SNN topology that receives inputs from two modalities (audio and
image) and classifies the input in one of the ten categories. Each input modality is presented
to a 2-layer SNN (referred as ensemble in rest of the chapter) and cross-modal connections

are developed for fusion of the ensembles. The entire training is unsupervised, i.e., input
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labels are not used to update the synaptic weights. In the real world unlabeled data is
more readily available than labeled data. The two unimodal ensembles are 2-layer SNN with
lateral inhibition similar to [15]. The connections in the unimodal network are trained using
Spike Timing Dependent Plasticity (STDP). STDP is a form of Hebbian learning where
correlated activity between two neurons evokes modifications in the synapse connecting the
two neurons. The cross-modal connections are also learned using STDP by observing the
activity in the two unimodal ensembles when both are presented with the same input label
in different modalities (audio and image). This is different from the previously reported
models since the fusion is entirely unsupervised. It enables online and incremental learning,
making the system more versatile. The unimodal network learns the characteristic features
of individual modality. The characteristic features of image and audio are very different
and thus the two unimodal ensembles learn different representations of the same label. The
cross-modal connections fuse the different representations in a way to capture correlations
across different modalities. Later, in the chapter we show that well learned cross-modal
connections invoke activity in the network even if the input is missing that modality. This
is similar to be able to recall a picture of ‘apple’ when we hear the word ‘apple’ even though
we do not see any image of it. The cross-modal connections also help in suppressing the
noise in the input; they invoke additional activity in the neurons with correct label, thereby
reducing the effect of noise on overall spiking activity. The proposed network performs the
task of recognizing digits (0-9) when presented with both image (MNIST dataset) and audio
(T146 dataset) modalities.

The learning of cross-modal connections involves the propagation of spikes through three
layers of the SNN (modality-1 input, modality-1 excitatory, modality-2 excitatory). This
can only be achieved when there are enough spikes in the modality-1 excitatory layer that
can propagate to the other ensemble via cross-modal connections. In this work, we achieve
this by controlling the input spikes so that there are enough spikes in the excitatory layers.
Both the ensembles have to be presented the same input label samples at a time in order to
capture the correlation between the two modalities. The cross-modal connections are formed
between neurons which learn the same input label in different modalities. This ensures a

higher spike count for the neurons of the correct label compared to other neurons. The two
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Figure 3.1. Membrane potential dynamics of a Leaky-Integrate-and-Fire
(LIF) neuron model.

regions which intrinsically belong to individual modalities communicate via the cross-modal
connections. These connections do not inhibit the spiking activity in the ensembles, thereby

not affecting the learning of the unimodal connections.

3.2 Related Work

SNNs are primarily trained in three ways: supervised learning, unsupervised learning
and converting a trained second generation non-spiking Artificial Neural Network (ANN)
into SNN. The supervised learning [42], [43] and converted SNNs [44] achieve high accuracy
but unsupervised local learning [15] is attractive because the system can self-learn from the
unlabeled data which is more readily available. The two-layer SNN trained with STDP
achieved an accuracy of 95% on the MNIST dataset [15]. The network trained with unsu-
pervised learning and temporal coding achieved an accuracy of 81.9% on a subset of MNIST
dataset [20]. Deep SNNs with multiple convolutional and pooling layers trained with STDP
and linear Support Vector Machine (SVM) classifier achieved an accuracy of 98.4% on the
MNIST dataset [45]. The authors in [46] combine STDP with Bienenstock-Cooper-Munro
(BCM) theory to implement a learning rule. They test their network on a subset of TI46
speech corpus and achieve an accuracy of 95.25%. The digital liquid state machine (LSM)
trained with spike-based online learning for speech recognition performs reasonably well on

the subset of TI46 speech corpus [47]. Previous models of multimodal sensing and pro-
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cessing can be broadly divided into two categories: models that use statistical methods of
computation (Maximum Likelihood [48], Hidden Markov Models [23] and Gaussian Mixture
Models [48]) and models based on deep learning (Deep Belief Networks [49], Deep Boltzmann
Machines [50] and Deep Autoencoders [51] ). The task of audiovisual human authentication
is performed using principal component analysis on visual information and hidden Markov
model for speech recognition. It uses fuzzy logic to make the final decision [23]. RGB-D
(Red Green Blue - Depth) object recognition with color and depth as two modalities is per-
formed by constructing separate convolution layers for color and depth and later merged
using a multi-modal layer [52], [563]. Most of these systems process modalities separately
and the fusion is made with AND and OR gates [48], fuzzy logic [23] and support vector
machine [54]. In this work we tackle the problem of integrating multiple modalities with bio-
inspired SNN. The authors in [55] applied the ensemble approach to recognize digits from
the MNIST dataset. The input image is divided into multiple parts and applied to different
ensembles. The ensembles exchange information among themselves via predictive connec-
tions and make a collective decision to recognize the input image. Although the predictive
connections are similar to the cross-modal connections defined in this work, the formation of
these connections are completely different. In this work, we learn the connections with unsu-
pervised STDP learning rule. The network is randomly initialized and the STDP algorithm
forms the cross-modal connections between ensembles, whereas the predictive connections
in [55] have user-defined connectivity and fixed weight values. The ensembles in this work
receive input in multiple modalities and the cross-modal connections develop the correlation
between neurons that process different modalities.

To the best of our knowledge, our work is the first to demonstrate unsupervised training
of multimodal SNN for digit recognition. The image dataset MNIST and its audio counter-
part TI46 have been trained individually in previous works, but in this work we present a
systematic methodology to train the network with multimodal inputs simultaneously. The

main contributions of the work are mentioned below:

42



Decrease in weight -

| Increase in weight .
(Depression)

(Potentiation)

0 5 10 15 20 25 30

tpost B tpre (ms)

Figure 3.2. Weight change of a synapse with varying spike timing difference.
(n =0.002, 7 = 20ms, of fset = 0.4, Wyae = 1,w = 0.5, 4 = 0.9)

1. Synergistic online-learning framework for multimodal SNN. The individual modalities
are trained as an ensemble and connected via cross-modal connections to perform a

collective decision.

2. The multiple modalities are combined to take advantage of each other’s strengths and

suppress the effect of non-idealities and noise present in individual modalities.

3. The cross-modal connections learn the correlation in different modalities. The superior
performance is achieved by invoking additional activity in the correlated neurons from

the other ensemble.

3.3 Background

In this section we present the dynamics of a single neuron and synapse model employed in

this work. The STDP learning mechanism used to train the proposed SNN is also discussed.
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Figure 3.3. Proposed multimodal network topology. The input to excitatory
layer is fully-connected in both the ensembles. The cross-modal connections
are sparsely connected and randomly initialized. The integration of modalities
is facilitated by the cross-modal connections.

3.3.1 Neuron & Synapse Model

The membrane potential V of a single neuron is described by the following equation and

represented in Fig. 3.1

av

TE = (V;est - V) + ge(v;):rc - V) + gi(‘/gnh - V) (31)

where 7 is the time constant, V,.s is the resting membrane potential, V.. and Vi, are
the equilibrium potential of the excitatory and inhibitory synapse, respectively, g, and g
are the conductance of the excitatory and inhibitory synapse, respectively. The membrane
potential of the post-neuron is modulated in response to input spikes as shown in Fig. 3.1.

The post-neuron emits a spike when its membrane potential crosses the threshold potential.
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Immediately, after spiking the membrane potential falls to reset potential and the neuron
enters into a period of inactivity referred as refractory period. The neuron is abstained from
spiking during the refractory period irrespective of input activity.

The synapse connecting the two neurons is represented by a conductor whose conductance

is described by

dge
ge gy e

‘o (3.2)
a5 9

where ¢o(7,.) and ¢(7,) are the conductance (time constant) for excitatory and inhibitory
synapse, respectively. The conductance of a synapse is changed by w when the pre-neuron
fires. The value of w is computed based on the learning mechanism discussed in the next

sub-section.

3.3.2 Power-Law Weight-Dependent STDP

Spike Timing Dependent Plasticity (STDP) is an unsupervised Hebbian learning algo-
rithm which modulates the conductance of the synapse based on the spike time of the pre-
and post-neuron. In this work we employ the power-law weight update STDP. The weight
change of a synapse is given by

Aw =1 X [eM —of fset] X [Wmae — w]* (3.3)
where 7 is the learning rate, ¢,.. and ¢,,;; are the time instant of pre- and post-synaptic
spike, respectively, 7 is the time constant, of fset is a constant used for depression, w,,q. is
the maximum constrained imposed on the synaptic weight, w is the previous weight value,
i is a constant which governs the exponential dependence on previous weight value. The
weight is increased (potentiation) if the post-neuron fires immediately after the pre-neuron
and reduced (depression) if the firing time difference (¢,,st — tpre) is high (Fig. 3.2). As
the learning rule is based on the precise timing of the spikes and also the dynamics of

the LIF neuron is dependent on the spike-time of the pre-neuron, we employ spike-time

45



Utterance of ‘0’ Firing probability of input neurons

0.06 1

0.04 0.8
o) Lyon’s
T 0.02 Cochlear 0.6
= Model
€ 0 0.4
< Decimation

-0.02 Factor = 10 02

-0.04" : : .

0 5000 10000 15000 500 1000 1500
Time Steps Time Steps

Figure 3.4. The utterance of ‘0’ from the T146 speech corpus sampled at 12.5
kHz is converted to a neural representation based on Lyon’s cochlear model.
The plot shows the firing probability for different input neurons/frequency
channels processed with a decimation factor of 10.

based temporal coding. This learning rule is used to train both unimodal and cross-modal
connections. The unimodal connections learn the discriminative features of each modality,
whereas cross-modal connections behave as the interlink between the unimodal ensembles.
The cross-modal connections allow communication between the unimodal networks to assist

each other in classifying the image/audio.

3.4 Multimodal Spiking Neural Network

3.4.1 Unimodal ensemble

The unimodal ensemble topology for image and audio is shown in Fig. 3.3. It consists of
input layer followed by excitatory and inhibitory layer. The input layer is fully connected
to the excitatory layer, which in turn is one-to-one connected to the inhibitory layer. The
number of neurons in the inhibitory layer is same as the number in the excitatory layer.
Each inhibitory neuron is backward connected to all the excitatory neurons except for the
one from which it receives a connection from. Thus, the inhibitory layer provides lateral
inhibition which discourages simultaneous firing of multiple excitatory neurons and promotes
competition among them to learn different input features. To ensure similar firing rates for

all neurons in the excitatory layer we employ an adaptive membrane threshold mechanism
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called homoeostasis [15]. The threshold potential is expressed as Vippesn = Vi + 0, where V;

is a constant and @ is described by

do
T = —0 (3.4)
0 increases every time a neuron fires and decays exponentially. If a neuron fires more often,
then its threshold potential increases and it requires more inputs to fire again. This ensures
that all neurons in the excitatory layer learn unique features and avoids few neurons from
dominating the response pattern.

The input layer neurons in the image ensemble generate spikes based on the image pixel
intensity. Each input neuron corresponds to a single pixel on the image. The pixel intensity
(0-255) is converted into a Poisson spike-train with an average rate of 0-64 Hz. The spike
train is feed to the next layer via the fully connected excitatory synapses. The connections
from input to excitatory layer are trained with the STDP learning rule explained in section
3.3.2. The forward as well as the backward connections from excitatory to inhibitory layer
is fixed before training and is not altered.

The unimodal ensemble for audio has a similar topology like the image ensemble. The
recordings are pre-processed according to the Lyon’s cochlear model [56] implemented in
Slaney’s Matlab auditory toolbox [57]. The model maps the mechanical vibration in the
cochlea into neural representation. Fig. 3.4 shows the firing probability of different frequency
channels for an utterance of ‘0’ based on the cochlea model. The input neurons correspond
to the frequency channels and the input spikes are forwarded to the excitatory layer via the
fully connected layer. The connections from input to excitatory layer are trained using the
STDP learning rule. The connections between excitatory and inhibitory layer have fixed
weights, similar to the image ensemble. The connections from input to excitatory layer in
both ensembles are referred as unimodal connections, whereas the connections between the

two ensembles are referred as cross-modal connections.
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3.4.2 Multimodal topology

The two unimodal ensembles described in the previous section can work independently
to classify image and audio separately. The unimodal networks have drawbacks like limited
accuracy, exponential increase in size for linear accuracy increase and the accuracy degrades
with noise in inputs. The multimodal approach mitigates some of the issues by each modality
assisting the other in making the decision. Also, in many real-world scenarios information
is generated with multiple modalities. A talking person generates audio, facial gesture, eye
movement along with the image of the person. These multiple modalities can be combined
to not only recognize the person but at the same time give some insights into his/her mood
and the connotation of his/her speech. The multimodal approach enables the network to
utilize the available information to improve the performance instead of discarding or sepa-
rating it due to network limitations. Fig. 3.3 shows the proposed multimodal topology. The
multimodal network is formed by combining the unimodal ensembles and connecting them
with cross-modal connections. The cross-modal connections are learned using the STDP
algorithm. The connections are formed between neurons of the two excitatory layers which
have learned the same input label from their respective modalities. For example, an image
and audio of digit ‘0’ is presented to both the networks. Neurons in respective excitatory
layers learn the discriminative features of digit ‘0’ The cross-modal connections are formed
between these neurons where both have learned the same label ‘0’ but in different modalities.
The STDP algorithm learns these connections as both the networks are presented with same
label at same time.

The cross-modal connections are only excitatory, i.e., they invoke activity in neurons with
the same label but do not inhibit neurons with different label. This ensures that the normal
spiking activity in each ensemble is not inhibited by the cross-modal connections. The cross-
modal connections between neurons of different class have low weight values and thus invoke
less activity compared to connections between neurons that have learned the same label. The
unsupervised training of cross-modal connections differentiates our approach from previous
multimodal networks. Instead of learning the connections, the neurons that have learned the

same label can be connected manually with a fixed weight. This eliminates the possibility of
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Figure 3.5. Flowchart of the overall learning algorithm for multimodal learning.

having any connections between neurons of different label. But self-learning eliminates the
overhead of identifying neurons that have learned the same label and connect them using
some algorithm. It enables the network to perform online learning and adapt to new input
examples. The cross-modal connections carry spikes from image-audio as well as from audio-
image ensemble but they are not bi-directional. Half the connections carry spikes from image

to audio ensemble and the other half carries spikes from audio to image ensemble (Fig. 3.3).
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The neurons in the excitatory layer of both image and audio ensemble can be involved in
only one of the three cross-modal operations. The neuron can either send a spike to the
other ensemble, or receive a spike from the other ensemble or not participate in cross-modal
training. The same neuron cannot receive and send spike because it will introduce a positive
feedback and make the system unstable.

Fig. 3.5 shows the flowchart of the overall learning algorithm for both unimodal and
cross-modal connections. The unimodal connections are fully connected and initialized with
random weights. The cross-modal connections are sparsely connected and also initialized
with random weights. The input image and audio samples are preprocessed and converted
to Poisson spike train. The unimodal excitatory connections in both the ensembles are
trained with STDP. The characteristic features of the input samples are captured in the
trained unimodal connections. The spiking activity in one excitatory layer is transferred to
another through cross-modal connections. The STDP algorithm potentiates the cross-modal
connections between neurons which learn the same label. It is necessary to present the same
input label to both the ensembles in order to facilitate the correct cross-modal learning. The
cross-modal connections invoke additional activity in neurons with the correct label. The

training is completed when the network is presented with all training samples.

3.5 Experiments

The multimodal network is simulated in the open source spiking neuron simulator BRIAN
implemented in Python [33]. The neurons and synapses are defined by differential equations
discussed in section 3.3. The image ensemble is trained with MNIST dataset [28] and the
audio ensemble is trained with TI46 speech corpus [58]. The cross-modal connections between

the two ensembles are trained along with the unimodal connections.

3.5.1 Training & Testing

The excitatory connections in the unimodal ensembles are trained to learn the charac-
teristic features of the input. The cross-modal connections capture the correlation in the

spiking activity of the two ensembles and assist each other during testing. The training
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Figure 3.6. Rearranged trained weights of the unimodal connections in the
image ensemble.

of both unimodal and cross-modal connections is unsupervised. The weight update is cal-
culated based on the spike timing as discussed in section 3.3.2. The input image/audio is
converted into a spike train and feed through the input layer as discussed in section 3.4.1.
The spiking activity in the excitatory layers is induced by both the unimodal and cross-
modal connections. The weights of the cross-modal and unimodal connections are initialized
(before training) randomly from a uniform distribution. The unimodal connections are fully-
connected, whereas the cross-modal connections are sparsely connected. The sparsity in the
cross-modal connections is necessary to limit the spiking activity in the excitatory layers and
only form strong connections between correlated neurons. The STDP learning rule decides
the weight of the cross-modal connections and forms a stronger connection between neurons
that spike together for the same label. The connections between neurons that do not spike
for the same label are inhibited. At the end of training, each neuron in the excitatory layer
is assigned a label based on the average combined spiking activity over all training inputs.
During testing, the label prediction of the input is performed by observing the spiking

activity in both the ensembles. The ensembles are presented with both the audio and image
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of the same label. The average spiking rate of all the excitatory neurons with the same
label in both the ensembles is computed. The label represented by the highest spiking rate
is predicted as the input label. The prediction is correct if the actual label matches the

predicted one. This is similar to the approach followed in [15], but with single modality.

3.5.2 DMNIST dataset

MNIST dataset consists of 60,000 training and 10,000 testing images. Each image is a
28 x 28—pixel sized grayscale image of digits ‘0’-‘9”. The image ensemble is trained with the
MNIST images. There are 784 (28 x 28) input neurons and 100 neurons in the excitatory
and inhibitory layer. The input neurons generate a Poisson spike train with an average
rate equivalent to the pixel value. The rearranged trained excitatory weights are shown in

Fig. 3.6.

3.5.3 TI46 speech corpus

T146 speech corpus contains utterances from both male and female speakers [58]. In this
work we only use the digit utterances from all 16 speakers (8 males, 8 females). The dataset
is divided into ~1600 training and ~2500 testing utterances of digits ‘0’-‘9’. The audio
samples are recorded at a sample rate of 12.5 kHz. The raw sample file of utterance of ‘0’ is
shown in Fig. 3.4. The audio samples are processed according to the Lyon’s cochlear model
implemented in Slaney’s Matlab auditory toolbox. The model describes the propagation of
sound in the inner ear and the conversion of the acoustical energy into neural representations.
The model combines a series of filters that model the traveling pressure waves. The energy
in the signal is detected with half wave rectifiers and several stages of automatic gain control.
An important characteristic of the cochlea is that energy in the acoustic wave is separated
by frequency. Each point in the cochlea responds best to one frequency. The cochlea near
its base (where the sound enters) is most sensitive to high frequency and lower frequencies
are sensed as the wave travels down the cochlea. In this work, the audio input is processed
to be divided into 64 frequency channels and the firing probability of each channel at every

time step for an utterance of ‘0’ is shown in Fig. 3.4. The original input sample is decimated
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Figure 3.7. Classification accuracy with varying number of excitatory neurons
for (a) unimodal and multimodal network; and (b) multimodal network with
and without cross-modal connections.

(reducing the sampling rate) by a factor of 10 to improve training time. The preprocessed

input is presented to the network for 1500 time steps (750 ms). Thus, the recognition speed

of our model is 750 ms. The further compression of audio data deteriorates the performance

as most of the signal data for the audio is lost. For the unimodal image classification, we

could successfully perform the classification in 350 ms with no accuracy degradation. The

firing probabilities are converted into a Poisson spike train and fed to the excitatory layer

through the input neurons of the audio ensemble. The unsupervised STDP learning rule

makes the excitatory connections capture the characteristic features of each label. Unlike

image (Fig. 3.6), the learned weights of the audio ensemble do not represent a human readable

pattern. The weights learn the frequency domain characteristics and are not shown here.

Table 3.1. STDP parameters for unimodal and cross-modal training.

Parameter U(?;:;Z:;i 1 U(IXEQOIS? 1 Crossmodal
Learning Rate (n) 0.0005 0.00003 0.001
Time Constant (7) 20 ms 15 ms 30 ms

offset 0.4
wmaz 1
Exponential dependence (1) 0.9
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Figure 3.8. n-MNIST images with (a) AWGN; and (b) reduced contrast and AWGN.

The two-layer topology defined for audio and image ensemble can be trained separately
to recognize audio and image, respectively. The introduction of cross-modal connections
fuses the two ensembles to make a decision with higher confidence. The cross-modal con-
nections are also trained in an unsupervised manner, therefore, enabling online learning for
the multimodal network. The training is performed for 40,000 pair of inputs (1600 audio

samples are repeated).

3.6 Results & Analyses

In this section we analyze the results of our multimodal network on various parameters.
The multimodal approach is compared with the unimodal topology. The effect of noise and
subsequent noise suppression by multimodal network is presented. The network is tested for
compressed input sizes as well as for inputs with missing modalities. The STDP parameters

for both unimodal and cross-modal connections are mentioned in Table 3.1.

3.6.1 Multimodal versus Unimodal

The accuracy of the multimodal network is compared with the unimodal topology for
varying number of excitatory neurons. The multimodal network has similar total number of
neurons compared to unimodal topology. For example, a 100-neuron unimodal image/audio

network is compared with a multimodal network with two 50-neuron ensembles. Fig. 3.7(a)
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shows the classification accuracy with varying number of excitatory neurons for the three
topologies. The image (audio) network achieves a highest accuracy of 93.2% (96.0%) with
6400 neurons. The multimodal network with similar size achieves a highest accuracy of 98%
for both MNIST and TI46 dataset combined. We performed simulation with 5 different
random seed values which are used for weight initialization and cross-modal connectivity.
The network achieved an accuracy 95.4%, 94.8%, 98.0%, 97.3%, 94.9% for the five different
initializations as shown by the error bars in Fig. 3.7(a). The variations increase for larger
networks as more parameters are randomly initialized. The decision of the multimodal
network is computed by observing the spiking activity in both ensembles. The average spike
rates of similarly tagged neurons in both ensembles are computed. The neurons with the
highest spike rate is predicted as the output. The multimodal network performs better than
the unimodal topologies due to the cross-modal connections. The cross-modal connections
introduce additional spiking activity in neurons of same class and spiking activity in neurons
belonging to a different class remain unchanged. This improves the overall spiking activity of
the correct class and performs better than unimodal designs. The cross-modal connections
assist the network in making the right decision by increasing the spikes for the correct

label /class.

3.6.2 Multimodal network without cross-modal connections

In section 3.6.1 we mentioned that the superior performance of multimodal network is due
to cross-modal connections. To strengthen this point, we compare the multimodal network
with and without cross-modal connections. The network with cross-modal connections is
trained and tested in the similar way discussed in section 3.6.1. The multimodal network
without cross-modal connections is trained as two separate unimodal networks. There is
no information exchange between the two ensembles during training and testing. Since the
two ensembles are trained independently, the order of input labels in both ensembles is
random during training. The testing is performed by computing the spiking activity of both
ensembles when presented with inputs of same class. The spike count of neurons in both

ensembles with same label is added. The neurons with the highest average spike rate is
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Figure 3.9. Classification accuracy of unimodal and multimodal network for
noisy MNIST (n-MNIST) dataset.

predicted as the output. Since there are no cross-modal connections, the spiking activity in
each ensemble is only due to its own inputs. Fig. 3.7(b) shows the classification accuracy
of the networks with and without cross-modal connections for varying number of excitatory
neurons. The network with (without) cross-modal connections achieves an accuracy of 98.0%
(94.6%). The network with cross-modal connections performs better and the difference in
accuracy increases for large number of neurons. This proves that STDP learning rule can
correctly identify the correlation between neurons of different modality. The network may

perform better with more ensembles receiving inputs in multiple modalities.

3.6.3 Testing with noisy data

In this section we compare the multimodal network with and without cross-modal con-
nections for noisy input. The cross-modal connections assist in suppressing the effect of
noise on accuracy. The network is evaluated with noisy MNIST (n-MNIST) dataset [59]
and audio samples from TI46 speech corpus. The n-MNIST dataset contains images of the
handwritten digits from the MNIST dataset with (a) additive white Gaussian noise (AWGN)
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(Fig. 3.8(a)) and (b) a combination of AWGN and reduced contrast (Fig. 3.8(b)). The net-
works are trained with images from n-MNIST and audio samples from TI46 speech corpus.
The training and testing are performed in the same way as discussed in section 3.6.1 and
3.6.2. The unimodal network trained with only n-MNIST images achieved an accuracy of
86.2% (51.8%) for images with AWGN (AWGN and reduced contrast) (Fig. 3.9). This is
consistent with the results shown in [60]. The multimodal topology without cross-modal
assistance improved the accuracy to 90.2% (73.4%) for images with AWGN (AWGN and re-
duced contrast). The network with cross-modal connections further improved the accuracy
to 93.2% (82.8%) for images with AWGN (AWGN and reduced contrast). The cross-modal
connections boost the accuracy by more than 30% as shown in Fig. 3.9. The multimodal
topology has an added advantage of denoising by assisting the network with another modal-
ity to make a decision. This is similar to how humans recognize a person standing at a
distance and talking. The voice adds confidence in recognizing the person even though the

image is not clearly visible.

3.6.4 Testing with missing modality

In this section we evaluate the performance of our proposed multimodal network with
cross-modal connections when tested with only one modality. The network is trained with
both modalities, but while testing the network is presented with only one modality and
the input for another modality is removed. This is similar to how infants respond to sound
symbolism by associating a shape with sound [61]. For example, learning to recognize ‘apple’.
During learning both the image and audio of ‘apple’ is presented and humans learn to
associate the image and audio together. Later, if we hear the utterance of ‘apple’ we are
able to recollect the image in our brains, even though we do not see the image. Presumably,
this is possible due to the cross-modal connections in our brains which enables communication
between areas of different modalities.

Fig. 3.10 shows the classification accuracy with varying number of excitatory neurons
when tested with only one modality. The network achieved an accuracy of 96.8% when

tested with only audio input (image missing) and 93.9% when tested with only image input
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Figure 3.10. Classification accuracy of multimodal network with cross-modal
connections when tested with only one modality.

(audio missing). The results are slightly better when compared with unimodal networks. The
increase in accuracy is a result of well learned cross-modal connections. The cross-modal
connections introduce activity in the excitatory layer of the missing modality resulting in
higher overall spikes for the correct label. Ideally, there should be no spiking activity in the
ensemble of the missing input, but the well learned cross-modal connections transfer spikes
from one ensemble to another. This shows that cross-modal connections can activate areas

of the network which do not receive the inputs directly.

3.6.5 Effect of Lateral Inhibition and Homoeostasis

As described in section 3.4.1, we employ lateral inhibition and homoeostasis while training
our unimodal and multimodal networks. To test the necessity of these techniques we train
an image unimodal network without lateral inhibition and homoeostasis and compare the
testing accuracy. The unimodal network of 100 excitatory neurons with lateral inhibition
and homoeostasis achieved an accuracy of 81.6% (Fig. 3.7 (a)). The same network when
trained with only homoeostasis achieved an accuracy of 77.2% and the accuracy drops to

68.3% when both lateral inhibition and homoeostasis is not applied during training. Thus
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Table 3.2. Comparison of our work with other unimodal and multimodal networks.

Model Type # Lay- Learning Modality Dataset Accuracy
ers Type
15 Spiking | 2 Unsupervised | Unimodal | MNIST 95.00%
20 Spiking | 3 Unsupervised | Unimodal | MNIST 81.90%
(subset)
[43] Spiking | 3 Supervised Unimodal | MNIST 98.06%
[45] Spiking | 6 Supervised Unimodal | MNIST 98.40%
[46] Spiking | 3 Supervised Unimodal | TI46 95.25%
(subset)
[47] Spiking | Reservoir|  Supervised Unimodal | TI46 99.79%
Network (subset)
[53] Non- 8 Supervised Multimodal Washington 91.30%
Spiking RGB-D
Object
[52] Non- 10+ Supervised Multimodal Washington 86.90%
Spiking RGB-D
Object
This work Spiking | 2 Unsupervised | Unimodal| MNIST 93.20%
This work Spiking | 2 Unsupervised | Unimodal| TI46 96.00%
This work Spiking | 2 Unsupervised | MultimodalMINIST 98.00%
& TI46

homoeostasis is necessary during training and lateral inhibition further improves the learning

process.

3.6.6 Comparison with other models

The performance of our proposed network is compared with other unimodal and multi-
modal networks (Table 3.2). The multimodal networks are non-spiking ANN trained with
supervised learning. Our proposed network performs reasonably well and outperforms many
previous unimodal approaches. It is difficult to directly compare the accuracies with other
multimodal networks since they are ANN and tested on different datasets. This work is the

first to train a SNN with multimodal inputs and evaluate it on the digit recognition task.

3.7 Conclusions

In this work, we present a synergistic learning framework for SNN that can be trained

with multiple modalities and unsupervised learning. Our method combines the unimodal
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ensembles with cross-modal connections and makes a collective decision to recognize the
inputs. The unimodal and cross-modal connections are trained simultaneously. The correla-
tion between neurons of different modalities is captured in the cross-modal connections. The
multimodal approach not only improves the accuracy but also makes the network noise toler-
ant. The ability to train the entire network with unsupervised learning can be an advantage
in many applications since unlabeled data is much readily available. The multimodal topol-
ogy is compared with unimodal topology for image and audio datasets. The collaborative
learning results in an accuracy improvement of up to 4.8% for normal inputs and 31% for
noisy inputs. The multimodal approach also reduced the training time by 2.2X compared

to unimodal topology for similar classification accuracy.

3.8 Discussion

The results in this chapter show that the cross-modal connections improve the accuracy
of the multimodal network. The cross-modal connections enable communication between two
ensembles by connecting neurons that learn the same label. The number of cross-modal con-
nections is a critical parameter and affects the classification accuracy. Too few connections
are not able to introduce the required activity, and too many connections may introduce ac-
tivity in neurons of different label. The cross-modal connections can be formed in two ways:
learned with STDP or manually connecting the neurons from the two ensembles that have
learned the same label. The connections learned with STDP require no user interference
and can easily adapt to new inputs. On the other hand, connecting neurons manually avoids
the problem of forming a connection between neurons that have learned different labels.
Fig. 3.11 shows the effect of number of cross-modal connections on classification accuracy
for both STDP learned cross-modal connections and manual connections. The plot is shown
for a 100-neuron multimodal network with cross-modal connections. For STDP based learn-
ing the cross-modal connections are formed randomly and initialized with random weights.
The STDP algorithm potentiates the connections between neurons that have learned the
same label in both ensembles and depresses other connections. The learning is limited to

connections that have been randomly decided. The network achieves a highest classification
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Figure 3.11. Classification accuracy of multimodal network (100 neurons) for
varying number of cross-modal connections. The cross-modal connections are
represented as the % of total number of connections. The highest accuracy is
achieved with 18% cross-modal connections.

accuracy of 85% with 18% cross-modal connections compared to 82.3% without cross-modal
connections. As the number of random cross-modal connections is increased, the neurons
that have learned different label gets connected. This reduces the classification accuracy as
the spiking activity of the entire network is increased rather than just the neurons with the
correct label. The cross-modal connections which are manually connected are formed after
the network has been trained for 5000 examples.

The training starts with no cross-modal coupling and the two ensembles are trained in-
dependently. After 5000 examples, the cross-modal connections are formed between neurons
that have learned the same input label in both the ensembles. Even though the connections
are manually formed, the training is still unsupervised as we do not use the correct input
labels. The network achieves a classification accuracy of 87.6% which is 2.6% higher than
STDP based connections. The increase in accuracy is due to the elimination of connections
between neurons that have learned different labels. The accuracy should keep increasing as
more neurons with similar labels get connected. But, the accuracy goes down beyond 26%

connections (Fig. 3.11). The neurons are tagged with a label for which it has the highest
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Figure 3.12. Number of correct and incorrect cross-modal connections for
randomly initialized network of 100-neurons with 18% cross-modal connectivity
for five different runs. Correct connections are the ones between neurons with
the same label in both ensembles.

spiking activity among all input labels. A single neuron may capture characteristic features
of multiple input labels but gets tagged for which it had the highest spikes. Therefore, the
neurons in the ensemble do not exclusively spike for the label they are tagged with but
also spike for other input labels. So, the accuracy drops for high number of connections as
neurons show higher spiking activity for incorrect labels.

As mentioned before, the STDP based cross-modal connections are initialized randomly
and different set of random connections should give varying results. Fig. 3.12 shows the
% of correct and incorrect cross-modal connections along with classification accuracy for
five runs of a 100-neuron network with 18% random cross-modal connectivity. The correct
connections are the ones where the connected neurons have learned the same label in both
ensembles, whereas incorrect connections are between neurons that have learned different
labels. In each run the network was initialized with different set of cross-modal connections by
adjusting the seed of the random number generator. The chart shows that STDP algorithm
is able to connect more than 70% of the connections correctly resulting in a classification

accuracy of ~85%. This also explains the increase in accuracy compared to a network with
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no cross-modal connections. The correctly connected cross-modal connections increase the
spiking activity for the correct label resulting in higher accuracy. The amount of information
exchanged between the two ensembles is very critical and controlled by the number of cross-
modal connections. We have tried to make an effort to emulate the multimodal learning in
human brain into artificial SNNs. In the future we would like to include more modalities

and identify more features like connotation and mood of the speaker.
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4. ENABLING DEEP SPIKING NEURAL NETWORKS WITH
HYBRID CONVERSION AND SPIKE TIMING DEPENDENT
BACKPROPAGATION

4.1 Introduction

In recent years, Spiking Neural Networks (SNNs) have shown promise towards enabling
low-power machine intelligence with event-driven neuromorphic hardware. Founded on bio-
plausibility, the neurons in an SNN compute and communicate information through discrete
binary events (or ‘spikes’) a significant shift from the standard artificial neural networks
(ANNs), which process data in a real-valued (or analog) manner. The binary all-or-nothing
spike-based communication combined with sparse temporal processing precisely make SNNs
a low-power alternative to conventional ANNs. With all its appeal for power efficiency,
training SNNs still remains a challenge. The discontinuous and non-differentiable nature of
a spiking neuron (generally, modeled as leaky-integrate-and-fire (LIF), or integrate-and-fire
(IF)) poses difficulty to conduct gradient descent based backpropagation. Practically, SNNs
still lag behind ANNS, in terms of performance or accuracy, in traditional learning tasks.
Consequently, there has been several works over the past few years that propose different
learning algorithms or learning rules for implementing deep convolutional SNNs for com-
plex visual recognition tasks [62]-[64]. Of all the techniques, conversion from ANN-to-SNN
6], [44], [63], [65] has yielded state-of-the-art accuracies matching deep ANN performance
for Imagenet dataset on complex architectures (such as, VGG [66] and ResNet [67] ). In
conversion, we train an ANN with ReLLU neurons using gradient descent and then convert
the ANN to an SNN with IF neurons by using suitable threshold balancing [6]. But, SNNs
obtained through conversion incur large latency of 2000—2500 time steps (measured as total
number of time steps required to process a given input image'). The term ‘time step’ de-
fines an unit of time required to process a single input spike across all layers and represents
the network latency. The large latency translates to higher energy consumption during in-

ference, thereby, diminishing the efficiency improvements of SNNs over ANNs. To reduce

11SNNs process Poisson rate-coded input spike trains, wherein, each pixel in an image is converted to a
Poisson-distribution based spike train with the spiking frequency proportional to the pixel value
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the latency, spike-based backpropagation rules have been proposed that perform end-to-end
gradient descent training on spike data. In spike-based backpropagation methods, the non-
differentiability of the spiking neuron is handled by either approximating the spiking neuron
model as continuous and differentiable [68] or by defining a surrogate gradient as a contin-
uous approximation of the real gradient [11], [12], [69]. Spike-based SNN training reduces
the overall latency by ~10x (for instance, 200 — 250 time steps required to process an input
[70]) but requires more training effort (in terms of total training iterations) than conversion
approaches. A single feed-forward pass in ANN corresponds to multiple forward passes in
SNN which is proportional to the number of time steps. In spike-based backpropagation, the
backward pass requires the gradients to be integrated over the total number of time steps
that increases the computation and memory complexity. The multiple-iteration training ef-
fort with exploding memory requirement (for backward pass computations) has limited the
applicability of spike-based backpropagation methods to small datasets (like CIFAR10) on
simple few-layered convolutional architectures.

In this work, we propose a hybrid training technique which combines ANN-SNN conver-
sion and spike-based backpropagation that reduces the overall latency as well as decreases
the training effort for convergence. We use ANN-SNN conversion as an initialization step
followed by spike-based backpropagation incremental training (that converges to optimal
accuracy with few epochs due to the precursory initialization). Essentially, our hybrid ap-
proach of taking a converted SNN and incrementally training it using backpropagation yields
improved energy-efficiency as well as higher accuracy than a model trained from scratch with
only conversion or only spike-based backpropagation.

In summary, this work makes the following contributions:

o We introduce a hybrid computationally-efficient training methodology for deep SNNs.
We use the weights and firing thresholds of an SNN converted from an ANN as the ini-
tialization step for spike-based backpropagation. We then train this initialized network
with spike-based backpropagation for few epochs to perform inference at a reduced la-

tency or time steps.
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Figure 4.1. Surrogate gradient of the spiking neuron activation function (Eq.
4.11). a = 0.3,8 = 0.01. The gradient is computed for each neuron and At
defines the time difference between current simulation time and the last spike
time of the neuron. For example, if a neuron spikes at t;, = 12 its gradient will
be maximum at ¢ = 12(At = 0) and gradually decrease for later time steps.
If the same neuron spikes later at t, = 24 its previous spike history will be
overwritten and the gradient computation for t = 24 onward will only consider
the most recent spike. This avoids the overhead of storing all the spike history
in memory.

« We propose a novel spike time-dependent backpropagation (STDB, a variant of stan-
dard spike-based backpropagation) that computes surrogate gradient using neuron’s
spike time. The parameter update is triggered by the occurrence of spike and the gra-
dient is computed based on the time difference between the current time step and the
most recent time step the neuron generated an output spike. This is motivated from
the Hebb’s principle which states that the plasticity of a synapse is dependent on the

spiking activity of the neurons connected to the synapse.

o Our hybrid approach with the novel surrogate gradient descent allows training of large-
scale SNNs without exploding memory required during spike-based backpropagation.
We evaluate our hybrid approach on large SNNs (VGG, ResNet-like architectures) on
Imagenet, CIFAR datasets and show near iso-accuracy compared to similar ANNs and

converted SNNs at lower compute cost and energy.
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4.2 Spike Timing Dependent Backpropagation (STDB)

In this section, we describe the spiking neuron model, derive the equations for the pro-
posed surrogate gradient based learning, present the weight initialization method for SNN,
discuss the constraints applied for ANN-SNN conversion, and summarize the overall training

methodology.

4.2.1 Leaky Integrate and Fire (LIF) Neuron Model

The neuron model defines the dynamics of the neuron’s internal state and the trigger for

it to generate a spike. The differential equation

au

= (U~ Usew) + RI (4.1)

is widely used to characterize the leaky-integrate-and-fire (LIF) neuron model where, U is the
internal state of the neuron referred as the membrane potential, U, is the resting potential,
R and I are the input resistance and the current, respectively. The above equation is valid
when the membrane potential is below the threshold value (V). The neuron generates an
output spike when U=V and U is reduced to the reset potential. This representation is
described in continuous domain and more suitable for biological simulations. We modify the
equation to be evaluated in a discrete manner in the Pytorch framework [69]. The iterative

model for a single post-neuron is described by

1

uf = duft + ) wyol —vol ! (4.2)
J

o~ = (4.3)
0, otherwise

where u is the membrane potential, subscript i and j represent the post- and pre-neuron,
respectively, superscript ¢ is the time step, A is a constant (< 1) responsible for the leak in

membrane potential, w is the weight connecting the pre- and post-neuron, o is the binary
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Algorithm 1 ANN-SNN conversion: initialization of weights and threshold voltages
Input: Trained ANN model (A), SNN model (N), Input (X)
// Copy ann weights to snn
for [=1 to L do
| MW+~ AW
// Initialize threshold voltage to 0
Vi« [07 7O]L—1
for [=1 to L-1 do
v 0
for t=1 to T do
O} + PoissonGenerator(X)
for k=1 to [ do

if £ <! then
// Forward (Algorithm 4)
else
// Pre-nonlinearity (A)
A+ Nl(Oltc—l)
if maxz(A) > v then
| v < max(A)
V{I] < v

output spike, and v is the firing threshold potential. The right hand side of Equation 4.2
has three terms: the first term calculates the leak in the membrane potential from the
previous time step, the second term integrates the input from the previous layer and adds
it to the membrane potential, and the third term which is outside the summation reduces
the membrane potential by the threshold value if a spike is generated. This is known as soft
reset as the membrane potential is lowered by v compared to hard reset where the membrane
potential is reduced to the reset value. Soft reset enables the spiking neuron to carry forward
the excess potential above the firing threshold to the following time step, thereby minimizing

information loss.

4.2.2 Spike Timing Dependent Backpropagation (STDB) Learning Rule

The neuron dynamics (Equation 4.2) show that the neuron’s state at a particular time
step recurrently depends on its state in previous time steps. This introduces implicit recur-

rent connections in the network [12]. Therefore, the learning rule has to perform the temporal
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Algorithm 2 Initialize the neuron parameters. Membrane potential (U), last spike time
(S), dropout mask (M). The initialization is performed once for every mini-batch.
Input: Input(X), network model(NV)
b_size = X.b_size
h = X.height
w = X.width
for [=1 to L do
if isintance(N;, Conv) then
U; = zeros(b_size, Nj.out, h,w)
S; = ones(b_size, Nj.out, h,w) * (—1000)
Ise if isintance(Nj, Linear) then
U; = zeros(b_size, Nj.out)
S; = ones(b_size, Nj.out) * (—1000)
Ise if isintance(N;, Dropout) then
// Generate the dropout map that will be fixed for all time steps
M; = N;(ones(U;_1.shape))
Ise if isintance(N;, AvgPool) then
// Reduce the width and height after average pooling layer
h = h//kernel_size
w = w//kernel_size

o

0]

@

credit assignment along with the spatial credit assignment. Credit assignment refers to the
process of assigning credit or blame to the network parameters according to their contribu-
tion to the loss function. Spatial credit assignment identifies structural network parameters
(like weights), whereas temporal credit assignment determines which past network activities
contributed to the loss function. Gradient-descent learning solves both credit assignment
problem: spatial credit assignment is performed by distributing error spatially across all lay-
ers using the chain rule of derivatives, and temporal credit assignment is done by unrolling
the network in time and performing backpropagation through time (BPTT) using the same
chain rule of derivatives [71]. In BPTT, the network is unrolled for all time steps and the
final output is computed as the sum of outputs from each time step. The loss function is

defined on the summed output.
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The dynamics of the neuron in the output layer is described by Equation (4.4), where
the leak part is removed (A = 1) and the neuron only integrates the input without firing.

This eliminates the difficulty of defining the loss function on spike count [70].
uf = uf_l + Z Wj;0j (44)
j

The number of neurons in the output layer is the same as the number of categories in
the classification task. The output of the network is passed through a softmax layer that
outputs a probability distribution. The loss function is defined as the cross-entropy between

the true output and the network’s predicted distribution.

L=- Z yilog(p:) (4.5)
eu.T

oot 4.6

p 22\21 eug ( )

L is the loss function, y the true output, p the prediction, T the total number of time
steps, u” the accumulated membrane potential of the neuron in the output layer from all time
steps, and N the number of categories in the task. For deeper networks and large number
of time steps the truncated version of the BPTT algorithm is used to avoid memory issues.
In the truncated version the loss is computed at some time step t' before T based on the
potential accumulated till #'. The loss is backpropagated to all layers and the loss gradients
are computed and stored. At this point, the history of the computational graph is cleaned to
save memory. The subsequent computation of loss gradients at later time steps (2t', 3t,...T)
are summed together with the gradient at ¢’ to get the final gradient. The optimizer updates
the parameters at T' based on the sum of the gradients. Gradient descent learning has the
objective of minimizing the loss function. This is achieved by backpropagating the error and

updating the parameters opposite to the direction of the derivative. The derivative of the
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loss function w.r.t. to the membrane potential of the neuron in the final layer is described

by,

oL
W:pi_yi

i

(4.7)

Algorithm 3 Training an SNN with surrogate gradient computed with spike timing. The
network is composed of L layers. The training proceeds with mini-batch size (batch_size)
Input: Mini-batch of input (X)) - target (V') pairs, network model (IV), initial weights (W), thresh-

old voltage (V)
U, S, M = Initialize NeuronParameters(X) [Algorithm 2]
// Forward propagation

for t=1 to T do
O} = PoissonGenerator(X)

for [=1 to L-1 do

if isintance(Ni, [Conv, Linear]) then
// accumulate the output of previous layer in U, soft reset when spike occurs

Ut =\U/ "+ W0, — Vi« O) !

// generate the output (+1) if U exceeds V
0! = STDB(U!, Vi, )

// store the latest spike times for each neuron

{10t =1 =+

else if isintance(N;, AvgPool) then
| Ol =Ni(0])

else if isintance(N;, Dropout) then
L Of = Offl * Ml

-1
| UL =XU '+ WL0f
// Backward Propagation
Compute % from the cross-entropy loss function using BPTT
for t=T to 1 do

for [=L-1 to 1 do

Compute % based on if IV; is linear, conv, pooling, etc.
l

oL _ oL 90 _ oL —Bst
aUT = sorauf — dof * e =
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To compute the gradient at current time step, the membrane potential at last time step
(u!™! in Equation 4.4) is considered as an input quantity. Therefore, gradient descent updates

the network parameters Wj; of the output layer as,

Wiy = Wij — nAWj; (4.8)

oL 0L oul OL « Oul
AI/I/I = = LI !
! ;81/1/1'5 zt:(?ulT oWl oul 5 oW

(4.9)

where 7 is the learning rate, and I/VI'Jf represents the copy of the weight used for computa-
tion at time step t. In the output layer the neurons do not generate a spike, and hence, the
issue of non-differentiability is not encountered. The update of the hidden layer parameters

is described by,
OL OL dot out

AWy = E — =) —

Y OW + dof Ouf OW

(4.10)

where of is the thresholding function (Equation 4.3) whose derivative w.r.t to u! is zero
everywhere and not defined at the time of spike. The challenge of discontinuous spiking
nonlinearity is resolved by introducing a surrogate gradient which is the continuous approx-

imation of the real gradient.

dot
i —BAL
—— = e 4.11

where o and  are constants, At is the time difference between the current time step (¢) and
the last time step the post-neuron generated a spike (¢,). It is an integer value whose range

is from zero to the total number of time steps (7).
At=(t—1t5),0< At<T, AteZ (4.12)

The values of a and [ are selected depending on the value of T'. If T" is large ( is lowered
to reduce the exponential decay so a spike can contribute towards gradients for later time
steps. The value of « is also reduced for large T because the gradient can propagate through
many time steps. The gradient is summed at each time step and thus a large o may lead

to exploding gradient. The surrogate gradient can be pre-computed for all values of At and
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Figure 4.2. Residual architecture for SNN

stored in a look-up table for faster computation. The parameter updates are triggered by the
spiking activity but the error gradients are still non-zero for time steps following the spike
time. This enables the algorithm to avoid the ‘dead neuron’ problem, where no learning
happens when there is no spike. Fig. 4.1 shows the activation gradient for different values
of At, the gradient decreases exponentially for neurons that have not been active for a long
time. In Hebbian models of biological learning, the parameter update is activity dependent.
This is experimentally observed in spike-timing-dependent plasticity (STDP) learning rule

which modulates the weights for pair of neurons that spike within a time window [72].
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4.3 SNN Weight Initialization

A prevalent method of constructing SNNs for inference is ANN-SNN conversion [6],
[44]. Since the network is trained with analog activations it does not suffer from the non-
differentiablity issue and can leverage the training techniques of ANNs. The conversion
process has a major drawback: it suffers from long inference latency (~2500 time steps) as
mentioned in Section 4.1. As there is no provision to optimize the parameters after con-
version based on spiking activity, the network can not leverage the temporal information of
the spikes. In this work, we propose to use the conversion process as an initialization tech-
nique for STDB. The converted weights and thresholds serve as a good initialization for the
optimizer and the STDB learning rule is applied for temporal and spatial credit assignment.

Algorithm 1 explains the ANN-SNN conversion process. The threshold voltages in SNN
needs to be adjusted based on the ANN weights. In [6], the authors showed two ways to
achieve this: weight-normalization and threshold-balancing. In weight-normalization the
weights are scaled by a normalization factor and threshold is set to 1, whereas in threshold-
balancing the weights are unchanged and the threshold is set to the normalization factor.
Both have a similar effect and either can be used to set the threshold. We employ the
threshold-balancing method and the normalization factor is calculated as the maximum
output of the corresponding convolution/linear layer in SNN. The maximum is calculated
over a mini-batch of input for all time steps.

There are several constraints imposed on training the ANN for the conversion process [6],
[44]. The neurons are trained without the bias term because the bias term in SNN has an
indirect effect on the threshold voltage which increases the difficulty of threshold balancing
and the process becomes more prone to conversion loss. The absence of bias term eliminates
the use of Batch Normalization [73] as a regularizer in ANN since it biases the input of
each layer to have zero mean. As an alternative, Dropout [74] is used as a regularizer for
both ANN and SNN training. The implementation of Dropout in SNN is further discussed
in Section 4.5. The pooling operation is widely used in ANN to reduce the convolution
map size. There are two popular variants: max pooling and average pooling [75]. Max

(Average) pooling outputs the maximum (average) value in the kernel space of the neuron’s
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activations. In SNN, the activations are binary and performing max pooling will result in

significant information loss for the next layer, so we adopt the average pooling for both ANN

and SNN [44].

4.4 Network Architectures

In this section, we describe the changes made to the VGG [66] and residual architec-
ture [67] for hybrid learning and discuss the process of threshold computation for both the

architectures.

4.4.1 VGG Architecture

The threshold balancing is performed for all layers except the input and output layer in
a VGG architecture. For every hidden convolution/linear layer the maximum input? to the
neuron is computed over all time steps and set as threshold for that layer. The threshold
assignment is done sequentially as described in Algorithm 1. The threshold computation
for all layers can not be performed in parallel (in one forward pass) because in the forward
method (Algorithm 4) we need the threshold at each time step to decide if the neuron should

spike or not.

4.4.2 Residual Architecture

Residual architectures introduce shortcut connections between layers that are not next to
each other. In order to minimize the ANN-SNN conversion loss various considerations were
made by [6]. The original residual architecture proposed by [67] uses an initial convolution
layer with wide kernel (7x7, stride 2). For conversion, this is replaced by a pre-processing
block consisting of a series of three convolution layer (3x3, stride 1) with dropout layer in
between (Fig. 4.2). The threshold balancing mechanism is applied to only these three layers
and the layers in the basic block have unity threshold.

2tinput to a neuron is the weighted sum of spkies from pre-neurons Ej W05
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Table 4.1. Classification results (Top-1) for CIFAR10, CIFAR100 and Ima-
geNet data sets. Column-1 shows the network architecture. Column-2 shows
the ANN accuracy when trained under the constraints as described in Section
4.3. Column-3 shows the SNN accuracy for T' = 2500 when converted from
a ANN with threshold balancing. Column-4 shows the performance of the
same converted SNN with lower time steps and adjusted thresholds. Column-
5 shows the performance after training the Column-4 network with STDB for
less than 20 epochs.

Architecture ANN ANN-SNN ANN-SNN Hybrid Training
Conversion Conversion (ANN-SNN
(T = 2500) (reduced time Conversion +
steps) STDB)
CIFARI10
VGG5 87.88% 87.64% | 84.56% (T =75) | 86.91% (T = 75)
VGGI 91.45% 90.98% 87.31% (T =100) | 90.54% (T = 100)
VGG16 92.81% 92.48% 90.2% (T = 100) 91.13% (T = 100)
ResNet8 91.35% 91.12% 89.5% (1" = 200) 91.35% (T = 200)
ResNet20 | 93.15% 92.94% | 91.12% (T = 250) | 92.22% (T = 250)
CIFAR100
VGG11 | 71.21% 70.94% [ 65.52% (T =125) | 67.87% (T = 125)
ImageNet
ResNet34 | 70.2% 651% | 56.87% (T = 250) | 61.48% (T = 250)
VGG16 69.35% 68.12% | 62.73% (T = 250) | 65.19% (T = 250)

4.5 Overall Training Algorithm

Algorithm 1 defines the process to initialize the parameters (weights, thresholds) of SNN
based on ANN-SNN conversion. Algorithm 2 and 4 show the mechanism of training the SNN
with STDB. Algorithm 2 initializes the neuron parameters for every mini-batch, whereas
Algorithm 4 performs the forward and backward propagation and computes the credit as-
signment. The threshold voltage for all neurons in a layer is same and is not altered in the
training process. For each dropout layer we initialize a mask (M) for every mini-batch of
inputs. The function of dropout is to randomly drop a certain number of inputs in order
to avoid overfitting. In case of SNN, inputs are represented as a spike train and we want
to keep the dropout units same for the entire duration of the input. Thus, a random mask

(M) is initialized (Algorithm 2) for every mini-batch and the input is element-wise multi-
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plied with the mask to generate the output of the dropout layer [70]. The Poisson generator
function outputs a Poisson spike train with rate proportional to the pixel value in the input.
A random number is generated at every time step for each pixel in the input image. The
random number is compared with the normalized pixel value and if the random number is
less than the pixel value an output spike is generated. This results in a Poisson spike train
with rate equivalent to the pixel value if averaged over a long time. The weighted sum of the
input is accumulated in the membrane potential of the first convolution layer. The STDB
function compares the membrane potential and the threshold of that layer to generate an
output spike. The neurons that output a spike their corresponding entry in S is updated
with current time step (¢). The last spike time is initialized with a large negative number
(Algorithm 2) to denote that at the beginning the last spike happened at negative infinity
time. This is repeated for all layers until the last layer. For last layer the inputs are accu-
mulated over all time steps and passed through a softmax layer to compute the multi-class
probability. The cross-entropy loss function is defined on the output of the softmax and the
weights are updated by performing the temporal and spatial credit assignment according to

the STDB rule.

4.6 Experiments

We tested the proposed training mechanism on image classification tasks from CIFAR [76]
and ImageNet [77] datasets. The results are summarized in Table 4.1. CIFAR10: The dataset
consists of labeled 60,000 images of 10 categories divided into training (50,000) and testing
(10,000) set. The images are of size 32x32 with RGB channels.

CIFAR100: The dataset is similar to CIFAR10 except that it has 100 categories.

ImageNet: The dataset comprises of labeled high-resolution 1.2 million training images

and 50,000 validation images with 1000 categories.

4.7 Energy-Delay Product Analysis of SNNs

A single spike in an SNN consumes a constant amount of energy [64]. The first order

analysis of energy-delay product of an SNN is dependent on the number of spikes and the
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Figure 4.3. Average number of spikes for each layer in a VGG16 architec-
ture for purely converted SNN and SNN trained with hybrid technique. The
converted SNN and SNN trained with hybrid technique achieve an accuracy
of 89.20% and 91.87%, respectively, for the randomly selected 1500 samples
from the test set. Both the networks were inferred for 100 time steps and ‘v’
represents the threshold voltage for each layer obtained during the conversion
process (Algorithm 1).

total number of time steps. Fig. 4.3 shows the average number of spikes in each layer when
evaluated for 1500 samples from CIFARI10 testset for VGG16 architecture. The average is
computed by summing all the spikes in a layer over 100 time steps and dividing by the number
of neurons in that layer. For example, the average number of spikes in the 10 layer is 5.8
for both the networks, which implies that over a 100 time step period each neuron in that
layer spikes 5.8 times on average over all input samples. Higher spiking activity corresponds
to lower energy-efficiency. The average number of spikes is compared for a converted SNN
and SNN trained with conversion-and-STDB. The SNN trained with conversion-and-STDB
has 1.5x less number of average spikes over all layers under iso conditions (time steps,
threshold voltages, inputs, etc.) and achieves higher accuracy compared to the converted
SNN. The converted SNNs when simulated for larger time steps further degrade the energy-

delay product with minimal increase in accuracy [6].

78



Table 4.2. Comparion of our work with other SNN models on CIFAR10 and
ImageNet datasets

Model Dataset Training Architecture | Accuracy | Time-steps
Method

[63] CIFAR10 | ANN-SNN 2Conv, 82.95% 6000
Conversion 2Linear

[64] CIFAR10 | ANN-SNN 3Conv, 77.43% 400
Conversion 2Linear

6] CIFAR10 | ANN-SNN VGG16 91.55% 2500
Conversion

[70] CIFAR10 | Spiking BP VGGI 90.45% 100

[62] CIFAR10 | Surrogate Gra- | 5Conv, 90.53% 12
dient 2Linear

This CIFARI10 | Hybrid VGG16 91.13% 100

work Training 92.02% 200

[6] ImageNet | ANN-SNN VGG16 69.96% 2500
Conversion

This ImageNet | Hybrid VGG16 65.19% 250

work Training

4.8 Related Work

In [78], the authors proposed a method to directly train on SNN by keeping track of the
membrane potential of spiking neurons only at spike times and backpropagating the error at
spike times based on only the membrane potential. This method is not suitable for networks
with sparse activity due to the ‘dead neuron’ problem: no learning happens when the neurons
do not spike. In our work, we need one spike for the learning to start but gradient contribution
continues in later time steps as shown in Fig. 4.1. In [79], the authors derived a surrogate
gradient based method on the membrane potential of a spiking neuron at a single time step
only. The error was backpropagated at only one time step and only the input at that time
step contributed to the gradient. This method neglects the effect of earlier spike inputs.
In our approach, the error is backpropagated for every time step and the weight update is
performed on the gradients summed over all time steps. The authors in [80] proposed a
gradient function similar to the one proposed in this work. They used the difference between

the membrane potential and the threshold to compute the gradient compared to the difference
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in spike timing used in this work. The membrane potential is a continuous value whereas
the spike time is an integer value bounded by the number of time steps. Therefore, gradients
that depend on spike time can be pre-computed and stored in a look-up table for faster
computation. They evaluated their approach on shallow architectures with two convolution
layer for MNIST dataset. In this work, we trained deep SNNs with multiple stacked layers for
complex calssification tasks. In [69], the authors performed backpropagation through time on
SNN with a surrogate gradient defined on the membrane potential. The surrogate gradient
was defined as piece-wise linear or exponential function of the membrane potential. The other
surrogate gradients proposed in the literature are all computed on the membrane potential
[12]. The authors in [70] approximated the neuron output as continuous low-pass filtered
spike train. They used this approximated continuous value to perform backpropagation.
Most of the works in the literature on direct training of SNN or conversion based methods
have been evaluated on shallow architectures for simple classification problems. In Table 4.2
we compare our model with the models that reported accuracy on CIFAR10 and ImageNet
dataset. In [62], the authors achieved convergence in 12 time steps by using a dedicated
encoding layer to capture the input precision. It is beyond the scope of this work to compute
the hardware and energy implications of such encoding layer. Our model performs better

than all other models at far fewer number of time steps.

4.9 Conclusions

The direct training of SNN with backpropagation is computationally expensive and slow,
whereas ANN-SNN conversion suffers from high latency. To address this issue we proposed
a hybrid training technique for deep SNNs. We took an SNN converted from ANN and used
its weights and thresholds as initialization for spike-based backpropagation of SNN. We then
performed spike-based backpropagation on this initialized network to obtain an SNN that
can perform with fewer number of time steps. The number of epochs required to train SNN
was also reduced by having a good initial starting point. The resultant trained SNN had
higher accuracy and lower number of spikes/inference compared to purely converted SNNs

at reduced number of time steps. The backpropagation through time was performed with
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surrogate gradient defined using neuron’s spike time that captured the temporal information
and helped in reducing the number of time steps. We tested our algorithm on CIFAR and
ImageNet datasets and achieved state-of-the-art performance with fewer number of time

steps.
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5. DIET-SNN: A LOW-LATENCY SPIKING NEURAL
NETWORK WITH DIRECT INPUT ENCODING AND
LEAKAGE AND THRESHOLD OPTIMIZATION

5.1 Introduction

In recent years, a class of neural networks inspired by the event-driven form of computa-
tions in the brain has gained popularity for their promise of low-power computing [81], [82].
Spiking neural networks (SNNs) first emerged in computational neuroscience as an attempt
to model the behavior of biological neurons [83]. They were pursued for low-complexity
tasks implemented on bio-plausible neuromorphic platforms. At the same time in stan-
dard deep learning, the analog-valued artificial neural networks (ANNs) became the de-facto
model for training various computer vision and natural language processing tasks [84], [85].
The skyrocketing performance and success of multi-layer ANNs came at a significant power
and energy cost [2]. Recently, major chip maker Nvidia estimated that 80 — 90% of the
energy cost of neural networks at data centers lies in inference processing [86]. The tremen-
dous energy costs and the demand for edge intelligence on battery-powered devices have
shifted the focus on exploring lightweight energy-efficient inference models for machine in-
telligence. To that effect, various techniques such as weight pruning [87], model compression
[88], and quantization methods [89] are proposed to reduce the size and computations in
ANNSs. Nonetheless, the inherent one-shot analog computation in ANNs requires the expen-
sive operation of multiplying two real numbers (except when both weights and activations
are 1-bit [90]). In contrast, SNNs inherently compute and transmit information with binary
signals distributed over time, providing a promising alternative for power-efficient machine
intelligence.

For a long time, SNNs’ success was delayed due to the unavailability of good learning
algorithms. In recent years, the advent of supervised learning algorithms for SNNs has
overcome many of the roadblocks surrounding the discontinuous derivative of the spike ac-
tivation function [12]. Since SNNs receive and transmit information through spikes, analog

values need to be encoded into spikes. There are a plethora of input encoding methods like
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rate coding [6], [44], temporal coding [91], rank-order coding [92], and other special coding
schemes [93]. Among these, rate-coding has shown competitive performance on complex
tasks [6], [44], [70] while others are limited to simple tasks like learning the XOR function
and classifying digits from the MNIST dataset. Also, dynamic vision sensors (DVS) record
the change in image pixel intensities and directly convert it to spikes that can estimate opti-
cal flow [94] and classify hand gestures [80]. In rate coding, the analog value is represented
by the rate of firing of the neuron. In each timestep, the neuron either fires (output ‘1’) or
stays inactive (output ‘0’). Therefore, an analog value of 0.5 is represented by a neuron that
fires during 50% of the total number of timesteps. The number of timesteps! determines
the discretization error in the representation of the analog value by spike-train. This leads
to adopting a large number of timesteps for high accuracy at the expense of high infer-
ence latency [6]. The two other parameters that are crucial for SNNs are firing threshold of
the neuron and membrane potential [eak. The neuron fires when the membrane potential
exceeds the firing threshold and the potential is reset after each firing. Such neurons are
usually referred to as integrate-and-fire (IF') neurons. The threshold value is very significant
for the correct operation of SNNs because a high threshold will prevent the neuron from
firing (‘dead-neuron’ problem), and a lower threshold will lead to excessive firing, affecting
the ability of the neuron to differentiate between two input patterns. Another neuron model,
leaky-integrate-and-fire (LIF), introduces a leak factor that allows the membrane potential
to keep shrinking over time [96]. Most of the recent work on supervised learning in SNNs
has either employed the IF or the LIF neuron model [6], [44], [70], [97], [98]. Some proposals
adopt kernel-based spike response models [68], [78], [99], but for the most part, these ap-
proaches show limited performance on simple datasets and do not scale for deep networks.
The leak provides an additional knob that can potentially be used to tune SNNs for better
energy-efficiency. However, there has not been any exploration of the full design space of
optimizing the leak and the threshold to achieve better latency (or energy) and accuracy
tradeoff. Research, so far, has been mainly focused on using fixed leak for the entire network

that can limit the capabilities of SNNs [70], [97]. The firing thresholds are also fixed [70]

1'Wall-clock time for 1 ‘timestep’ is dependent on the number of computations performed and the underlying
hardware [95]. In the simulation, 1 timestep is the time taken to perform 1 forward pass
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or selected based on some heuristics [5], [6]. In [6], the threshold was selected as the maxi-
mum pre-activation of each layer, whereas in [5] the authors selected a certain percentile of
the pre-activation distribution as the threshold. Some recent works employ leak/threshold
optimization, but their application is limited to simple datasets [100], [101]. The current
challenges in SNN models are high inference latency and energy, long training time, and
substantial training costs in terms of memory and computation. Most of these challenges
arise due to in-efficient input encoding, and improper methods of selecting the membrane
leak and the threshold.

To address these challenges, this paper makes the following contributions:

o We propose a gradient descent based training method that learns the correct mem-
brane leak and firing threshold for each layer of a deep spiking network via error-
backpropagation. The goal is to jointly optimize the neuron parameters (membrane
leak and threshold) and the network parameters (weights) to achieve high accuracy at
low inference latency. The tailored membrane leak and threshold for each layer leads

to large improvements in activation sparsity and energy-efficiency.

o We train the first convolutional layer to act as the spike-generator, whose spike-rate is
a function of the weights, membrane leak, and threshold. This also eliminates the need

for a generator function (and associated overheads) used in other coding schemes?.

o To evaluate the effectiveness of the proposed algorithm, we train SNNs on both VGG
[66] and ResNet [67] architectures for CIFAR [76] and ImageNet [102] datasets. DIET-
SNN achieves similar accuracy as ANN with 6 — 18 x less compute energy. The perfor-
mance is achieved at inference latency of 5 timesteps compared to 100 — 2000 timesteps

for state-of-the-art SNN models.

5.2 Background and Related Work

The development of efficient learning algorithms for deep SNNs is an on-going research

challenge. There has been a significant amount of success with recent supervised learning

21For rate-coding, a Poisson generator is used to convert the analog values to spike-train [44]. The encoder
generates random numbers every timestep and compares it with the analog values to produce the spikes.
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algorithms [6], [11], [62], [69], [98] that can be broadly classified as conversion algorithms
[5], [6], [64] and spike-based backpropagation algorithms [11], [70]. Additionally, there are
bio-plausible algorithms that employ spike timing dependent plasticity learning rule [103], or
feedback alignment to update the weights. Some of these algorithms apply random weights
[104] or fixed weights [105] as the feedback weight during backpropagation®. The success of
these algorithms is limited to simple tasks. Therefore, we focus our discussion on ANN-to-
SNN conversion and backpropagation algorithms that are more suitable for complex tasks

and are scalable to deep networks.

5.2.1 ANN-to-SNN Conversion

ANN-to-SNN conversion is the most successful method of training rate-coded deep SNNs
[5], [6], [44], [64], [98]. An ANN with ReLU neurons is trained with standard backpropagation
with some restrictions (no bias, average pooling, no batch normalization). Although some
works show that some of the restrictions can be relaxed [5]. Next, SNN (iso-architecture as
ANN) with IF neurons is initialized with the weights of the trained ANN. The underlying
principle is that the ReLLU neuron can be mapped to the IF neuron with minimum loss. The
mapping is possible for SNNs that operate on rate-coded inputs [6], [44] or on direct input
encoding [5]. The major bottleneck of this method is to determine the firing threshold of
the IF neurons that can balance the accuracy-latency tradeoff. Generally, the threshold is
computed as the maximum pre-activation of the IF neuron resulting in high inference accu-
racy at the cost of high inference latency (2000 — 2500 timesteps) [6]. In recent work, the
authors showed that instead of using the maximum pre-activation, a certain percentile of the
pre-activation distribution reduces the inference latency (100 — 200 timesteps) with minimal
accuracy drop [106]. These heuristic techniques of determining the firing threshold lead to
a sub-optimal accuracy-latency tradeoff. Additionally, ANN-to-SNN conversion has a major
drawback: the absence of the timing information. The quintessential parameter ‘time’ is not

utilized in the conversion process which leads to higher inference latency. The backprop-

31In standard backpropagation, the feedback weight is W7, where W is the weight used in the forward pass
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agation based algorithms, described next, employ the timing information to calculate the

gradients and have lower inference latency compared to conversion algorithms.

5.2.2 Error Backpropagation in SNIN

ANNSs have achieved success with gradient-based training that backpropagates the error
signal from the output layer to the input layer. It requires computing a gradient of each
operation performed in the forward pass. Unfortunately, the IF and the LIF neuron does
not have a continuous derivative. The derivative of the spike function (Dirac delta) is
undefined at the time of spike and ‘0’ otherwise. This has hindered the application of
standard backpropagation in SNN. There have been many proposals to perform gradient-
based training in SNNs [68], [70] — among them, the most successful is surrogate-gradient
based optimization [12]. The discontinuous derivative of the IF neuron is approximated by
a continuous function that serves as the surrogate for the real gradient. SNNs trained with
surrogate-gradient perform backpropagation through time (BPTT) to achieve high accuracy
and low latency (100 timesteps), but the training is very compute and memory intensive in
terms of total training iterations compared to conversion techniques. The multiple-iteration
training effort with exploding memory requirement for backpropagation has limited the

application of this method to simpler tasks on shallow architectures [70].

5.2.3 Hybrid SNN Training

In recent work, the authors proposed a hybrid mechanism to circumvent the high training
costs of backpropagation as well as maintain low inference latency (100 — 250 timesteps) [97].
The method involves both ANN-to-SNN conversion and error-backpropagation. A trained
ANN is converted to an SNN as described earlier and the weights of the converted SNN are
further fine-tuned with surrogate gradient and BPTT. The authors showed a faster conver-
gence (< 20 epochs) in SNN training due to the precursory initialization from the ANN-
to-SNN conversion. This presents a practically feasible method to train deep SNNs with
limited resources, which is otherwise challenging with only backpropagation from random

initialization [70]. Hybrid training tries to achieve the best of both worlds: high accuracy
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Figure 5.1. Training pipeline

and low latency. But it still employs rate coding, fixed membrane leak, and fixed threshold,
and therefore, the latency-accuracy tradeoff can be improved further.

In this work, we adopt the hybrid training method to train the SNNs. We start with
ANN-to-SNN conversion and select the threshold for each layer as 95" percentile of the pre-
activation distribution. The pixel intensities are directly applied in the input layer during the
threshold computation. This serves as the initial model that is further trained to optimize

the membrane leak and threshold.

5.3 Algorithm for training DIET-SNN

In this section, we describe the input encoding, leaky-integrate-and-fire (LIF) neuron
model, and derive the backpropagation equations to update the weights, the thresholds, and

the leak factors.

5.3.1 Direct Input Encoding

The pixel intensities of an image are applied directly to the input layer of the SNN at

each timestep [5], [106]. The first convolutional layer composed of LIF neurons acts as both
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Table 5.1. Top-1 classification accuracy
Architecture  ANN  ANN-to-SNN Training  only DIET-SNN Timesteps (7))
weights in SNN

CIFAR10
VGG6 90.80% 86.19% 89.24% 89.42% )
90.05% 10
VGG16 93.72% 73.52% 91.68% 92.70% 5
93.44% 10
ResNet20  92.79% 47.26% 90.29% 91.78% )
92.54% 10
CIFAR100
VGG16 71.82% 46.54% 65.83% 69.67% )
ResNet20  64.64% 31.40% 62.95% 64.07% )
ImageNet
VGG16 70.08% 24.58% 64.32% 69.00% )

the feature extractor and the spike-generator, which accumulates the weighted pixel values
and generates output spikes. This is similar to rate-coding, but the spike-rate is a function

of the weights, membrane leak, and threshold that are all learned by gradient-descent.

5.3.2 Neuron Model

We employ the LIF neuron model described by

uf = Nuf !+ wyol — viof ! (5.1)
J
Zl=—"——1 and o '= (5.2)
Vi

0, otherwise

where v is the membrane potential, A is the leak factor with a value in [0 — 1], w is the
weight connecting pre-neuron j and post-neuron i, o is the binary spike output, v is the firing
threshold, and ¢ represents the timestep. The first term in Equation 5.1 denotes the leakage

in the membrane potential, the second term integrates the weighted input received from pre-
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neuron, and the third term accounts for the reduction in potential when the neuron generates
an output spike. After the spike, a soft reset is performed where the potential is reduced
by threshold instead of resetting to zero [98]. The threshold governs the average integration
time of input, and the leak regulates how much of the potential is retained from the previous
timestep. Now, we derive the expressions to compute the gradients of the parameters at all
layers. The spatial and temporal credit assignment is performed by unrolling the network in

time and employing BPTT.

5.3.3 Output layer

The neuron model in the output layer only accumulates the incoming inputs without any

leakage and does not generate an output spike and is described by

up =y + Wi, (5.3)

where wu; is a vector containing the membrane potential of N output neurons, N is the number
of classes in the task, W, is the weight matrix connecting the output layer and the previous
layer, and o;_; is a vector containing the spike signals from layer (I — 1). The loss function
is defined on u; at the last timestep T'. We employ the cross-entropy loss and the softmax

is computed on u]. The symbol T is used for timestep and not to denote the transpose of a

l

matrix. - o
ut sy
e
s(uf) — 8 = " (5.4)
: Sopg €
u’; SN
OL

L=— Zyilog(si), 57 — 5 Y (5.5)

where s is the vector containing the softmax values, L is the loss function, and y is the

one-hot encoded vector of the true label or target. The weight update is computed as

Wy =W, — nAW, (5.6)
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Table 5.2. DIET-SNN compared with other SNN models

Model Method Architecture SNN Accuracy Timesteps
CIFARI10
6] ANN-to-SNN VGG16 91.55% 2500
5] ANN-to-SNN 4 Conv, 2 FC 90.85% 400
[97] Hybrid VGG16 02.02% 200
[70] Backprop VGGI 90.45% 100
[62] Backprop  CIFARNet 90.53% 12
[107] Backprop CIFARNet 90.98% 8
[108] Backprop CIFARNet 91.41% 5
This work DIET-SNN CIFARNet 91.59% 5
This work DIET-SNN VGG16 92.70% 5
CIFAR100
[08] ANN-to-SNN  VGG16 70.09% 763
[97] Hybrid VGG11 67.87% 125
[106)  ANN-to-SNN  VGG15 63.20% 62
This work DIET-SNN VGG16 69.67% 5
ImageNet
(6] ANN-to-SNN  VGG16 69.96% 2500
(98] ANN-to-SNN  VGG16 71.34% 768
[5] ANN-to-SNN  VGQ16 49.61% 400
[97] Hybrid VGG16 65.19% 250
[106] ANN-to-SNN VGG15 66.56% 64
[107] Backprop AlexNet 50.22% 10
This work DIET-SNN VGG16 69.00% 5
AW, — a@L:Z('?Lté?ufzaLTzﬁuf
—~ oW, 0w oW, Ou; 7 OW, (5.7)
=(s—y) Z 0)_1
t
oL oL Ou}
dol_,  oul 6’0}{11 = (s -y (5:8)

where 7 is the learning rate.
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5.3.4 Hidden layers

The neurons in the convolutional and fully-connected layers are defined by the LIF model

as

= \uit + Wl | — ol (5.9)

ul 1, ifzf>0
zi=——1 and o} = (5.10)

Yl 0, otherwise
where \; (v;) is a real value representing leak (threshold) for all neurons in layer . All neurons
in a layer share the same leak and threshold value. This reduces the number of trainable
parameters and we did not observe any significant improvement by assigning individual
threshold/leak to each neuron. The weight update is calculated as
0L 9o} 0z ou}

AW, =3 =
‘e am Z Aot 9zt out OW,

9L 0o 1 of
Z Do} 0z} v,

(5.11)

90} /o2t is the discontinuous gradient and we approximate it with the surrogate gradient [11]

do} .
pEl =~y max{0,1 — |z} (5.12)

doj  Doj 0z 0o 1
— = —— 5.13
dul Bzt oul Dzl (5.13)

where v is a constant denoting the maximum value of the gradient. The threshold update

is then computed as

v = v — nAu (5.14)
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Table 5.3. ANN vs DIET-SNN compute energy. Each operation in ANN
(SNN) consumes 4.6pJ (0.9p.J). The input layer in DIET-SNN is non-spiking,
so it’s energy is same as ANN. Column-5 shows the ratio of #operations in
input layer to the total #operations in the network.

Architecture Dataset ~ Normalized Normalized %(C) ANN / DIET-
(timesteps) #OPayn(a) #OPsyn (D) SNN  Energy
(c*4.6+(€>1ki.§)*b*0.9)
VGG6 (T=5) CIFAR10 1.0 0.14 0.029 18
VGG16 (T=5) CIFARIO 1.0 0.39 0.005 12.4
VGG16 (T=5) CIFARI100 1.0 0.40 0.005 12.1
VGG16 (T=5) ImageNet 1.0 0.41 0.006 11.7
ResNet20 CIFAR10 1.0 0.76 0.013 6.3
(T=5)
ResNet20 CIFAR100 1.0 0.72 0.013 6.6
(T=5)
oL OL 9ot 0z}
Ay, = - — it et &
K zt: oy zt: 0ot 0z} Ov, (5.15)
L0 (udk '
00} 02 (v7)?
And finally the leak update is computed as
)\l = )\l - UA)\l (516)
An = 9L _ - OL Doj 0y
: Y ot ut ON,
47 0ot out !

5.4 Experiments

The three-step DIET-SNN training pipeline (Fig. 5.1) begins with training an ANN

without the bias term and batch-normalization to achieve minimal loss during ANN-to-SNN

conversion [6], [44], [97]. Dropout [74] is used as the regularizer and the dropout mask is

unchanged during all timesteps of an input sample [97]. Average-pooling is used to reduce
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the feature map size in VGG architectures, whereas for ResNets, a stride of 2 is employed to
reduce the feature size. Next, the trained ANN is converted to SNN with IF neurons. The
threshold is computed sequentially as 95 percentile of the pre-activation distribution at each
layer. The pre-activation for each neuron is the weighted sum of inputs }7; ojwj; received by
the neuron. During threshold computation, the leak in the hidden layers is set to unity, and
the input layer employs direct input encoding. Finally, the converted SNN is trained with
error-backpropagation to optimize the weights, the membrane leak, and the firing thresholds
of each layer as described by the equations in Section 5.3. Algorithm 4 describes the three
processes employed in the training pipeline. We evaluate the performance of DIET-SNN
on VGG and ResNet architectures for CIFAR and ImageNet datasets (Table 5.1). Column-
2 in Table 5.1 shows the ANN accuracy; column-3 shows the accuracy after ANN-to-SNN
conversion with 5 timesteps; column-4 shows the accuracy when only the weights in SNN are
trained with spike-based backpropagation; column-5 shows the accuracy when the weights,
threshold, and leak are jointly optimized (DIET-SNN). The performance of DIET-SNN
compared to current state-of-the-art SNNs is shown in Table 5.2. DIET-SNN shows 5 —100x
improvement in inference latency compared to other spiking networks. Although the authors
in [62], [107], [108] achieved competitive accuracy on the CIFAR10 dataset with low inference
latency, the accuracy degraded on more challenging tasks or the energy-efficiency of SNNs
was compromised. The authors in [107] propose a method to train two networks (ANN and
SNN) simultaneously and share the weights between them. The weights are trained in ANN
and continuously copied to SNN; the activations of ANN are computed as the sum of spikes
in SNN for that layer. As the training is not performed in the spiking domain, the temporal
information is not utilized and the method fails to achieve competitive accuracy on the
ImageNet dataset (Table 5.2). The normalization method, NeuNorm, computes a weighted
summation of spike count and uses that quantity as the input to the convolutional layer
instead of the raw spike signals [62]. Therefore, the convolution requires the multiply-and-
accumulate (MAC) operation as both the input and the weight are real-valued quantities. In
SNN, one of the major advantages is that the expensive MAC operation (needed in ANN) is
reduced to simple additions due to binary inputs (more discussion in Section 5.5). Although

the authors achieved competitive accuracy in a lower number of time-steps, the proposed
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Figure 5.2. (a) Layerwise spike rate for VGG16 during inference over entire
test-set. Average spike rate is calculated as total #spikes/sncurons. An average
spike rate of 0.41 indicates that every neuron fired on average 0.41 times for
each image over all timesteps. (b) Layerwise leak and threshold for VGG16
on CIFAR100 dataset. The threshold before training represents the values
obtained from ANN-to-SNN conversion process. The leak before training is
unity for all layers.

normalization method loses the energy benefits of SNNs and is similar to ANNs in terms
of the type of computation. In contrast, DIET-SNN achieves state-of-the-art accuracy on
CIFAR and ImageNet datasets with spike-based communication between layers (except for

the first layer) that leads to better energy-efficiency.
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Figure 5.3. Effect of employing direct input encoding, threshold and leak optimization

5.5 Energy Efficiency

In this section, we delve in the compute energy comparison between ANN and SNN. In
ANN, each operation computes a dot-product involving one floating-point (FP) multiplica-
tion and one FP addition (MAC), whereas, in SNN, each operation is only one FP addition
due to binary spikes. The computations in SNN implemented on neuromorphic hardware are
event-driven [82], [95]. Therefore, in the absence of spikes, there are no computations and
no active energy is consumed. We computed the energy cost/operation for ANNs and SNNs
in 45nm CMOS technology (Table 5.4). The energy cost for 32-bit ANN MAC operation
(4.6pJ) is 5.1x more than SNN addition operation (0.9pJ) [109]. These numbers may vary

for different technologies, but generally, in most technologies, the addition operation is much

Table 5.4. Energy costs of addition and multiplication in 45nm CMOS [109]
FP ADD (32 bit)  0.9pJ

FP MULT (32 bit) 3.7pJ
FP MAC (32 bit) (0.9 + 3.7)
= 4.6pJ
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cheaper than the multiplication operation. In ANN, the number of operations in convolution
layer is

#OPANN = kw X kh X Cip X h'out X Woyt X Cout, (518)

and for fully-connected layer is

#OPANN - fin X foutu (519)

where k,, (k) is kernel width (height), ¢;,(cout) is the number of input (output) channels,
hout(Weut) is the height (width) of the output feature map, and fi,(fous) is the number of
input (output) features. The number of operations in iso-architecture SNN is specified by

#OPSNN = SpikeRatel X #OPANN (520)

#Total Spikes; over all inference timesteps

SpikeRate; = (5.21)

# Neurons;

where SpikeRate; is the total spikes in layer [ over all timesteps divided by the number

of neurons in layer [. A spike rate of 1 (every neuron fired once) implies that the num-
ber of operations for ANN and SNN are the same (though operations are MAC in ANN
while addition in SNNs). Lower spike rates denote more sparsity in spike events and higher
energy-efficiency. Table 5.3 shows the compute energy comparison of ANN and SNN. As
the first layer in our proposed network is non-spiking, we compute its energy based on MAC
operations (column-5 in Table 5.3). Overall SNNs achieve better energy-efficiency due to
two reasons: low spike rate leading to less number of operations, and lower compute en-
ergy/operation (MAC vs ADD). The average spike rate for VGG16 during inference is 0.4
(Fig. 5.2(a)); therefore, the effective number of operations in SNN is lower than that in ANN.
The low spike rate is facilitated by the low (high) leak (threshold) values in the deeper lay-
ers obtained from the gradient descent training (Fig. 5.2(b)). The energy for ResNet is
more than VGG because more than 50% of the total operations in ResNet occurs in the
first 3 layers where the spike rate is high. The standard ResNet architecture was modified

with initial 3 plain convolutional layers to minimize the accuracy loss during ANN-to-SNN
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conversion [6]. The authors in [106] reported an average spike rate of 2.35 for VGG16 on
CIFAR100 with 62% accuracy. The maximum spike rate of 20 was reported for VGG16 ar-
chitecture on CIFAR10 dataset [97]. DIET-SNN performs considerably better in all metrics
compared to these models and achieves better compute energy than ANN on complex tasks
like CIFAR and ImageNet with similar accuracy. We did not consider the data movement
cost in our evaluation as it is dependent on the system architecture and the underlying
hardware implementation. Although we would like to mention that in SNN the membrane
potentials have to be fetched at every timestep, in addition to the weights and activations.
Many proposals reduce the memory cost by data buffering [110], trading computations for
memory [111], and data reuse through efficient dataflows [112]. All such techniques can
be extended to SNNs to address the memory cost. The training of SNNs is still a cause
of concern for energy-efficiency because it requires several days, even on high-performance
GPUs. The hybrid approach and DIET-SNN alleviate the issue to some extent by reducing
the number of training epochs and the number of timesteps, but further innovations in both

algorithms and accelerators for SNNs are required to reduce the training cost.

5.6 Effect of direct input encoding and threshold/leak optimization

Table 5.1 shows the effect on accuracy (under iso-timesteps) by training threshold /leak
along with direct input encoding. In this section, we analyze the impact of input encoding,
threshold and leak on the average spike rate and latency (under iso-accuracy). We train
four different spiking networks: (a) SNN with IF neuron and Poisson rate encoding; (b)
SNN with IF neuron and direct input encoding; (c) threshold optimization added to (b);
(d) SNN with LIF neuron, analog encoding, and threshold/leak optimization (DIET-SNN).
The SNNs are trained to achieve similar accuracy for VGG16 on CIFAR10. The networks
(a)-(d) achieved an accuracy of 92.10%, 92.41%, 92.37%, and 92.70%, respectively. The
network with Poisson input encoding required 150 timesteps with average spike rate of 26
(Fig. 5.3). By replacing Poisson encoding with direct input encoding (proposed work),
the latency (spike-rate) improved to 25 timesteps (1.94). As mentioned in Section 5.1, the

information in rate-coded SNNs is encoded in the firing rate of the neuron. In Poisson
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encoding, the firing rate is proportional to the pixel value, whereas in direct input encoding,
the SNN learns the optimal firing rate by training the parameters of the first convolutional
layer. . This reduces the number of timesteps required to encode the input. Next, the
addition of threshold optimization reduces the latency (spike-rate) to 15 timesteps (1.47).
In SNNs with IF neurons, a neuron’s activity is dependent on the ratio of the weights
and the neuron’s threshold. Therefore, training only weights should be sufficient, however,
training threshold along with weights provides additional parameter for optimization and
leads to lower latency as shown in network (c¢) compared to (b). . Finally, the addition
of the leak parameter reduces the latency (spike-rate) to 5 timesteps (0.39). The leak and
threshold together eliminate the excess membrane potential and suppress unnecessary firing
activities that improve the latency and the spike-rate. The compute energy compared to
ANN (Table 5.3) for the networks (a)-(d) are 0.2, 2.6, 3.4, and 12.4, respectively. Therefore,
the co-optimization of weights, leak, and threshold along with direct input encoding leads

to improved latency and low energy-consumption.

5.7 Conclusions

SNNs that operate with asynchronous discrete events can potentially solve the energy
issue in deep learning. To that effect, we presented DIET-SNN, an energy-efficient spiking
network that is trained to operate with low inference latency and high activation spar-
sity. The membrane leak and the firing threshold of the LIF neurons are trained with
error-backpropagation along with the weights of the network to optimize both accuracy and
latency. We initialize the parameters of DIET-SNN, taken from a trained ANN, to speed-
up the training with spike-based backpropagation. The image pixels are applied directly
as input to the network, and the first convolutional layer is trained to perform the spike-
generation operation. This leads to high activation sparsity in the convolutional and dense
layers of the network. The high sparsity combined with low inference latency reduces the
compute energy by 6 — 18 x compared to an equivalent ANN with similar accuracy. DIET-
SNN achieves similar accuracy as other state-of-the-art SNN models with 20 — 500x less

number of timesteps.
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Algorithm 4 DIET-SNN training algorithm with ANN-to-SNN conversion followed by
spike-based backpropagation to jointly optimize weights, thresholds, and membrane leaks.

ANN training
Input: Dataset (D), ANN model (N,), initial weights (W,)
while stopping criterion not met do
sample mini-batch of input (X)) - target (Y') pairs from D
Y = N,(X) //Forward propagation
Loss = CrossEntropy(Y,Y)
Wy W, — edLoss // Weight update

ANN-to-SNN conversion
Input: Trained ANN weights (W, ), mini-batch of input (X)) - target (Y") pairs from D, SNN
model (Ny), Timesteps (T)
// Initialize SNN weights with trained ANN weights
Wy +— W,
V. threshold voltage
// compute the threshold for all layers sequentially
for [ in N, do
for t=1 to T do
A; = N,(X) // pre-nonlinearity activation of layer
if 95" percentile of A; ; V; then
|V, = 95" percentile of 4

Spike-based backpropagation on converted SNN
Input: Dataset (D), Converted SNN (N,), SNN weights (W)
while stopping criterion not met do
sample mini-batch of input (X) - target (Y) pairs from D, U: membrane potential, O:
spike output, \: membrane leak
for t=1 to T do
Oy = X // direct input encoding
for [=1 to L-1 do
// accumulate the output of previous layer in U, soft reset when spike occurs
Ul = NUH+ W,0E | — Vot
/ / generate spike if U exceeds V
if U, >V, then
L O =1

// only accumulation in the final layer
UL =U W, 00

Loss = CrossEntropy(Y,UT)

W, +~ W, — edLOSS // Weight update

VeV—ﬁmSWMMMMWMm
N )\ — 6dLoss // Leak update
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6. LITE-SNN: LEVERAGING INHERENT DYNAMICS TO
TRAIN ENERGY-EFFICIENT SPIKING NEURAL
NETWORKS FOR SEQUENTIAL LEARNING

6.1 Introduction

Deep learning is achieving significant milestones in various fields including computer
vision [113], natural language processing (NLP) [114], drug discovery [115], autonomous
driving [116], and many others. However, the success comes at a significant power and en-
ergy cost [1], and if unaddressed, it can hinder the deployment of ubiquitous intelligent edge
devices, stagnate or slow down the progress of large model development, and affect various
sustainability goals. Specifically, large language models (with trillions of parameters [117])
have recently received a lot of scrutiny for their high energy consumption combined with their
popularity and high usage in everyday applications [118]. Researchers are exploring vari-
ous alternatives at the hardware (custom chips [119]), algorithms (model compression [120],
transfer learning [121]), and system-level [122] changes to circumvent the high energy and
compute requirements of deep networks. Spiking neural networks (SNNs) running on low-
power event-driven neuromorphic platforms [82] is one such solution to improve the energy
efficiency of deep neural networks. SNNs are becoming popular for their promise of low power
machine intelligence through the asynchronous event-driven computations with binary sig-
nals (spikes). SNNs have achieved state-of-the-art results on challenging image classification
tasks with better energy efficiency compared to traditional (with ReLU like activations) ar-
tificial neural networks (ANNs) [107], [123]. However, their application in other areas like
sequential learning tasks (speech recognition, language translation, sentiment analysis, etc.)
is not well explored. In this work, we argue that SNNs are better suited for applications that
involve sequential tasks because of their similarities to recurrent neural networks (RNNs).
We focus on the inherent recurrence dynamics in membrane potential and how it can be
leveraged to store past information in sequential inputs. Moreover, we demonstrate that
SNNs perform at a lower energy and memory budget compared to different RNN models like
long short-term memory (LSTM) [124] and gated recurrent unit (GRU) [125].
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Recent improvements in SNN training mechanisms like direct input coding [5], [123], sur-
rogate gradient-based backpropagation [12] have reduced the inference latency from thou-
sands of time-steps to less than ten time-steps [108], [123]. The low inference latency com-
bined with sparse spike-based communication makes SNNs the perfect candidate to solve
sequential learning tasks on energy-constrained devices. Although transformer-based mod-
els achieve excellent translation quality on NLP tasks [126], they are too big to employ
on edge devices to achieve an acceptable battery life. Therefore, the other alternative is
to use LSTMs, GRUs, and more recently, convolutional neural networks (CNNs) [127]. In
this work, we compare the performance of SNNs with these alternatives to find an energy-
efficient lightweight solution for NLP tasks on edge devices. The code and trained models
are available at https://github.com/nitin-rathi/LITE-SNN

6.2 Background

In this section, we briefly review the necessary background on SNNs. We explain the
neuron models employed in all the SNNs developed in this work, discuss the recurrence
dynamics in SNN and its similarities to RNNs, and mention the input coding and learning

rules used to train the SNNs.

6.2.1 Neuron Model

We employ the IF /LIF neuron model described by

uf = Nuf !+ wyol — vl (6.1)
j
A=~ —1 and o!'= (6.2)
U

0, otherwise

where u is the membrane potential, A is the leak factor with a value in [0 — 1], w is the
weight connecting pre-neuron j and post-neuron i, o is the binary spike output, v is the firing

threshold, and ¢ represents the timestep. For IF neurons, leak (\) is equal to 1.
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6.2.2

Inherent Recurrence Dynamics in SNNs
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Figure 6.1. SNN has 8x less number of weight parameters compared to LSTM

In this section, we study the similarities between RNNs and SNNs [12]. The term RNN
refers to networks that have an explicit feedback connection in their internal state to store
the history of previous inputs like LSTMs, and GRUs as well as vanilla RNNs [114]. Fig. 6.1
compares the recurrent dynamical equations of LSTM and SNN. Each LSTM layer has 8
weight matrices (similarly GRU has 6, and vanilla RNN has 2) compared to 1 weight matrix
for SNN. Therefore, in terms of parameters, SNNs have the least number of trainable weights
and require comparatively less storage. Both SNN and RNN receive time-varying input, has
an internal state that serves as memory, and generates time-varying output. However, they
differ in the type of recurrence. In RNN, the recurrent connection in the hidden state (h;) is
explicitly defined by a set of weight matrices whereas, in SNN the recurrence in membrane
potential is implicitly defined via leak (A). The leak is a single float value between 0 and
1 (shared by all the neurons in the same layer) that controls how much of the previous
information is carried forward. SNNs draw their strength from distributing computations
over time. The spikes are distributed over T time-steps (we use T=5 for all SNNs in this work)

and one forward pass in RNN results in T forward passes in SNNs. However, each forward
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pass performs a simple addition operation on sparse binary activations and overall, requires
less energy (discussed in Sec. 6.6). We exploit this inherent membrane potential dynamics
to design SNNs that can compete with RNNs and requires less storage and computational

energy.

6.2.3 Input coding and Training Mechanism

SNNs compute and communicate information through binary signals (spikes). Therefore,
analog inputs like image pixel, word embedding, etc., need to be converted to spike trains.
There are various encoding methods like rate coding [6], temporal coding [128], direct cod-
ing [5], etc. In rate coding, the analog value is represented as the average firing rate of the
neuron whereas, temporal coding encodes the analog value as the time difference between
two successive spikes. Direct coding trains a neural network with LIF neurons that accepts
analog values as input and generates an output spike train [123]. SNNs trained with direct
coding have outperformed other coding methods in terms of latency and energy for image
classification. Thus, we employ the direct coding method in all SNNs developed in this work.

The training mechanisms for SNNs can be broadly classified into two categories: ANN-
to-SNN conversion [6], and surrogate gradient-based backpropagation [11]. In ANN-to-SNN
conversion, a shadow ANN is trained with gradient-descent and the weights are transferred
to SNN followed by threshold balancing to determine the firing threshold of each layer.
It takes advantage of all the training mechanisms available for ANNs and the conversion
to SNN is fast and efficient. However, the inference latency or the number of time-steps
for SNNs trained with this method is very high [6]. The derivative of the LIF neuron
is discontinuous [97] and standard gradient-descent methods can not be applied directly.
Therefore, many surrogate gradients [12] are proposed to approximate the true gradient and
enable spike-based backpropagation training in SNNs. Recently, authors in [123] extended
the surrogate-gradient-based method to include optimization of threshold voltage and leak
along with weights of the network. SNNs trained with this method achieved very low latency
and high accuracy, and we employ this training method in all the SNNs developed in this

work.
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In the following sections, we design and train SNNs that employ the input coding and
training mechanisms discussed above, and exploit the inherent recurrent dynamics to solve

various sequential tasks.

6.3 Gesture Recognition

Table 6.1. Gesture recognition on IBM DVS128 dataset
Model Accuracy Timesteps
SLAYER [80] 93.65% 300
DECOLLE [10] 95.54% 500
Our model 95.14% 5

Event-based sensors [129] capture the relative motion between the object and the camera.
The output of the camera is binary, representing the presence of relative motion. Therefore,
these sensors directly generate spikes and are suitable to be processed by spiking networks.
Due to the fundamentally different working principle compared to standard cameras, event
cameras provide exceptionally high temporal resolution, high dynamic range, no motion blur,
and low power consumption. Therefore, event cameras are employed in optical flow estima-
tion [130], gesture recognition [131], object tracking [132], and many other applications. In
gesture recognition, the task is to identify the hand gestures from a series of event camera
outputs. Each event is represented as (time, z, y, polarity), where time is the time of the
event, x,y is the location in the frame, and polarity is a binary value representing the change
at the pixel location. A single gesture consists of thousands of such events. There are many

ways [133] to represent a gesture so that it can be processed by a neural network. We select
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a certain set of events and evenly distribute the events into 20 blocks. All the events in one
block are represented by a 128 x 128 frame where each location represents the presence of an
event for that location in that block (Fig. 6.2). The 20 blocks are combined along the channel
dimension, and the entire gesture is represented as 128 x 128 x 20 binary image. The image
is processed by an SNN with 2 conv layers, 2 pooling layers, and LIF neurons. We train the
network on the IBM DVS128 dataset [133] and report the accuracy and inference latency in
Table 6.1. Our model performs better in terms of latency than previous SNN models and
the improvements are attributed to optimizing the threshold and leak with gradient-descent

that allows the membrane potential to store the information more efficiently.

6.4 Sentiment Analysis

Cr time-steps
SNN —_ SNN —_ SNN End SNN

FC + LIF
FC + LIF

i

100-dword 100-dword | 100-dword | 100-dword |
representation representation representation representation
Glove Glove Glove Glove
Embedding Embedding " " "  Embedding Embedding 0/
One-hot | One-hot One-hot | One-hot
vector vector vector vector
<This> <a> <become> <famous>

Spacy Tokenizer

This a fantastic movie of three prisoners who become famous

Figure 6.3. Network architecture for sentiment analysis with SNNs

Table 6.2. Binary classification on IMDB movie reviews

Model Accuracy #Parameters (millions)
Vanilla RNN  82.89% 0.06
LSTM 89.26% 0.25
SNN 88.54% 0.03

We explore the application of SNNs for NLP tasks that have traditionally been solved

using RNNs. Sentiment analysis is a binary classification problem where given an input
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Membrane potential dynamics over time
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Figure 6.4. Change in membrane potential over time of output layer IF
neuron for two different inputs. The membrane potential at any time represents
the sentiment of all previous words processed till that time. In the top example,
words (‘good movie’) in the beginning and therefore the
membrane potential is high, however, the membrane potential goes down in
the end to reflect the overall negative sentiment of the input and vice-versa for
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the bottom example

that are one-hot encoded.

text, the task is to classify the text as having positive or negative sentiment. The IMDB
dataset has 50,000 labeled movie reviews with 25,000 reviews used for training and 25, 000
for testing. Fig 6.3 shows the text pre-processing and unrolled SNN architecture employed
for sentiment analysis. The spacy tokenizer! splits the input sentence into individual tokens
Next, a pre-trained Glove embedding [134] is employed to gener-
ate a dense vector representation of the input token. The dense vector is processed by the
SNN. SNN has two fully connected (FC) layers with LIF neurons and one FC layer with IF
neurons. We employ IF/LIF neuron models because they are simple, require less number of
computations to update the membrane potential, and the surrogate-gradient based learning

algorithms are well-defined for these models. The state of the SNN is preserved after process-

Mhttps:/ /spacy.io/
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Figure 6.5. Sequence to sequence translation with vanilla SNNs

ing each token; in other words, the membrane potentials of LIF and IF neurons are not reset.
The history of all the tokens is stored in the membrane potential of LIF and IF neurons.
Table 6.2 compares the performance of vanilla RNN, LSTM, and SNN. SNN performs better
than vanilla RNN with 2x less parameters and performs within 1% accuracy of LSTM with
8x fewer parameters. The results clearly suggest that SNNs can provide a better alternative
than LSTMs to solve NLP tasks on energy-constrained edge devices. We plot the change in
membrane potential over time for different input sentences to better understand the SNN
dynamics (Fig. 6.4). The membrane potential reflects the sentiment change as the inputs

are processed one word at a time.

6.5 Sequence to Sequence Learning

In sequence-to-sequence learning tasks, a given sequence of arbitrary length is trans-
formed into another sequence of arbitrary length [135]. For example, summarizing a long

paragraph into few sentences, translating text from one language to another, etc.
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Table 6.3. Performance on German to English translation with vanilla SNNs.

For SNN, we use two fully-connected layers (to achieve higher score) and there-

fore we observe less than 6x reduction in parameters compared to GRU
Encoder Decoder  BLEU Score  #Parameters (millions)

GRU GRU 22 12.5
SNN GRU 16 8.4
GRU SNN 20 9.4
SNN SNN Unable to train 5.2

6.5.1 Vanilla SNN

The most common sequence-to-sequence models are encoder-decoder models [135]. The
encoder, usually an RNN, encodes the input sequence into a dense vector known as a context
vector. The context vector is a representation of the entire input sequence. The decoder,
also an RNN, generates the output sequence from the context vector, one word at a time.
We replace the RNNs with SNNs in both the encoder and decoder and train the model
for German-to-English translation from Multi30k dataset [136]. Fig. 6.5 shows the network
architecture with SNN in both encoder and decoder. We also experiment with a combination
of GRU and SNN as encoder and decoder (Table 6.3). We employ BLEU score [137] as the
evaluation metric and consider N-grams (with N=4) using uniform weights, commonly known
as BLEU-4. The model with both encoder and decoder as GRUs performs the best, whereas
the model with SNN fails to train. The issue of vanishing/exploding gradient is well known
for recurrent networks [138] including SNNs that have inherent recurrence [139]. The issue is
exacerbated in SNNs with two additional factors: 1) time-steps, 2) surrogate gradient. The
number of time-steps further increases the length of the sequence as each word is processed
for T time-steps. The surrogate gradient is an approximation and long sequences result in
many such approximations being multiplied together leading to unstable weight updates. We
also observe that encoders have a more significant role than decoders (Table 6.3) because
replacing GRU with SNN in the encoder is worse than doing the same for the decoder (BLEU
score 16 vs. 20).
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6.5.2 SNN with Attention
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Figure 6.6. Sequence to sequence translation with attention and SNNs

The vanilla encoder-decoder model suffers from information compression as the entire
input sequence is represented by a single vector. To address this issue researchers have
proposed an attention mechanism to allow the decoder to look at the encoder’s intermediate

representations at each decoding step [140]. An attention vector (a) with same length as the
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Table 6.4. Performance on German to English translation with SNN and Attention
Encoder Decoder BLEU Score #Parameters (millions)

GRU GRU 33 15.7
SNN GRU 19 11.5
GRU SNN 24 9.4
SNN SNN 15 5.2

input sequence is used to compute a weighted context vector (z) from all the hidden states
(h) of the encoder (z = Y a;h;). Each element (a;) in the attention vector is between 0 and 1
and the entire vector sums to 1. The attention vector is recomputed at every decoding step.
This allows the decoder to focus on different input words to generate each output word.
The attention vector (a) is computed as a function of previous decoder state (s;—1) and all
encoder hidden states (h) (a; = f(s;_1,h)). The elements in the attention vector tell us how
much we should attend to each word in the source sentence. For more information on the
attention mechanism we refer to [140].

We introduce the attention mechanism to our vanilla SNN models (Fig. 6.6) and treat the
accumulated membrane potentials of IF neurons as intermediate hidden states. Similarly,
the membrane potential of the decoder SNN at the previous time-step is used to compute
the attention for the current time-step. We compare the performance of SNN with GRU for
different encoder-decoder combinations (Table 6.4). Compared to vanilla SNNs, we observe
that the attention mechanism alleviates the vanishing gradient problem and we can train
the model when both the encoder and decoder are SNNs. However, the performance of SNN
is worse compared to GRUs. The primary reasons are vanishing gradient and vanishing
spike problem. The spiking activity in SNNs decreases drastically for deeper layers because
the accumulation in IF/LIF neurons results in lower output spikes than input spikes for
each layer (vanishing spike problem). For longer sequences, the spiking activity decreases
for latter words and accompanied by the vanishing gradient problem makes the issue worse.
Therefore, applying SNNs in models that process words sequentially may not be efficient. In

the next section, we discuss how we can employ convolutional SNNs to alleviate the problem.
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6.5.3 Convolutional SNN with Attentions
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Figure 6.7. Sequence to sequence translation with convolutional SNNs

Table 6.5. German to English translation with convolutional SNN and At-
tention. The encoder and decoder both consist of 5 conv layers
Encoder Decoder BLEU Score #Parameters (millions)

ANN ANN 32 7.8
SNN ANN 34 7.8
ANN SNN 34 7.8
SNN SNN 36 7.8

RNNs combined with attention mechanisms have achieved great success in solving sequence-
to-sequence learning tasks [140]. However, these models suffer from gradient propagation and
can not be fully parallelized over the input sequence. On the other hand, convolutional neural
networks (CNNs) have achieved significant success in computer vision tasks and the compu-
tations are fully parallelized. In recent years, several CNN-based models have been proposed
for sequence-to-sequence learning that addresses the shortcomings of RNNs [127]. Also, sev-
eral convolutional SNN models perform extremely well on image classification tasks [6], [123].
Combining the success of training SNNs for image classification with CNN-based sequence
to sequence models, we propose a convolutional SNN model for the language translation

task. Fig. 6.7 shows the network architecture with 1-D conv layers and LIF neurons in
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Table 6.6. German to English translation with convolutional SNN and At-
tention. The encoder and decoder both consist of 10 conv layers
Encoder Decoder BLEU Score #Parameters (millions)

ANN ANN 36 15.7
SNN ANN 34 15.7
ANN SNN 35 15.7
SNN SNN 36 15.7

both encoder and decoder. The final layer in both encoder and decoder consists of integrate
neurons (IF neurons with very high threshold to avoid firing) to accumulate spikes from all
time-steps. Since all the input words are processed in parallel, positional embedding is added
to encode the order of the words within a sequence. We still employ the attention mech-
anism (not shown in Fig. 6.7) on all encoder hidden states to compute the context vector.
The decoder also processes all the target words in parallel and therefore to ensure that the
filters translating token i only look at tokens that appear before i, we add padding only at
the beginning of the sentence. As shown in Fig. 6.7, to predict the word ‘two’ the decoder
looks at two padding tokens and the ‘sos’ token. If the padding was distributed equally in
the beginning and end, the conv kernel would look at the word it is trying to predict and
will simply learn to copy it instead of learning to translate it. We compare the performance
of SNN with conv layers and LIF neurons with an ANN having a similar number of conv
layers and ReLU activation. Table 6.5 and 6.6 shows the performance of ANN and SNN
with encoder and decoder each having 5 and 10 convolutional layers, respectively. Unlike
the 6 — 8x benefit in the number of parameters as compared to RNNs, the number of pa-
rameters in ANN and SNN are similar for the same number of conv layers. SNN has slightly
more parameters due to membrane potential and leak. Each neuron has its own membrane
potential, whereas leak is shared by all neurons in the same layer. The SNN with 5 conv
layers performs similar to the ANN with 10 conv layers. Note, we achieve 2x benefit in
the number of parameters for the same BLEU score. SNN’s better performance comes from
its inherent recurrence in membrane potential. Although convolutional SNNs process the

sequence in parallel, the inherent recurrence in SNNs stores the history of nearby words in its
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membrane potential and provides the benefit of both parallel processing and recurrence. It
also solves the spike/gradient vanishing problem by reducing the gradient propagation path
to the sum of the number of layers and time-steps. Thus, we believe, SNNs are more suit-
able for solving sequential tasks with convolutional layers and achieve similar performance

as ANNs with 2x less number of parameters.

6.6 Energy Efficiency

In this section, we delve into the compute energy efficiency of SNNs. In RNN and ANN,
each operation computes a dot-product involving one floating-point (FP) multiplication and
one FP addition (MAC), whereas, in SNN, each operation is only one FP addition (AC) due
to binary spikes. The computations in SNN implemented on neuromorphic hardware [82],
[95] are event-driven and therefore, in the absence of spikes there are no computations and
no active energy is consumed. We compute the energy cost/operation in 45nm CMOS tech-
nology (Table 6.7). The energy cost for 32-bit MAC operation (4.6p.J) is 5.1x more than
the AC operation (0.9p.J) [109]. These numbers may vary for different technologies, but gen-
erally, in most technologies, the addition operation is much cheaper than the multiplication

operation. The number of operations in one LSTM and GRU cell is

#OPLSTM =4 x (fm X fout + fout X fout) (63)

#OPGRU =3 X (fm X fout + fout X fout) (64)

Table 6.7. Energy costs of addition and multiplication in 45nm CMOS [109]
FP ADD (32 bit)  0.9pJ
FP MULT (32 bit) 3.7pJ
FP MAC (32 bit)  (0.9+3.7)
= 4.6pJ
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and for one fully-connected SNN layer is

#OPSNN = Spik:eRatel X fin X fout (65)

#Total Spikes; over all inference timesteps

SpikeRate, = (6.6)

# Neurons;
where fi,,(fou) is the number of neurons in input (output) layer, Spike Rate; is the total spikes
in layer [ over all timesteps divided by the number of neurons in layer [. Therefore, in SNNs
the number of operations can be reduced by both lowering the number of parameters and
reducing the spike rate. Table 6.8 shows the compute energy of different models for sentiment
analysis task discussed in section 6.4. Since we employ direct input coding for SNNs, the
first layer performs MAC operations whereas the other layers perform AC operations. For
RNN and LSTM, all computations are MAC operations. Compared to LSTM, SNN achieves
42x benefit in compute energy where ~ 8x comes from reduction in parameters, ~ 5x from

the difference in MAC vs AC, and the rest from the sparsity in SNNs.

Table 6.8. Energy-efficiency of various sentiment analysis models

Model #MACs #ACs Spike-rate  Normalized Accuracy
(millions)  (millions) Energy
(lower  is
better)
Vanilla RNN  0.06 0 N/A 10.5 82.89%
LSTM 0.25 0 N/A 42.1 89.26%
SNN 0.013 0.017 0.37 1.0 88.54%

Next, we compare the energy of ANN and SNN with convolutional layers. The number

of operations in a conv layer is

#OPconv - kw X kh X Cip X hout X Wout X Cout (67)
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Table 6.9. Energy-efficiency of various language translation models

Model #MACs #ACs Spike-rate  Normalized BLEU-4
(millions)  (millions) Energy

(lower is

better)
GRU 15.7 0 N/A 28.0 33
SNN 3.1 2.1 0.32 1.8 15
Conv(5) 7.8 0 N/A 13.9 32
ConvSNN(5) 1.6 6.3 0.35 1.0 36
Conv(10) 15.7 0 N/A 28.0 36
ConvSNN(10) 1.6 14.1 0.36 1.03 36

and the number of operations in a conv SNN layer is

HOP,ony—snm = SpikeRate; X #O P, (6.8)

where ky,(ky) is kernel width (height), ¢in(Cout) is the number of input (output) channels,
Pout(Woyt) is the height (width) of the output feature map. A spike rate of 1 (every neuron
fired once) implies that the number of operations for ANN and SNN are the same (though
operations are MAC in ANN while addition in SNNs). Lower spike rates denote more sparsity
in spike events and higher energy-efficiency. Table 6.9 shows the compute energy comparison
for different language translation models discussed in section 6.5. Convolutional SNN with
5 conv layers in both encoder and decoder achieves the minimum energy and the highest
performance. To achieve same performance ANN requires 28 x more energy. Therefore,

employing SNNs for sequence-to-sequence learning tasks results in energy-efficient models.

6.7 Conclusions

SNNs have achieved decent performance on image classification tasks, and recent devel-
opments in training methodologies have improved their inference latency and energy. In
this work, we further extended the capabilities of SNNs to handle sequential tasks in energy
and memory-efficient manner. SNNs are dynamical systems and are naturally better suited

to handle sequential inputs than static images. We showed, through experiments, on vari-
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ous NLP tasks, how SNNs provide advantages over LSTMs/GRUs. SNNs require 8x lower
storage compared to LSTMs while performing similarly on sentiment analysis tasks. For
language translation tasks, convolutional SNNs require 2x less parameters than ANNs for

same performance and achieve better energy-efficiency.
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7. SUMMARY AND FUTURE DIRECTIONS

Spiking neural networks (SNNs) are brain-inspired emerging machine learning models that
aim to address the high energy cost of current deep learning models. SNNs compute and com-
municate via event-driven binary signals (spikes) distributed over time. The asynchronous
computing combined with low-power neuromorphic hardware makes SNNs a perfect can-
didate to enable energy-efficient machine intelligence on next-generation battery-operated
edge devices.

In this dissertation, we proposed several training algorithms to design low latency, high
accuracy, high sparsity SNNs for image classification and sequential learning tasks. We
explored bio-plausible unsupervised learning methods with multimodal inputs, proposed hy-
brid learning techniques that reduce training time, presented learning methodologies that
drastically reduce inference latency, and developed SNN models that exploit inherent recur-
rence in spiking neurons to solve sequential tasks. We showed that with advancements in
SNN training algorithms, the latency of inference has been significantly reduced from thou-
sands of timesteps to a few tens of timesteps while maintaining significant spike sparsity.
This highlights SNN’s prowess towards utilizing the temporal information in a much more
productive manner, potentially achieving real-time and energy-efficient inference. Although
not discussed in detail in this research, but the efficacy of the SNNs largely depends on
the underlying hardware architecture. Since SNNs are event-driven, to reap the full bene-
fits, the hardware running these models should be able to support sparse and asynchronous
operations.

Going forward, there is a need to develop stable learning algorithms to train SNNs faster.
Current gradient-based learning methods are slow and memory intensive as they rely on
unrolling the network over time. We extensively explored the application of SNNs for image
classification and briefly delved into natural language processing tasks. With the tools and
algorithms developed in this dissertation, it is worth exploring other applications like object
detection, scene segmentation, speech recognition, etc., that can benefit from the energy
efficiency of SNNs. Sequential tasks, in particular, may benefit from the spatio-temporal

processing in SNNs.
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