
DESIGN & SIMULATION OF THE ENGINE OUT VIRTUAL
NOX AND SOOT SENSOR FOR DIESEL ENGINES

by

Mahesh S. Shewale

A Dissertation

Submitted to the Faculty of Purdue University

In Partial Fulfillment of the Requirements for the degree of

Doctor of Philosophy

School of Mechanical Engineering

West Lafayette, Indiana

May 2022



THE PURDUE UNIVERSITY GRADUATE SCHOOL
STATEMENT OF COMMITTEE APPROVAL

Dr. Ali Razban, Co-Chair

Department of Mechanical & Energy Engineering, IUPUI

Dr. Galen King, Co-Chair

School of Mechanical Engineering

Dr. Gregory Shaver

School of Mechanical Engineering

Dr. Maher Rizkalla

Department of Electrical & Computer Engineering, IUPUI

Approved by:

Dr. Nicole Key

2



In memory of my beloved dad...

Mr. Shivaji Ramchandra Shewale

3



ACKNOWLEDGMENTS

I would like to express my deepest appreciation to Dr. Ali Razban, who has not only

supported me throughout this journey but also enhanced my vision to look over the horizon.

I’m extremely grateful to my doctoral committee members, Dr. Galen King, Dr. Gregory

Shaver and Dr. Maher Rizkalla for their constant support and constructive feedback on my

work. I’m also deeply indebted to Dr. Mohamed Razi Nalim for his continuous support and

suggestions that have improved the quality of this work significantly.

I’d sincerely thank Jerry Mooney, Linda Wright, Monica Stahlhut, Susan James at IUPUI

and Cathy Elwell at West Lafayette for their administrative support and advise. I’m also

thankful to Michael Golub and Robert Meagher (CNC) for their efforts in providing required

software support. I’d like to express my gratitude to my colleague, Vaibhav Ahire for his

continuous support in this work.

This journey wouldn’t have been possible without the support of my wife, Preeti who

has unconditionally sacrificed many things in this journey. Last but not the least, my family

and friends in India as well as USA have been always supportive during my PhD.

4



TABLE OF CONTENTS

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  9 

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  10 

LIST OF SYMBOLS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  12 

ABBREVIATIONS . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  15 

ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  18 

1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  20 

1.1 NOx Modeling Approaches . . . . . . . . . . . . . . . . . . . . . . . . . . . .  23 

1.1.1 Fenimore Mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . .  24 

1.1.2 N2O Intermediate Mechanism . . . . . . . . . . . . . . . . . . . . . .  26 

1.1.3 NNH Mechanism . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  26 

1.1.4 Zeldovich or Thermal Mechanism . . . . . . . . . . . . . . . . . . . .  26 

1.1.5 Tradeoff between NOx Formation Mechanisms . . . . . . . . . . . . .  28 

1.2 Soot Prediction Modeling Approaches . . . . . . . . . . . . . . . . . . . . . .  28 

1.3 Closure on the Chapter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  33 

2 LITERATURE REVIEW . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  34 

2.1 Current Modeling Approaches . . . . . . . . . . . . . . . . . . . . . . . . . .  35 

2.2 NOx Sensor Issues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  37 

2.2.1 Cross-Sensitivities . . . . . . . . . . . . . . . . . . . . . . . . . . . .  39 

2.2.2 Accuracy and Response Time . . . . . . . . . . . . . . . . . . . . . .  40 

2.2.3 Thermal Shock and Poisoning . . . . . . . . . . . . . . . . . . . . . .  40 

2.2.4 Complexity and Cost . . . . . . . . . . . . . . . . . . . . . . . . . . .  41 

2.3 Soot Sensor Issues . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  42 

2.3.1 Resistive Soot Sensor . . . . . . . . . . . . . . . . . . . . . . . . . . .  42 

2.3.2 Electrostatic Capacitance Soot Sensor . . . . . . . . . . . . . . . . .  44 

2.3.3 RF-based Soot Sensor . . . . . . . . . . . . . . . . . . . . . . . . . .  45 

5



2.4 Controller Architectures and Implementation . . . . . . . . . . . . . . . . . .  46 

2.5 Recent Modeling and Control Strategies . . . . . . . . . . . . . . . . . . . .  48 

2.6 Research Gaps and Objectives . . . . . . . . . . . . . . . . . . . . . . . . . .  55 

2.6.1 Diesel Engine Combustion Model . . . . . . . . . . . . . . . . . . . .  55 

2.6.2 NOx Prediction Model . . . . . . . . . . . . . . . . . . . . . . . . . .  56 

2.6.3 Soot Prediction Model . . . . . . . . . . . . . . . . . . . . . . . . . .  56 

2.6.4 Controller Design and Optimization . . . . . . . . . . . . . . . . . .  56 

2.6.5 Validation with GT-Suite Model and Model Correction . . . . . . . .  56 

2.7 Closure on the Chapter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  56 

3 NOx MODELING . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  57 

3.1 Model Architecture . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  57 

3.2 Cylinder and Mass Exchange Model . . . . . . . . . . . . . . . . . . . . . . .  58 

3.2.1 Manifolds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  59 

3.2.2 Cylinder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  61 

Flow Inside the Cylinder . . . . . . . . . . . . . . . . . . . . . . . . .  61 

Exhaust Manifold Temperature . . . . . . . . . . . . . . . . . . . . .  62 

3.3 Heat Release rate model . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  64 

3.3.1 Engine Geometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  65 

3.3.2 Engine Thermodynamic Cycle . . . . . . . . . . . . . . . . . . . . . .  66 

3.3.3 Ideal Gas Cycle for Determining the Motoring Curve of Engine . . .  67 

3.3.4 Wiebe Function . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  68 

3.3.5 Cumulative Heat Release Rate (CHRR) . . . . . . . . . . . . . . . .  68 

3.4 Chemical Equilibrium Model . . . . . . . . . . . . . . . . . . . . . . . . . . .  69 

3.5 NOx Prediction Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  70 

3.6 Significance of φ- T Map . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  71 

3.7 Closure on the Chapter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  74 

4 SOOT MODELING . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  76 

4.1 Injection Coefficient . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  76 

4.2 Spray Angle . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  77 

6



4.3 Liquid Length . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  78 

4.4 Lift-Off Length . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  80 

4.5 Equivalence Ratio . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  81 

4.6 Soot Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  81 

4.7 Closure on the Chapter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  84 

5 STATE SPACE MODELING AND CONTROLLER DESIGN . . . . . . . . . . .  86 

5.1 Derivation of NOx State Space Model . . . . . . . . . . . . . . . . . . . . . .  86 

5.1.1 Details of Subsystems in NOx Model . . . . . . . . . . . . . . . . . .  86 

Intake Manifold Parameters . . . . . . . . . . . . . . . . . . . . . . .  86 

Exhaust Manifold Parameters . . . . . . . . . . . . . . . . . . . . . .  86 

Turbocharger . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  87 

EGR Valve . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  88 

EGR Cooler . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  88 

Cylinder . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  88 

5.1.2 Model Simplification . . . . . . . . . . . . . . . . . . . . . . . . . . .  90 

5.1.3 Model Linearization . . . . . . . . . . . . . . . . . . . . . . . . . . .  91 

5.1.4 Controllability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  92 

5.1.5 State Feedback Controller Design . . . . . . . . . . . . . . . . . . . .  94 

5.2 Soot State Space Model and Controller Design . . . . . . . . . . . . . . . . .  99 

5.3 Closure on the Chapter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  100 

6 TEST SETUP AND VALIDATION . . . . . . . . . . . . . . . . . . . . . . . . . .  103 

6.1 Engine Consideration . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  103 

6.2 GT-Suite Model as a Reference . . . . . . . . . . . . . . . . . . . . . . . . .  104 

6.3 Stationary and Dynamic Testing Profiles . . . . . . . . . . . . . . . . . . . .  105 

6.4 Validation of NOx States . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  107 

6.4.1 Pressure in Intake Manifold . . . . . . . . . . . . . . . . . . . . . . .  108 

6.4.2 Pressure in Exhaust Manifold . . . . . . . . . . . . . . . . . . . . . .  108 

6.4.3 Oxygen Fraction in Intake Manifold . . . . . . . . . . . . . . . . . .  109 

6.4.4 Oxygen Fraction in Exhaust Manifold . . . . . . . . . . . . . . . . .  109 

7



6.4.5 Compressor Outlet Pressure . . . . . . . . . . . . . . . . . . . . . . .  110 

6.5 NOx Model Results for Steady Speeds . . . . . . . . . . . . . . . . . . . . .  110 

6.6 NOx Model for Transient Profile . . . . . . . . . . . . . . . . . . . . . . . .  112 

6.7 Soot Model Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  114 

6.8 Closure on the Chapter . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  116 

7 CONCLUSION AND FUTURE SCOPE . . . . . . . . . . . . . . . . . . . . . . .  124 

7.1 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  124 

7.2 Future Scope . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  126 

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  127 

8



LIST OF TABLES

4.1 Parameters Used for Modeling . . . . . . . . . . . . . . . . . . . . . . . . . . . .  83 

6.1 Specifications of Cummins 6.7L diesel engine . . . . . . . . . . . . . . . . . . . .  103 

6.2 Assumed parameters for analysis . . . . . . . . . . . . . . . . . . . . . . . . . .  119 

6.3 Assumed parameters for analysis . . . . . . . . . . . . . . . . . . . . . . . . . .  120 

9



LIST OF FIGURES

1.1 Pollutant formation mechanisms in DI combustion system [ 6 ] . . . . . . . . . .  24 

1.2 Production of NO associated with the Fenimore prompt mechanism [ 5 ] . . . . .  25 

1.3 Quasi-steady Diesel combustion plume . . . . . . . . . . . . . . . . . . . . . . .  32 

2.1 Schematic representation of an amperometric NOx sensor [ 30 ] . . . . . . . . . .  38 

2.2 Schematic of a resistive electrode for soot sensing [ 42 ] . . . . . . . . . . . . . . .  43 

2.3 Response of deposited soot resistance to soot accumulation and regeneration [ 43 ]  44 

2.4 Architecture of OLL in a layer-by-layer optimization . . . . . . . . . . . . . . .  49 

2.5 Structure of NOE RNN used in virtual sensors . . . . . . . . . . . . . . . . . . .  50 

3.1 NOx model approach . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  58 

3.2 Integration of subsystems for control-oriented NOx model . . . . . . . . . . . .  59 

3.3 Heat release rate model parameters . . . . . . . . . . . . . . . . . . . . . . . . .  65 

3.4 φ- T map for quasi-steady diesel jet relating to soot and NO formation limits in
oxygenated fuel reactions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  72 

3.5 Volume of burned mass in cylinder vs crank angle . . . . . . . . . . . . . . . . .  74 

3.6 Time temperature history considering the 3-step process . . . . . . . . . . . . .  75 

4.1 Algorithm flowchart for soot model . . . . . . . . . . . . . . . . . . . . . . . . .  77 

4.2 Spray Vaporization Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  79 

4.3 Injection Velocity Profile . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  84 

4.4 Rate of Soot Formation Oxidation . . . . . . . . . . . . . . . . . . . . . . . . .  85 

5.1 System response for various values of R . . . . . . . . . . . . . . . . . . . . . . .  96 

5.2 Controlled response after implementation of state feedback controller . . . . . .  97 

5.3 Controlled response after adding an integral term . . . . . . . . . . . . . . . . .  98 

5.4 Determination of PI gains in PID tuner app . . . . . . . . . . . . . . . . . . . .  101 

5.5 Closed loop-controlled response of system after PI controller implementation . .  102 

6.1 Closed loop-controlled response of system after PI controller implementation . .  104 

6.2 GT-Suite model for Cummins 6.7L diesel engine . . . . . . . . . . . . . . . . . .  106 

6.3 Cummins 6.7L Turbo Diesel Engine Torque and Horsepower data . . . . . . . .  107 

6.4 Validation of intake manifold pressure . . . . . . . . . . . . . . . . . . . . . . .  109 

10



6.5 Validation of exhaust manifold pressure . . . . . . . . . . . . . . . . . . . . . .  110 

6.6 Validation of oxygen fraction in intake manifold . . . . . . . . . . . . . . . . . .  111 

6.7 Validation of oxygen fraction in exhaust manifold . . . . . . . . . . . . . . . . .  112 

6.8 Validation of compressor outlet pressure . . . . . . . . . . . . . . . . . . . . . .  113 

6.9 Comparison of NOx output at 800rpm . . . . . . . . . . . . . . . . . . . . . . .  114 

6.10 Comparison of NOx output at 1400rpm . . . . . . . . . . . . . . . . . . . . . .  115 

6.11 Comparison of NOx output at 2300rpm . . . . . . . . . . . . . . . . . . . . . .  116 

6.12 Comparison of NOx output for a transient input . . . . . . . . . . . . . . . . . .  117 

6.13 Comparison of filtered controlled data with reference . . . . . . . . . . . . . . .  118 

6.14 Comparison of filtered controlled data with reference . . . . . . . . . . . . . . .  121 

6.15 Comparison of filtered controlled data with reference . . . . . . . . . . . . . . .  122 

6.16 Comparison of filtered controlled data with reference . . . . . . . . . . . . . . .  123 

11



LIST OF SYMBOLS

Notations

A Area (m2)

BSR Blade speed ratio

cp Specific heat capacity at constant pressure (J/kgK)

cv Specific heat capacity at constant volume (J/kgK)

CD Coefficient of discharge

CA Area contraction coefficient

CV Velocity coefficient (m2)

J Inertia (kgm2)

ncyl Number of cylinders

ne Engine rotational speed (rpm)

nt Turbine rotational Speed (rpm)

(O/F )s Stoichiometric oxygen-to-fuel ratio

p Pressure (Pa)

P Power (W )

qHV Heating value of fuel (J/kg)

rc Compression ratio

R Gas constant (J/kgK)

T Temperature (K)

u Control input

V Volume (m3)

W Mass flow rate (kg/s)

xegr EGR fraction

XO Oxygen mass fraction

γ Specific heat capacity ratio

η Efficiency

λO Oxygen-to-fuel ratio (m2)

Π Pressure ratio (m2)

12



ρ Density (kg/m3)

τ Time constant (s)

φc Volumetric flow coefficient

φ Equivalence ratio

ψ Energy transfer coefficient

ω Rotational speed (rad/s)

z Piston position from TDC (m)

l Length of connecting rod (m)

a Crank radius (m)

θ Crank angle (◦)

s Instantaneous pin position (m)

Vc Clearance volume (m3)

B Cylinder bore diameter (m)

Pmotor Motoring pressure (Pa)

Tmotor Motoring Temperature (K)

xb Mass burnt fraction

τig Ignition delay (s)

Qhr Total heat release (kJ)

Qht Heat transferred (kJ)

U Internal energy (kJ)

h Enthalpy (kJ)

Vb,i Reaction zone volume (m3)

mb,i Burnt stoichiometry mass (kg)

Crad Radiation constant (m2)

Subscripts

a air

amb ambient

c compressor

13



d displaced

e exhaust

[ ]e Concentration at equilibrium

egr exhaust gas recirculation

ei engine cylinder in

em exhaust manifold

eo engine cylinder out

f fuel

ig indicated gross

im intake manifold

m mechanical

t turbine

totem total exhaust manifold

totim total intake manifold

vgt variable geometry turbine

vol volumetric

δ fuel injection

rad radiation

ad adiabatic

NO NOx

comb combustion

motor motoring

hr heat release

ht heat transfer

prod Products

react Reactants

14



ABBREVIATIONS

AHRR Apparent Heat Release Rate

ANN Artificial Neural Network

ATS After Treatment System

BTS Bureau of Transportation Statistics

CAA Clean Air Act

CI Compression Ignition

CO Carbon Monoxide

CO2 Carbon Dioxide

DPF Diesel Particulate Filter

ECU Engine Control Unit

EGR Exhaust Gas Recirculation

EO Engine Outm

EOI End of Injection

EPA Environmental Protection Agency

ESC European Steady State Cycle

ETC European Transient Cycle

FHWA Federal Highway Administration

FTP Federal Test Procedures

GT Suite Gamma Technologies Suite

HC Hydrocarbon

HCN Hydrogen Cyanide

HDE Heavy Duty Engines

HDV Heavy Duty Vehicles

HiL Hardware in Loop

HRR Heat Release Rate

IC Internal Combustion

IMEP Indicated Mean Effective Pressure

IVC Intake Valve Close

15



IVO Intake Valve Open

JANAF Joint Army-Navy-NASA-Air Force

LL Liquid Length

LOL Lift-Off Length

LPF Low Pass Filter

MARE Mean Absolute Relative Error

MFB Mass Fractions Burnt

MiL Model in Loop

N2 Nitrogen molecule

N2O Nitrous Oxide

NASA National Aeronautics and Space Administration

NO Nitric Oxide

NOx Nitrogen Oxides

OBD On-board Diagnostics

OH Hydroxide

OICA Organisation Internationale des Constructeurs d’Automobiles

ROHR Rate of Heat Release Rate

SCR Selective Catalytic Reduction

SiL Software in Loop

SOC Start of Combustion

SOI Start of Injection

TDC Top Dead Center

UHC Unburnt Hydrocarbon

UNECE United Nations Economic Commission for Europe

US United States

VGT Variable Geometry Turbine

VMT Vehicle Miles Travelled

VNT Variable Nozzle Turbine

VOC Volatile Organic Compounds

16



VVA Variable Valve Actuation

VVT Variable Valve Turbine

WHSC World Harmonized Stationary Cycle

17



ABSTRACT

The automotive field has been into a transitioning phase since stringent emission norms

have been imposed by various authorities all over the world. To comply with these regu-

lations, automotive manufacturers are coming up with new technologies and components.

On the other side, there are certain issues related to the performance of various sensors

used to measure engine-out emissions. Novel concepts related to combustion like the Miller

cycle and low-temperature high exhaust gas recirculation (EGR) fraction are highly tested

on new vehicles. These new concepts heavily depend on in-cylinder parameters like chemical

composition, temperature, pressure, and flame characteristics. This leads to a complex and

non-transparent engine control systems as diesel combustion itself is a complex phenomenon.

This research work aspires to establish a physics-based control-oriented diesel engine

combustion model to estimate in-cylinder states like a mass burnt fraction (MFB), rate

of heat release (ROHR), and cylinder pressure traces based on crank angle degree (CAD).

Further, comprehensive prediction models are to be designed for NOx and soot based on these

states. Additionally, the impact of exhaust gas recirculation (EGR) and turbo fractions on

mass exchange in the cylinder during combustion also needs to be covered to make the

model more realistic. A chemical kinetics model for diesel combustion based on reactants

and products involved in the combustion chemistry needs to be developed to determine

the concentrations of products formed during the constant pressure and constant volume

adiabatic process. This analysis is focused on the prediction of nitric oxides (NOx) and soot

based on the Extended Zeldovich mechanism and Hiroyasu Kadota approach respectively.

EGR significantly reduces the post flame NOx formation by introducing burnt and un-

burnt fractions from the exhaust gases. These gases reduce the oxygen concentration during

the combustion and ultimately reducing the flame temperatures. An appropriate control

strategy is to be developed to control the EGR fractions to maintain the NOx levels within

the legislative limits. Additionally, fuel consumption and turbo control are needed for the

optimized NOx control and fuel economy without affecting the engine performance.

The proposed soot prediction model is established based on component level approach

using MATLAB-Simulink as a programing tool. Some of the different subsystems involved

18



in this model are – properties of injector nozzle, rate of heat release, in-cylinder temperature

and pressure history, injection velocity of fuel jet and rate of fuel flow during the engine

cycle.

The conventional approach of state space design has been adopted to derive mathematical

models for both NOx and soot models. As NOx model has multiple input and outputs, it

is further simplified and linearized to obtain SISO system. A state feedback controller is

designed for NOx model and PI controller for soot model based on the system requirements.

Model validation is to be done by comparing the results to the high-fidelity GT-Power

model controlled with the appropriate controller designed in the work. This GT-Power model

has been developed for considering Cummins 6.7L diesel engine as a benchmark and results

have been obtained for the same. The conceptual results prove the approach selected for

modeling is correct as they agree with the theory behind it.

The obtained results from both uncontrolled predictive model and controlled model have

been compared with GT-Suite reference data for both NOx and soot in steady state and

transient test cases. The controlled response shows good response with reference data with

an accuracy around 2% and shows root mean square errors within acceptable limits below

0.5.

The developed model for both NOx and soot integrated with control system approach

has significant advantage over the reference model developed in GT-Suite. The time taken

by GT-Suite model is significantly higher and thus are not suitable for real time application.

On the contrary, the proposed approach uses a real time prediction of engine out emission

and can readily be used in vehicles with minor modifications.
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1. INTRODUCTION

Majority of the automotive field throughout the world is embracing new strict vehicle emis-

sion norms that demand reduction in exhaust constraints. The purpose of these norms is to

minimize engine out and tailpipe emissions from automobiles in action in maximum standard

driving conditions and to enhance air quality as well as human health. The important aspect

to consider is if vehicle emits less pollutants when it is new and during most of its working

lifespan. On the other hand, several studies have concluded that a majority of the vehicles

generate pollutants on larger scale during on-road operating conditions than when they are

actually tested in lab [ 1 ].

Numerous features may cause a rise like this in emissions like engine design parameters,

operational mode, and fuel properties. The emission controller architecture may not be cor-

rectly derived or can have certain drawbacks in certain operating conditions [  1 ]. Sometimes

the manufacturers may utilize different parts add production level than the ones used for

approval testing. Furthermore, the control of engine out and tailpipe emission gases deteri-

orates over the lifespan because of extended maintenance. if poor quality components and

parts are used emission levels for that particular automobile can increase in uncontrolled

manner. Few of the actual test cases are difficult or put more efforts on engine systems

than the ones used during approval testing. These conditions may include very hot or cold

weather, improper roads, higher elevations, improper driving etc. The primary architecture

of few pollution control methods May be developed to work under restricted test scenarios

inside the laboratory. Improper design of approval testing for on road driving conditions

can permit such designs. A more detailed and clear reason is by using defeat devices that

can avoid or falsify the emission norms. A properly designed automobile emission control

program must fulfill all of these manufacturing related problems.

Since last few years, U.S. Clean Air Act (CAA) was established in 1963 And regula-

tory authorities from U.S. Environmental Protection Agency (EPA) and the California Air

Resources Board (CARB) have established thorough and complicated norms and recall pro-

cedures. These norms consist of multiple subprograms to identify and check the violation of

emission regulations. Engine companies are continuously pushed by policymakers and the
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automotive market to come up with engine and related products to be more environment

friendly and more fuel efficient. To comply with these demands engine systems turn out

to be more complicated with additional actuators and therefore more variables are needed

to be calibrated. As the resources and time needed for calibration increases exponentially

with respect to the increase in number of variables, the control design for these systems

is becoming a hurdle in further development procedures [ 2 ]. To maintain a competitive

environment and follow with the norms engine systems must make optimum utilization of

their complex and high-cost actuators. Another problem is with the reduction of emission

targets a bigger section of total drive cycle pollutants is due to the sudden changes during

transient operation. The reason for the generation of these spikes being the sudden rise in

in cylinder conditions due to sudden change in fuel input. In earlier years, it was sufficient

for the engine systems to be calibrated for steady speeds but in future careful attention and

more resources need to be utilized on the transient behavior of engine as it may lead to an

increase in emissions and deteriorate the performance of the engine over the long run.

Several methods for calibration of engine systems have been developed like model-based

calibration and design of experiments which rely on a lot of statistical data to be processed.

One of the solutions towards the challenge is in calibration can be to add more sensors to

the engine. Due to this addition of more sensors, more data flows in and focus may be

shifted from offline calibration to real time control with closed loop feedback system. As

an alternative to detailed pre-calibrated maps fine tuning off actuator configuration that

can enhance the performance of engine parameters can be done in real time. To that intent

sensors that can offer data on system level objectives such as fuel consumption and pollutant

control are required. Nowadays real time control of engine system and its components relies

significantly on indirect measurements like the flow rate of mass inside exhaust manifold.

Physical sensors for NOx measurement are located at different positions in the engine system

as well as after treatment devices. However these sensors are located downstream of turbine

where the pressure and temperature are observed to be less. As a result, they can only

record low pass filtered, cylinder averaged data throughout an engine cycle and there is a

need of instantaneous signal output. The sensors used for soot measurement have recently
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being utilized at tailpipe end but their response and accuracy is observed to be significantly

insufficient for having real time control of engine system and makes it more complex [ 2 ].

To comply with the latest regulations in diesel engines a very intricate after treatment

technologies have been established. Few to name are selective catalytic reduction (SCR) and

lean NOX trap (LNT). SCR control architecture demands for sentencing of NOx upstream as

well as downstream of the SCR unit. This is required to find out the exact quantity of urea

to be inserted and also to prevent ammonia slip. Physical sensors that are normally utilized

for this application deliver direct sensing of relative air fuel ratio and have a critical impact

on the control architectural design for SCR. However in cases where these physical sensors

are either too expensive or unrealistic, virtual sensors can be employed. In this scenario, a

sensor is generally placed at the outlet of SCR to log the amount of NOx and ammonia slip

And at the same time the control architecture for the injection of urea quantity is designed

using virtual sensor to determine NOx at SCR inlet.

The virtual sensors are based on fast running real time mathematical models with quick

dynamic response and also have offline estimation capabilities. These are a good choice to

minimize hardware complexity of the engine management system and can be very efficiently

used in cases where direct measurement of non-measurable signals is not possible. Another

case where it can be employed is where the existing physical sensor cannot guarantee the

required sensing attributes. Therefore, there is need to develop these sorts of mathematical

models that would explain the entire engine operation concerning desired outputs when

certain inputs are provided.

The involvement of thermochemical and fluid dynamic processes is the reason for the

modeling of engine system to be complicated task. Therefore on board processing and

control algorithms should be fast enough to ensure the required performance. The current

state of the art work majorly depends on calibration maps or regression models that requires

huge datasets to be stored in the memory [ 3 ].

Unlike spark-ignited engines where the flammable air fuel mix is primarily uniform, diesel

combustion process varies. The diesel fuel is injected from the nozzle orifice into the combus-

tion cylinder and further undergoes the compression stroke. The emission gases as a result

of this combustion process depend on existing conditions not only during the combustion
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phase but also during the expansion stroke and specifically before the opening of the exhaust

valve. Different properties of air fuel mixture like engine design, expansion time, combustion

temperatures, fuel ignition quality, ignition delay play a critical role in the pollutant forma-

tion mechanisms [  4 ]. Specifically, the concentration of various species in the reactants and

products of the combustion have a significant impact on their own generation and variation

in exhaust gases. Products of incomplete combustion such as particulate matter generated

in initial stages of combustion usually get oxidized in final stage of the engine drive cycle.

Further combustion is assisted by different factors like sufficient residence time for oxidation,

higher in cylinder temperatures, end mixing of on board hydrocarbons with remaining air.

In many cases initially when nitric oxide is generated it does not breakdown further but there

are more chances for increasing its concentration during remaining drive cycle if the temper-

atures remain higher [  5 ]. So to contemplate the mathematical representation and analysis

of this entire phenomenon, comprehensive predictive models are needed to be developed. It

is necessary to represent all the processes and their relationships starting right from air-fuel

mass entering into intake manifold till the oxidized mass going out from exhaust manifold

at the end of the cycle.

Figure fig1p1 shows the origination zones of unburned hydrocarbons (HC) and NO in

direct-injected diesel engines. The concentration of species produced in both the premixed

(uncontrolled) and diffusion (mixing controlled) combustion phases are displayed.

1.1 NOx Modeling Approaches

Combustion processes for certain fuels do not include nitrogen. In these cases, NOx the

theme is generated by four distinct mechanisms that draw nitrogen from air as mentioned

below:

• Fenimore or prompt mechanism

• N2O-intermediate mechanism

• NNH mechanism

• Thermal or Zeldovich mechanism
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Figure 1.1. Pollutant formation mechanisms in DI combustion system [ 6 ]

1.1.1 Fenimore Mechanism

This mechanism considers the chemical interaction of hydrocarbon molecules during the

combustion process. Fenimore discovered that some part of NO what’s quickly formed around

the flames zone in premixed laminar flame way before there is delay in production of NO

that utilize the thermal production mechanism. He denoted this quickly generated NO as

prompt NO. the common method of this mechanism is being initially HC radicals react with

nitrogen molecules to produce amino compounds. These compounds are further transformed

to intermediary compounds that eventually result in NO. Neglecting the fact that methods

that result in CH radicals to initialize this method, the entire process can be shown as
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CH + N2 ⇔ HCN + N

C + N2 ⇔ CN + N

For the combustion zones where equivalence ratios are found to be fewer than 1.2, the

chemical conversion of hydrogen cyanide, HCN, to produce NO follows the shown cycle:

HCN + O ⇔ NCO + H

NCO + H ⇔ NH + CO

NH + H ⇔ N + H2

N + OH ⇔ NO + H

For equivalence ratios higher than 1.2, other routes open up and the chemistry turns out

to be more intricate. Miller and Bowman [  7 ] concluded that the above system is no longer

rapid, and that NO is reused to HCN, preventing NO generation. Figure  1.2 schematically

illustrates the processes involved.

Figure 1.2. Production of NO associated with the Fenimore prompt mechanism [ 5 ]

25



1.1.2 N2O Intermediate Mechanism

This mechanism is extremely critical in lean combsution zone applications (φ < 0.8)

especially at low-temperature circumstances. The three sequential steps of this method are

O + N2 + M ⇔ N2O + M

H + N2O ⇔ NO + NH

O + N2O ⇔ NO + NO

This approach turns out to be important in NO control system design that uses lean

premixed combustion, which is utilized by gas-turbine manufacturers.

1.1.3 NNH Mechanism

The NNH method for NO generation is a newly realized reaction route. The two impor-

tant stages in this mechanism are

N2 + H ⇔ NNH

NNH + O ⇔ NO + NH

This path is especially vital in the combustion of hydrogen and for hydrocarbon fuels

with higher carbon-to-hydrogen ratios.

1.1.4 Zeldovich or Thermal Mechanism

This method comprises of two chain reactions as

O + N2 ⇔ NO + N

N + O2 ⇔ NO + O

which can be extended by combining the reaction

N + OH ⇔ NO + H
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This group of chemical reactions can be regarded as the extended zeldovich mechanism.

Generally, this approach is coupled with the chemical interactions in the combustion process

with the help of O2, O, and OH species. But in certain cases where the combustion of fuel

and air mixture completes before NO formation becomes critical, these two processes can be

disintegrated. Here, in case if the related timescales are adequately longer, we can conclude

that N2, O2, O, and OH concentrations are their equilibrium and N atoms are in steady

state. these considerations significantly make easier the intricacy in estimation of NOx.

The simplified expression for rate of NO formation can be expressed as shown in equation

 1.1 

d[NO]
dt

= k+
1 [O] [N2]+k+

2 [N ] [O2]+k+
3 [N ][OH]−k−

1 [NO][N ]−k−
2 [NO][O]−k−

3 [NO][H] (1.1)

where k+
1 , k

+
2 , k

+
3 are forward rate constants and k−

1 , k
−
2 , k

−
3 are backward reaction rate

constants. A similar expression for d[N]/dt can be written as

d[N ]
dt = k+

1 [O][N2]−k+
2 [N ][O2]−k+

3 [N ][OH]−k−
1 [NO][N ]+k−

2 [NO][O]+k−
3 [NO][H] (1.2)

Since [N ] is much smaller than the concentration of other species, it is assumed to be

equal to zero. Therefore, the modified expression for NO formation rate is

d[NO]
dt

= 2k+
1 [O] [N2]

1 − [NO]2
K[O2][N2]

1 + k−
1 [NO](

k+
2 [O2]+k+

3 [OH]
) (1.3)

Where

K =
(
k+

1
k−

1

)(
k+

2
k−

2

)

At equilibrium,
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R1 = k+
1 [O]e [N2]e = k−

1 [NO]e[N ]e

R2 = k+
2 [N ]e [O2]e = k−

2 [NO]e[O]e

R3 = k+
3 [N ]e[OH]e = k−

3 [NO]e[H]e

(1.4)

As a conventional rule, the thermal approach is less significant below 1800 K. Contrary

to the instances where the oxidation of fuel takes place, NO is produced it relatively slower

by thermal mechanism and thus, this type of NO formation mechanism is usually known to

be produced in the post flame part of the combustion process.

1.1.5 Tradeoff between NOx Formation Mechanisms

The thermal or Zeldovich mechanism is significant in the combustion process at higher

temperatures width more the range of equivalence ratios, whereas the Fenimore approach

is it specifically critical in rich fuel combustion only. It is observed that N2O intermedi-

ate mechanism has a critical impact on NO generation in very lean, and low temperature

processes. The NNH method is a comparatively newer identified and needs to be explored

more from chemistry perspectives. Several observations mention the significant contribution

of first three approaches in both premix uncontrolled and diffusion controlled phases. The

combined contribution of all four pathways his important for lead premixed combustion in

a jet stirred reactors.

1.2 Soot Prediction Modeling Approaches

Particulate matter or commonly known as soot is one of the major emission parameters

in case of diesel engines. These particles very small in size have proven to be a significant

hazard to human health. These very tiny elements can penetrate deep into the tissues of

human lungs and can cause serious health problems. As nitrogen oxides and particulate

matter cannot be simply minimized without sacrificing the performance of the engine, they

are considered to be the most critical pollutants. This proposed approach can work as a

standalone system for calculating the amount of soot generated from the diesel engine or as

a subsystem in a bigger level control architecture.
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In upcoming sections, the outline of different steps off soot generation is discussed. Usu-

ally, the net suit generated follows six distinct steps [ 8 ]. These steps are mentioned below.

• Fuel pyrolysis

• Nucleation

• Surface growth

• Coalescence

• Agglomeration

• Oxidation

The first five steps are collectively considered as soot formation phase and this excludes

the last step of oxidation. The suit formation phase follows a sequential phenomenon as men-

tioned above whereas the oxidation phase takes place constantly because of the availability

of oxygen molecules inside the cylinder. In diesel engines, these formation and oxidation

phases occur in distinct location inside the cylinder. Moreover, throughout the combustion

procedure, formation leads initially, and soon after oxidation occurs. The size of elementary

atoms varies in the range of 20–70 nm. After the combustion is complete, the particles are

clustered ahead and get to the size of 0.02–2 mm.

Amongst the semiempirical methodologies, the Hiroyasu and Kadota method presents

possibility for several more advancements. The Hiroyasu and Kadota [ 9 ] model establishes

the soot formation and the soot oxidation separately as shown in equation  1.5 below.

dmSoot
dt

= dmFormation
dt

− dmOxidation
dt

dmFormation
dt

= Af ·mfg · p0.5 · e
−
(

ESf
RT

)
dmOxidation

dt
= A0 ·ms · pO2

p
· p1.8 · e−

(
Eso
RT

) (1.5)

In both the expressions for formation and oxidation, this approach takes into account

multiple factors like an empirical scaling constant A, in cylinder conditions like temperatures

and pressures, concentration of species.

In other methods used for soot modeling, this concept of Hiroyasu and Kadota [9] has

been modified with additional parameters that consider injection turbulence [ 10 ] and the

soot chemistry [ 11 ] utilizing the phi-T map from Akihama et al [ 12 ]. The turbulence at
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injector nozzle tip is expressed as a function of rate of fuel injected in diffusion controlled

phase for the formation and characteristic mixing scale for the oxidation phase. The phi-T

map gain uses the Arrhenius type of expression In the relation to predict the amount of

soot. In Kirchen et al. [ 13 ], this approach has been modified that denote few key states and

the model can real time communicate with signals coming in from ECU. All these efforts or

modifications have a major drawback that they do not consider in cylinder pressure which

is a major factor in soot estimation.

Kozuch [ 14 ] and Bayer and Foster [  15 ] have proposed a soot estimation model based

on hiroyasu method. In Bayer and Foster [  15 ], the calculation of AFR that highly impacts

soot formation is determined by using liftoff length. This method implies that relative air

fuel ratio for soot formation depends heavily on the air being entrained back into the flame.

In Kozuch [  14 ], appropriate air fuel ratio is determined by using a partial function of the

fuel enhancement in the soot supporting diffusive flame. There is a good example of a fast

running two step model established by Westlund and Aangstrom [  16 ] and it calculates the

amount of soot formation by utilizing air fuel ratios, EGR rate and the injection turbulence.

The oxidation phase here is characterized by Nagle and Strickland-Constable [ 17 ]. In these

approaches the calculation time that use calibration maps is usually around 150ms four sin-

gle cycle. This is significantly higher for real time control algorithms in high speed diesel

engines. The approach adopted by Schaeffler et al. [ 18 ] uses the experimental approach for

this two-step model also known as grey box models. The overall engine operating conditions

and properties that have a significant impact on soot generation are supplied with expo-

nential terms both for suit formation and oxidation and are multiplied further to predict

suit advancement as a tailpipe quantity. Each of these methods, except Kirchen et al.’s [ 13 ],

requires integration with real time processes over the entire engine cycle and as a reason,

this increases the computation time significantly.

The liquid fuel is injected with the help of injector nozzle directly into the combustion

chamber just ahead of expected instant of combustion, as the piston moves towards the final

instance of the compression stroke. The liquid jet after lift of length disperses into small

drops, atomizes and mixes with warm and high pressure air mass in the cylinder. At this

instance, the pressure and temperature of surrounding air is significantly higher than the
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auto ignition temperature of fuel. Due to this reason, impulsive ignition of fuel droplets text

place after a small delay. This delay between start of injection and the start of heat release

is known as ignition delay. After this ignition delay interval, further combustion procedure

is generally divided between two phases. In the first stage, the fuel injected mixes with air

inside the combustion chamber and ignites quickly. This part of the combustion process is

usually denoted as premixed stage and is related to the higher rates of heat release for a

smaller duration. This heat release in restricted time frame depends significantly on-air fuel

mixture initialized throughout that particular interval.

Dec J. E. [  19 ] discussed the production and characteristic properties of a quasi-steady

diesel fuel jet, as indicated in figure  1.3 . It should be noted that this approach is relevant for

large diameter and quiescent cylinder combustion processes or for a free jet off fuel injected

that doesn’t have any boundaries.

During the start of fuel injection, it starts to infiltrate the combustion cylinder and high-

temperature air is entrained back into the fuel jet spray. The hot air vaporizes the fuel and

In the initial instances of fuel injection through nozzle orifice, it begins to penetrate into the

combustion cylinder and surrounding air which is at higher temperatures tries to re-enter

back into the fuel jet spray. This hot air when mixed with fuel, vaporizes the fuel droplets

after denoted axial distance commonly known as liquid length. There is a reduction in this

liquid length after start of combustion but remains constant until the end of injection. After

this liquid length, the air fuel mixture in the rich premixed zone remains to maintain its

higher temperature until it is converted into the cluster. The resultant products due to this

rich combustion process spread widely and tend to mix radially outside until they reach

the surrounding gases inside the cylinder. At the instances where these rich clusters and

remaining gases in the cylinder mix with each other to yield a stoichiometric mixture, then

there is a formation of diffusive flame. This flame front covers the injected fuel jet in a thin

and turbulent fashion that further extends upstream towards the nozzle. Now here liftoff

length plays a very critical role. As demonstrated by Siebers & Higgins [  20 ], the lift off

length controls the amount of oxygen reentering back into the fuel jet spray and thus the

stoichiometric AFR of the rich zone. In the subsequent phases that occur in the final stages,
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soot is oxidized and NOx is generated on the outer periphery of the diffusive flame at higher

temperatures in the vicinity where oxygen and nitrogen molecules are abundantly available.

Figure 1.3. Quasi-steady Diesel combustion plume

Early pyrolysis of fuel normally recognizes an extremely rich combustion zone. The

products of this chemical reaction are produced in larger quantities that eventually become

the precursors of soot such as unburned hydrocarbons, radicals of C3H3, C2H2, and C2H4.

The primarily developed particles of soot grow in size with the help of agglomeration, surface

growth and direct deposit method. As they come in contact with surrounding air which is

already at higher temperatures, these soot particles, precursors and species are all burnt

off. The initial phase of pyrolysis of diesel fuel droplets occurs in fuel rich zones and this

primary reaction occurs downstream of the liquid length. In addition to these processes,

studies have detected the occurrence of area where small and tiny soot particles start to

form [  19 ]. The atoms for these precursors initialize and increase in size as they move further

down in the direction of turbulent fuel jet spray. In the subsequent phases as these particles

are introduced with remaining oxygen inside the cylinder, the oxidation of these particles

takes place.
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Siebers Higgins [ 20 ] invented that the lift of length was a critical factor in deriving the

equivalence ratio in rich primary reaction zones. And when the air is reentered into the fuel

spray, it is the only source for oxygen for the primary reaction and after that, the diffusive

flame envelope restricts further entrainment of gases back into the flame. If the lift of length

is higher, it allows for additional air to be reentered back into the flame and it also reduces

the equivalence ratio in primary reaction zone. This reduction in equivalence ratio results

in less amount of hydrocarbons in exhaust gases. When the combustion phenomenon starts

to cool down due to less availability of oxygen inside the combustion chamber, most of this

soot atoms produced throughout engine cycle are also oxidized [  5 ]. In the final steps during

the combustion cycle, there is a competition that occurs in rapidly cooling temperature

zones because of the cooling due to volume expansion and thus the rate of soot oxidation

also increases. The soot mass still remaining after this final step of combustion process is

expelled out of the combustion cylinder through exhaust manifold of the engine.

1.3 Closure on the Chapter

The significance and understanding of NOx and soot formation mechanisms is vital in case

of their prediction modeling which is studied throughout this chapter. Various mechanisms

were studied both for NOx and soot generation and the tradeoffs were discussed. Based on

this comparison, it was beneficial to use Extended Kalman approach for NOx generation and

Hiroyasu & Kadota model for soot generation. To explore more into the motivation of these

topic, it is necessary to know the existing work done and problems that occur with existing

sensors. An effort has been done to explore this in next chapter.
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2. LITERATURE REVIEW

Increasing demands for strict emission and on-board diagnostics (OBD) norms are the main

motive behind utilization of engine out NOx and soot data. This data can also be used as

an input different subsystem model specifically designed for after treatment systems. For

this purpose, it is essential to physically place sensors before after treatment devices and it

makes this a complex and costly task. To overcome these problems virtual sensors are used

which are mathematical calculations as an integration of physical and chemical processes

taking place inside the combustion cylinder and related components. These virtual sensors

are flexible and can estimate the desired output by utilizing certain input signals that are

already available from ECU or previously developed calibration maps. Virtual sensors can

either replace physical sensors or they can be used with physical sensors in parallel.

Different approaches to mathematically derive emissions that heavily depend on certain

number of engine parameters have been discussed in the literature. The complexity of these

approaches Varies from highly detailed CFD models to very simple experimental input output

correlations. If the requirement is to use these models in control architecture with real time

feedback, the analytical complexity must be very small and the input given to the model has

to be accessible based on the data coming from sensors with fast sampling rate and higher

accuracy.

The sensors used to measure cylinder pressure in test cells provide signals with high

degree of chronological order and accuracy during the combustion process in specific setups

only. These physical sensors have been used since long time in different research centers and

different studies indicate that there may be a possibility to use these sensors in production

level engines. To analyze the market survey of these sensors it is critical to find out the

possible advantages and disadvantages in the type of signal output they deliver.

The base logic for a virtual NOx sensor significantly relies on the numerical analysis for

the NOx generation inside combustion chamber. As far as the production level automotive

ECUs are concerned a base layout of NOx formation methods is derived [  21 ]. Depending on

the level of accuracy required, they can be further divided as black box, grey box or physics-

based models. The physics based NOx approaches uses two or more zones to calculate in
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cylinder pressure, temperature and concentration of species of products. This pressure signal

calculated works as input to the main prediction model [ 22 ], [  23 ]. Therefore, these virtual

sensors require the actual pressure sensor to be placed inside combustion chamber for real

time estimation of NOx. Elbert et al. [ 24 ] proposed a concept based on zero-cylinder pressure

sensor. In this approach, offline estimation of in cylinder pressure is done by using other

in cylinder parameters to effectively calculate online burning rates with respect to Wiebe

function. The approach based on physical phenomenon allows fast offline prediction but they

are not suitable for ECU applications because off the high latency. And that’s the reason

physics based models how excellent predictive capabilities. On the other hand, grey box

models have certain assumptions that are highly inspired from physical models but optimize

ECU performance. In these models, the engine parameters are generally estimated as a

function of time and not for crank angle scale. The highest degree of prediction accuracy is

obtained by black box models add state rely heavily on different sources of information such

as artificial neural networks, polynomial equations, calibration maps and actual data from

sensors. In this case, the resources and time required for calibration of predictive model are

very expensive and it is commercially not viable to spend so much for a limited purpose.

2.1 Current Modeling Approaches

In order to predict engine emissions by utilizing the in-cylinder conditions, a method

is proposed that uses a detailed data from the combustion process. The idea of using in

cylinder pressure and temperature to find out different engine parameters like emissions have

been discussed in several research efforts earlier, mutually applying experimental data-based

models, and physical models. Seykens et al. [ 25 ] described a similar sort of method in which

combustion cylinder pressure was considered to be an input to calculate engine out NOx and

soot. Wilhelmsson et al. suggested a physical two-zone approach for NOx estimation relying

on cylinder pressure information. Traver et al. [  26 ] specified a collection of physical variables

obtained from the cylinder pressure data (such as ignition delay, combustion duration, peak

pressure) and trained a neural network to forecast HC, CO, CO2 and NOx emissions from
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these physical signals. Çebi et al. [  27 ] too utilized a set of variables obtained from the cylinder

pressure data, and a parametric experimental calculation to calculate the PM emissions.

Two mathematically derive the engine and its subsystems mean value models are a novel

approach for control-oriented objectives. This approach has proven to be a good optimum

balance between computational efforts and the degree of accuracy [  28 ]. In this approach, the

dynamic characteristics of engine during transient operation expressed by ordinary governing

differential equations. As the actuators in engine system do not significantly impact in

controlling the rapid dynamic behavior in the conversion phase, it is usually assumed as

quasistatic in this approach. In transient test cases, the torque generated by engine is

correlated with the actual amount of fuel flowing into the cylinder at any particular engine

speed. Contrary to this statement, there are few boundary conditions in the combustion stage

and they can affect the engine out emissions significantly during the transient operation.

These include the rate of emission formation, EGR rate and boost pressure. Until date, a

prediction approach based on control oriented modeling has not been established that can

estimate the engine out emissions.

The CFD and phenomenological prediction models are typically crank angle based and

explain the in-cylinder processes in detailed fashion. For transient operating conditions, the

predictive models must run on a very faster and real time scale. This is a main constraint

in case of phenomenological and CFD models as they have high computational costs and

time. So, they are not suitable for real time application. On the other hand, time based

experimental and regression models are very efficient in terms of computation efforts and

time. As a reason, they are best suitable 4 real time implementations on actual vehicle. The

outcome of such a dynamical analysis may be quantified in the form of either a state-space

model or a (preferably low-order) transfer function. Eventually, it can be used for controller

synthesis and black-box models are classic illustrations of this style of models. Because the

internal configuration of the system is unfamiliar, the input/output performance is derived

with either an Artificial Neural Network (ANN) approach or with a polynomial method. The

primary drawback of these black box models is that it requires huge number of test cycle

data to train the model and predict required parameters. This dependency on a particular

data set limits the flexibility of the model to be implemented on other type of engines or
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even other test cases. There is a workaround to overcome this problem and that is use of

a phenomenological model that can estimate the data required to calibrate these black box

models. This proves to be a very promising solution for further analysis but the degree

of accuracy of phenomenological calculations cannot be guaranteed and computation effort

increases significantly.

Other solution under consideration is the utilization of green box modeling methods that

also employs few physical correlations. Using a statistical model for engine out emissions

straight forward polynomial expression is developed. This model uses the required process

parameters and signals. This method can be utilized for different applications or different

engines as physics-based model inputs are used. Using the correlations of actual air fuel ratio,

the engine out emissions are predicted for transient test cases by using static calibration

base maps along with correction gains. An ANN approach is presented [  26 ] to predict

gaseous exhaust emissions levels from a Navistar T444 direct injection diesel engine based on

certain variables. These variables belong to the steady state data collected for peak pressure,

maximum rate of heat release and temperature. This ANN approach is tested for accuracy

during transient test cases. Del Re and Langthaler suggested Structure identification (SI)

algorithm that can be used to predict nitrogen oxide engine out emissions using the signals

directly from ECU. This model comprised of the dynamics of intake and exhaust manifolds

as well as the sensor performance.

2.2 NOx Sensor Issues

Commercial NOx sensors for automotive applications are primarily Yttria-Stabilized Zir-

conia (YSZ) electrochemical sensors of the amperometric type [ 29 ]. Figure  2.1 illustrates

the basic operating principle [  30 ]. The sensor employs two or three electrochemical units in

adjoining cavities. The initial cavity separates oxygen molecule out of the sample, so that

it does not impact the NOx detection in the second cavity. The demand to eliminate O2

permits this sort of NOx sensor to provide a double use; it can additionally identify exhaust

O2 amounts.
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Figure 2.1. Schematic representation of an amperometric NOx sensor [ 30 ]

The O2 in the first chamber is lowered and the resultant O ions are pushed via the zirconia

electrolyte by using a voltage of around -200 mV to -400 mV. The current is proportionate to

the O2 concentration. The residual gases disperse into the second chamber where a reduction

catalyst produces NOx to break down into N2 and O2. As with the first chamber, a voltage

of -400 mV used to the electrode separates the resultant O2 which is then injected out of the

cell; the pumping current of the second chamber is relational to the quantity of oxygen from

the NOx breakdown. An additional electrochemical element can be employed as a Nernstian

lambda sensor to help out control the NOx recognition sensor.

Diesel NOx sensory devices have dual intent, they are utilized to sense both the oxygen

level in the exhaust and NOx (NO and NO2) amount. The data acquisition takes place in

two distinct compartments in the sensor, and the exhaust gases run consecutively across one

and then into the other. Gases stream from the exhaust flow all through a diffusion barrier

to get to the first cavity, which “extracts” the available oxygen out utilizing a Nernst cell

(simple oxygen sensor). The electric current for driving this initial Nernst cell is employed to

determine exhaust oxygen amount (lambda). In certain sensors like LML Duramax, oxygen
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quantity in the exhaust gases is delivered directly to the electronic control module (ECM)

by NOx sensor to help out in regeneration process of diesel particulate filter (DPF) [ 31 ].

With the available oxygen eliminated, the NOx is then put to transfer out of a differ-

ent diffusion barrier and into the second measurement cavity. At this moment, the NOx

molecules confront a catalytic component, which splits them into nitrogen and oxygen gases.

A second Nernst cell is then utilized to drain the newly produced oxygen outside of the cav-

ity, and this electric current is utilized to determine the NOx concentrations in the exhaust

flow. The remaining nitrogen fumes then stream out through an exit port in the second

cavity.

Similar to oxygen sensors, NOx sensors will not perform unless they are at the appropriate

temperature necessary which is typically about 800°C, so they have an included heater that

is also unit operated. The power source to the NOx sensor unit is important for appropriate

sensor functioning. If system voltage is less, an internal voltage enhancing unit in the glow

plug control module (GPCM) will compensate the tradeoff to guarantee appropriate NOx

sensor functioning.

In the case of a cold start, humidity in the exhaust system can affect with NOx sensor

performance. Here, the ECU will not initiate the NOx sensor heaters until exhaust temper-

atures achieve a particular level and condensed humidity is vaporized. This can cause in a

lag of up to 5 minutes prior to both NOx sensors are entirely in operation [ 31 ].

2.2.1 Cross-Sensitivities

NOx sensors centered on YSZ ceramics are responsive to ammonia and additional ni-

trogen compounds. The sensitivity of existing NOx sensors reduces in the mentioned order:

NO > NH3 > NO2 [ 32 ]. The cross-sensitivity to ammonia is a result of the oxidation of am-

monia to nitrous oxide in the initial cavity of the sensor. The cross-sensitivity is particularly

strong at low concentrations. Inside the concentration limit which usually varies from 0-200

ppm, the signal from NO and NH3 are nearly identical. While the cross-sensitivity to NH3

makes it challenging to distinguish between NOx and ammonia slip downstream of the SCR
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catalyst, signal processing methods have been extensively developed to make it possible for

ECU to determine if NH3 interference with the NOx measurement is significantly resolved.

2.2.2 Accuracy and Response Time

The operation of NOx sensors has witnessed fast development throughout the early days

following the introduction of the technique [  33 ]. This objective has been surpassed, as many

industrial sensors possess NOx sensitivity on the range of 10 ppm. However, the technology

appears to have reached a plateau—sensitivities of ±5 ppm NOx that were targeted by

development projects [ 34 ] have not yet been achieved.

The smaller the NOx amount of the exhaust, the more problematic is the interpretation

of the output data. The precision of many sensors is obtained around 10 ppm NOx at a

0 ppm NOx concentration. At 100 ppm, the car edition accuracy is roughly ±10%. The

commercial vehicle versions can achieve a better than ±10% accuracy at NOx levels of 500

ppm or higher.

Also the sluggish response period of NOx sensors—yet over 0.75 s—could profit from

enhancement for dynamic purposes. According to some specifications, a step response from

33% to 66% of the signal impulse is possible within 550 ms [  35 ]. In practical use, some sorts

of response—specifically a step from a high-level to a low NOx concentration—can only be

displayed with a time lag.

2.2.3 Thermal Shock and Poisoning

Field knowledge collected after the release of the Smart NOx sensor in Euro IV and Euro

V applications revealed that the sensor could be susceptible to thermal transients and chemi-

cal pollution [ 36 ]. Inadequate durability of industrial NOx sensors has been an exceptionally

significant problem in heavy-duty engines, where the essential durability, operational time

and mileage are greater compared to the passenger car use.

Spot cooling because of tiny water drops falling and vaporizing over the exterior of the

sensor could be a significant cause of component cracks and thermal shock malfunction. The

possibility for this kind of destruction is especially extreme in a cold start, when the exhaust
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gas temperature is lower than the dew point of water. Hence, it is required to hold up until

this stage is done and the exhaust gas is free of moisture prior to the sensor can be placed

into action. After implementing of the operational voltage, the sensor goes through a preheat

stage and warms the sensor tip to roughly 85°C. As the circuit senses the so-called dew point

end trigger via CAN bus, the ceramic on the ceramics is reheated to 800°C in several stages.

This procedure needs almost 45 seconds of time.

Amongst chemical pollutants, solvable salts of magnesium—a component appearing in

some lubrication oil additives, and in various aftertreatment elements—were observed to

trigger a worsening of the sensor output data. Magnesium poisoning is irreversible and

results to long-lasting impairment of the sensor [ 37 ].

The origin of contamination could additionally be the sensor materials used. Denso stated

that a damage to the sensor output was initiated by transmission of Au from the oxygen

pump electrode—material for which is Pt/Au—on the top of the NO detection electrode

(Pt/Rh), and by element deposition on the electrode [  38 ]. Sulfur, on the other side, is not

an issue throughout the operational lifespan of the sensor. As the surface is warmed to

800°C, the binding force of sulfur and its mixtures are too small to produce contamination.

NGK/Continental stated on the progress of an advanced sensor, integrating a new enve-

lope offering safeguard against liquid drops and self-diagnostic tasks to account for chemical

pollution [  39 ]. Nevertheless, the potential level of protection from liquid drops is restricted

by the loss of dynamic output of the sensor.

2.2.4 Complexity and Cost

Additional downside of amperometric NOx sensors is their more expense because of the

multiple cavity layout and the necessity for intricate electronic circuit to identify nanoampere

current ranges.

The shortcomings of the amperometric sensors motivate the development of alternative

technologies, including impedancemetric and potentiometric NOx sensing approaches [ 40 ],

[ 41 ].
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2.3 Soot Sensor Issues

Various types of soot or particulate matter sensors have been developed to estimate the

amount of soot in a diesel particulate filter (DPF) or to detect excessive particulate matter

emissions downstream of a DPF in instance of a filter malfunction. The forecast of soot

amount in the filter primarily relies on a differential pressure information, but also additional

methods like radio frequency (RF) sensors have additionally been established. Sensors for

DPF fault identification consist of accumulating sort of sensors utilizing a resistive electrode,

and electric charge centered mechanisms.

2.3.1 Resistive Soot Sensor

In the resistive electrode sensor, a pair of flat electrodes affixed to a ceramic carrier as

shown in figure  2.2 is located in the tip of the sensor, which is located in the exhaust pipe

and exposed to the gas stream. As the exhaust flow passes into the sensor, soot particles

are dumped on and stuck between the electrodes by thermophoresis—particle transporta-

tion from the warmer exhaust flow to the comparatively colder electrodes. Along with the

buildup of soot, conductive routes are developed among the two electrodes and the cumula-

tive conductivity of the system enhances, causing in a rise of electric current (sensor signal).

These conductive soot shapes are occasionally mentioned to as soot dendrites, because of

their split, tree-shaped structure.

The first stage is ‘‘deadband,’’ in which the resistance stays constant for the duration

necessary for the sensing component to be electrically linked by accumulated soot. In next

stage When suit is deposited in between two electrodes, a soot bridge is formed through the

resistance which is primarily in ranges of 10Mohm steadily declines with time because of rise

in accumulated soot quantity [ 43 ].

After the heating stage is over, the resistance stays pretty constant at particular small

amount over 0.1Mohm even though the rise in the accumulation quantity, and then remaining

suit is burnt off at higher temperatures above 600°C with the help of electrical heating. The

time duration between start of this cycle until the termination of second phase is collectively

known as response time as shown in figure  2.3 .
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Figure 2.2. Schematic of a resistive electrode for soot sensing [ 42 ]

The engine exhaust gas comprises of isolated soot fragments and bigger particles contain-

ing flaky structures that are removed from the exhaust manifold walls and water droplets

coming out from diesel particulate filter. As this big particles go inside the sensor cavity,

the space in between two electrodes is reduced, the current starts flowing and the resistance

decrease suddenly.

In order to minimize random signals, different sorts of flow approaches have been pre-

sented [ 44 ]. A detailed CFD analysis was carried out to trace the path of these particles.

The study concludes that as the velocity of the stream increases, less are the chances of soot

particles to reach to the substrate. Similar sort of experimentation to find out the path of

particle for different shield cap layouts was discussed in Hopka et al [ 45 ].

The resistive electrode demands to be regenerated regularly to permit the elimination of

the accumulated soot on the electrode, so to permit a constant soot observing procedure.

Thus, heating parts are incorporated in the interior the sensor arrangement to facilitate

such regeneration via raising the sensor electrode temperature. As a prolonged drive cycle

is required to gather adequate soot, particularly with bigger engines where the identical

quantity of soot is diluted in a bigger quantity of exhaust gas, the duration of FTP-75 test

43



Figure 2.3. Response of deposited soot resistance to soot accumulation and
regeneration [ 43 ]

is not enough to measure the PM, which causes OBD compliance problems [  46 ]. The data

acquisition usually commences after a sensor regeneration, that is finished as the sensor

recognizes a dew point. A potential alteration could be to permit the sensor to collect soot

across numerous drive cycles.

Another issue with the accumulating sensor is its increasing variability at higher gas

flow rates, as the soot dendrites attached to the electrode may become blown off [ 46 ]. It

was demonstrated through testing that little modifications to few dendrites impacted the

adjacent dendrites via adjustments to the electric field, adding to variability.

2.3.2 Electrostatic Capacitance Soot Sensor

The fuel rich combustion zone results in generation of soot particles. As these soot par-

ticles pass through diffusive combustion flame, which is at elevated temperatures, they come

in contact with abundantly available ions and electrons that are generated due to chemical

ionization processes. As a reason, some of these particles become positively charged. When
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an electric field is implemented in the vicinity of the outer periphery of sensing component,

these positively charged soot particles are expelled away from the sensor tip. This is the

main idea behind accumulating type of soot sensors that use electrostatic capacitance to de-

tect soot deposited on the surface [  47 ]. The electric heater and electrodes in zigzag manner

are used for regeneration in the same way as of resistive soot sensors. These extra set of

electrodes is located into the sensor cavity that requires high voltage power supply near the

electrodes used for suit detection. The electrodes used for sensing of soot detects the elec-

trostatic capacitance between them and increases with increase in deposited soot amount.

These type of sensors have excellent attributes like the capacitance of the electrodes are very

slightly depends on temperature. And as a result, they are very sensitive to the quantity of

soup deposited with respect to the resistive soot sensor.

Although these sensors how a good degree of performance, they are not used but OEMs

due to its high cost and higher power supply required for the operation [ 48 ].

2.3.3 RF-based Soot Sensor

The working principle for these type of sensors in real time application in case of soot

deposition in the diesel particulate filter has been well discussed in Sappok et al [ 49 ]. This

involves the utilization of metallic filter housing for RF resonant cavity. When the soot

fragments are deposited on the filter, it changes dielectric properties of the resonant space

and the frequency of resonance decreases which is inversely proportional to the quantity of

suit deposited [ 50 ].

This sensor output remains unchanged by the rate of exhaust gas flow but it responds to

change in temperature. This is due to the dielectric properties of the particle that alter with

respect to change in the temperature. This type of sensor provides direct measurement of

soot deposited in diesel particulate filter and the time derivative of this data provides direct

measurement of engine out suit in certain cases where the soot oxidation in diesel particulate

filter is reduced [ 51 ].

Let’s consider a case where quantity of soot deposited increases in a particular test case

and the soot quantity calculated from engine out emissions has a significant trade off. In
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this case, the diesel particulate filter can be assumed to have undergone a breakthrough.

Therefore, this type of sensor is expected to account for control of DPF regeneration and

simultaneously analyze the breakdown scenario [ 52 ]. These types of sensors are needed to be

tested in more detail for long term operation of the sensor tip and overall cost of the sensor.

This technique is only appropriate to non-conducting filter media—conducting materials

efficiently prevent the signal from piercing the filter. Considering of common DPF media,

RF sensors can be utilized with cordierite and aluminum titanate filters, but they may not

be relevant to SiC which is slightly conducting.

2.4 Controller Architectures and Implementation

Prediction models when they are integrated with physical phenomenon models have

significant impact in determination of engine out emissions in the control architecture of

the engine. When using these models for real time applications. Multiple methods can be

adopted to attain optimum model fitness such as different data analysis techniques and filter

design methods. Guzzella et al. [ 53 ] proposed using the test data based on calibration maps

and designing an auto tuning PID controller. In this work, a first order filter was used for

the optimal control of fuel quantity and engine speed. In order to further enhance this work,

auto tuning of gains was proposed and the results of this work were compared with another

developed LQG controller. However, in order to minimize delays in the controller response,

they also integrated a Smith predictor. This ensures achievement of desired response while

keeping the errors at a minimum level. Another approach was developed around 2000,

that included self-tuning of PID controller gains by adopting an algorithm based on fuzzy

logic. The methodology inspired but this technique was implemented on F100 chip, and the

control variables were to set to be flux and load of air. The outcomes of this research work

highlighted that this regulation of PID gains enhanced the spectrum of dynamic behavior of

the designed controller for wide range of loads [  54 ]. Wahlström et al., 2009 [ 55 ] carried out a

detailed study focused on minimizing pumping losses and fuel utilization. In this work, two

different types of controllers were compared. The first controller architecture contained a

comprehensive mathematical model of the system that included integration of PID controller
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and selectors for maxima and minima. This approach attained and fulfilled all the objectives

targeted for that control system but on the other side, because of change in signs of DC gains,

the pumping losses were drastically raised by 26%. Second type of controller was designed

by using PID controller in integration with another nonlinear compensator. This work was

successful in minimizing errors in EGR structure but on the other side the pumping losses

were worsened. With respect to these studies they recommended the first controller design

approach if the system is highly nonlinear and has a dynamic output in the feedback.

A novel control architecture depending on multivariable analysis was suggested by Arnold

et al. in 2006. The objective of this architecture was to optimize certain parameters of air

handling system like pressure in intake manifold and mass of intake air. Further, a PID

controller was designed, the results before and after implementation of this controller were

compared for desired transient response and considerable enhancement in performance of

the system was observed. This approach was proposed to be implemented on real car ECUs

for real time processing applications [  56 ]. In certain cases, the control architecture do not

require feedforward loop or internal physical models to control the air path system. This

was proven to be more beneficial technique in terms of processing time and response of

the controller ask compared to the embedded controllers already available. In this method,

in order to simplify the model, novel approach to integrate linearized dynamic feedback for

tracking diesel engine performance integration with EGR and VGT was with proposed. With

this simplification of the model, the order of mean value model was reduced from eight to

three [ 57 ].

Other approaches were proposed around 2010 in order to simplify the models. Certain

techniques like inversion of model and reduction of degrees of freedom were suggested based

on feedforward control for a diesel engine integrated with EGR and VGT [ 58 ]. Most recently,

artificial neural networks (ANN) are being established by researchers all over the world that

can estimate the output of diesel engine in terms of performance and emission gases under

particular set of operating conditions and also take the type of fuel into account [68-70].

These methods are also utilized for OBD fault diagnostics and for deriving the calibration

maps under different test case scenarios [ 59 ]. These are considered to be a type of empirical

models as they are designed to operate under certain conditions only. However, they are
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found to be more resourceful in other control architectures that heavily depend on the

applications such as adaptive algorithms, supervisory control and predictive model methods.

Multiple prediction approaches have been studied that consist of data processing algo-

rithms using multiple order filter integration techniques. Different type of controllers such

as PID, feedforward, fuzzy logic or a combination of few of these is discussed in detail. The

actual implementation of these controllers heavily relies on multiple factors such as the in-

tricacy of the process and the desired response. This is beneficial because the processing

time is reduced, and the control signal required for actuation takes less time. The use of

latest methods such as ANN and implementation in engine control architecture to train the

prediction models and further calibration is also discussed here. Yap et. al. [  60 ], proposed

a layer by layer optimization network as a part of algorithm based on supervised learning.

This was proven to have enhanced processing time. The layout of this network is shown in

figure  2.4 . This logic includes 3 distinct layers. Every neuron in the hidden layer is connected

to every neuron in the input layer. These employ interconnection with the help of weighing

factors.

Recurrent neural network (RNN) models possess the advantage of having the dynamic

behavior of the controlled system being manipulated by a simulated environment. Figure  2.5 

shows the scheme of the RNN model used for virtual sensors where and u are output and

control input, respectively. These RNNs are developed from static multi-layered perception

feed-forward networks. To introduce the dynamic effect, feedforward connections are added

among the neurons. The control structure described here is referred to as a nonlinear output

error (NOE) model. Training and test data sets have been derived from experimental data

and measured on a compact commercial engine during engine transients by imposing throttle

and load perturbations. To enhance RNN generalization, the input variables have been

uncorrelated by perturbing the fuel injection around the stoichiometric amount.

2.5 Recent Modeling and Control Strategies

Since last few decades, novel techniques have been implemented as a result of strict

emission norms established globally by various governing authorities. At the same time
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Figure 2.4. Architecture of OLL in a layer-by-layer optimization

considerable research has been carried out to enhance the prediction capabilities of the

estimation models. Different type of controllers and optimization techniques are integrated

with this prediction models and the validation of this control architecture is done with respect

to experimental data. The sensitivity and system stability of this control oriented models

relies on the method of system identification and desired response.

The parameters in this type of analysis can be considered to be any type of variable such

as a calculation based on physical models or an actual physical sensor output. This section

describes multiple efforts carried out towards advancements in modern diesel engines that

are focused on increasing the overall efficiency and minimize the tailpipe emissions. Few of

the problems discussed in this section are:

a. The accuracy of predictive models

b. Method of controller design and optimization techniques
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Figure 2.5. Structure of NOE RNN used in virtual sensors

c. The stability of controller

d. Verification and validation through globally practiced driving cycles

If the objective is to optimize the rate of fuel flow inside the cylinder and minimize NOx,

the control of airpath in intake manifold along with turbocharger and EGR is an important

aspect. Min et. al. [  61 ] suggested an approach that can estimate certain unobservable

in cylinder states As a result of air fuel mass exchange and thermodynamic processes. A

least square optimization algorithm was employed for these state predictions. Here, a time

constant was inserted to account for transport delay and temperature changes. The model

output achieved quantity of fuel within 5% accuracy. Another effort was made depending on

the air intake calculations that could evaluate the efficiency of EGR system with respect to

certain emission boundaries. This approach requires the presence of actual physical sensor
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to determine oxygen fraction and does not include physical modeling of the subsystems [ 62 ].

Neither Min et.al. nor Tan et. al. used this approach for any type of engine out emissions

like NOx or soot and did not integrate it with any controller architecture. Wang et. al.

[ 63 ] described state feedback controller design involving multiple degrees of freedom. In

this study, the reference data was obtained with the help of a calibration map and used to

control the optimum amount of fuel injected in pressure based intake manifold model. The

derived controller displays required robustness and quick settling time throughout all test

case scenarios, but it cannot be readily used as a base level architecture as there are no

physics based calculations involved.

In order to represent physical systems numerically, system identification needs to be done.

Various methods having established for this purposes that can analyze intricate physical sys-

tems. One of these methods is Hammerstein-Weiner approach and was used by Neilsen et.

al. to demonstrate a high level nonlinear mathematical model of the diesel engine system

including turbocharger and EGR that could optimize fuel injection quantity and timing

[ 64 ]. In order to control the EGR fraction, controller based on nonlinear adaptive logic was

designed that could instantaneously predict the states of cylinder under consideration for

designated test cases. Even though it regulates the EGR valve, there is still need of control

algorithms that could precisely predict few of in cylinder parameters such as rate of heat

release, concentration of species and pressure. No efforts have been put into the engine out

emission prediction that could be used for real time feedback control. To overcome the draw-

backs in the dynamic behavior of system like overshoot, The prediction models are needed

to be integrated with additional control architectures. Hong et. al. [  65 ] implemented PI

controller for turbo charger and EGR control that could effectively account for the nonlin-

ear dynamic behavior of these subsystems during the transient operation. The constants

required for this controller very obtained from the nonlinear governing expressions for VGT

and EGR for European test cycle operating points. The implementation of this controller

enhanced the transient response of the system and decreased the overshoot from 64% to 12%

for step input. However, the tuning of controller gains is a redundant process if it has to be

tested on different engines and thus time consuming.
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One of the other methods suggested by Yang et. al.[  66 ] is to analyze the flow of air in

intake and exhaust manifolds considering EGR and turbocharger with the help of electri-

cal turbo assist (ETA) in a closed loop controller feedback system. This type of method

was derived using system identification toolbox in MATLAB and sophisticated calibration

maps and test data obtained from the engine was used. A simple mathematical model for

multiple degrees of freedom was developed. The stability of these systems is also validated

by providing different disturbance signals and by tuning of controller gains at specific test

conditions. Since this model is extensively dependent on calibration maps, it fails to account

for any uncertainties outside the fitness boundaries of the model. To overcome this problem,

there is a need of designing an observer for real time control and error tracking that could

reject these disturbances [  67 ]. The methods described above are highly dependent on feed-

back controller and they fail to account for predicted or estimated cylinder states and these

further affect the stability of the controller. Precise estimation of states of the engine system

and it’s connectivity with engine out emissions coupled with physical and chemical kinetic

calculations are important aspect in controller architecture for modern diesel engines. The

controller design needs to be simplified and model order needs to be reduced to handle this

complex system with flexibility and effectiveness.

Shoaib Ahmed et al [  68 ] developed a model which was well intended for light and heavy-

duty engines only. So, it missed the medium duty range of diesel products. This approach

was based on a 2-zone thermodynamic model that considers both burned and unburned gas

areas. This provides basis to attain a higher degree of prediction by utilizing MATLAB

and ADVISOR as tools. Here, equivalence ratio again is a critical factor in NOx generation

and this approach lacks the consideration of time temperature history in zones where AFR

varies. This research work also states the need of attaining low emissions while keeping low

fuel utilization. Pol Masclans Abelló et. al. [ 69 ] established a new approach named Cycle

Analysis by Ordered Power (CAbOP) in which different emission parameters that are derived

using three different simulators. These simulators consider re-structuring of time domain

data that utilizes mechanical power at the wheel. The raw measurement data recorded from

real experimental drive cycles. This data lacks the signals from nay unmeasurable states like
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in-cylinder conditions. As a result, there is a need for a detailed physics based derived model

to better understand the combustion process and predict the amount of emissions generated.

A novel approach that considers properties of diesel combustion flame at higher stoichio-

metric fuel fractions and its effect on soot formation is derived [  70 ]. It captures the detailed

data from both formation and oxidation phases that occur as a result of diffusive flame. This

approach is a robust, simple and can be applied in numerous applications. The prediction

method estimates soot amount as a result of equivalence ratio and distance from fuel injec-

tor nozzle. This work mentions need of additional empirical data capture for soot volume

fraction in elevated stoichiometric fuel fractions for validation. But there is need to predict

net soot generated with respect to crank angle as the cylinder goes through various strokes.

This is dependent on various factors like in cylinder conditions and flame parameters which

need to be addressed while modeling. Feng Jiang et. al. [ 71 ] developed a mathematical

model for gasoline engine using GT-Power and MATLAB-Simulink interface and was used

for an optimization purpose. The subsystems of this model considered were combustion

system, pressure wave and optimization models for intake manifold. The main assumption

for this work was air and exhaust gas were considered to be ideal gases. And therefore, the

gas exchange properties depend on in-cylinder temperature and species composition. The

integration of MATLAB and GT-Suite was well demonstrated in this work but lacks the need

of appropriate controller to minimize the tradeoff between predicted and reference data.

High fidelity prediction models for soot bear considerably higher computational resources

[ 72 ]. Therefore, high precision soot modeling is a numerically difficult task for simulation

in case of diesel engines. Here, a neural network method displays a good possibility for

application in many cases as it can precisely predict soot properties the requirement of any

governing equations. They used initial cases of neural networks to calculate soot concentra-

tion based on a detailed CFD model result. These CFD results were considered as an input

to train neural network-based models that recognize the fundamental relations between gas

phase characteristics and soot amount generated. As the prerequisite for this approach is

CFD model results, the resources in terms of computational cost and time are higher and

thus, it is not suitable for real time control of the engine system.
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Ibrahim Khalil Umar et. al. [  73 ] developed a new neuro fuzzy ensemble (NF-E) model

for estimation of particulate matter concentration on hourly basis. This involves a critical

selection of related input variables for base model. The adaptive neuro fuzzy inference

system (ANFIS) includes a nonlinear kernel for determination of ensemble output data. The

efficiency of this approach could be distinguished with certain advanced modeling methods

like neural network and need a physics based non linear governing equations for accurate

prediction. Integration of empirical data and CFD model output was utilized to predict

emission and performance of RCCI engine [ 74 ]. This also ensures elimination of high cost

and time-consuming experimental validation procedures. But this approach needs a huge set

of previous experimental data to train the predictive models and not suitable for real time

control of the system.

M.I. Rumaling et. al. [ 75 ] presented the development of PM10 prediction model by

using nonlinear autoregressive with exogenous input model. The algorithms used were NAR

and NARX that predicted real time-based results for PM but they fail to predict a detailed

crank angle based results that better explain the soot formation and oxidation phenomenon.

A mathematical derivation to display marine diesel engine’s rotational velocity and imple-

mentation of PID controller was presented [  76 ]. Here, the researchers introduced this PID

controller to regulate this marine diesel engine with the help of python language. The results

of this python script were compared with another PID controller designed using MATLAB-

Simulink interface. Here, the earlier developed python script was used for real time control

of the engine but again this approach lacks the support of physics based model for better

accuracy of the output results.

Cheng Ke at. al. [ 77 ] developed a nonlinear model predictive controller (NMPC) based

on nonlinear autoregressive model with exogenous input neural network (NARXNN). This

NMPC controller is derived using NMPC toolbox in MATLAB. The co-simulation model in

integration with GT-Power and MATLAB-Simulink is developed. This model is tested for

unit step input and reference tracking performances. From the results, the step response

of NMPC is better than PID controller and the tradeoff for reference tracking simulation is

around 15% which still needs to be minimized in order to ensure accurate prediction.
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2.6 Research Gaps and Objectives

For a typical diesel engine, there is increase in engine out emissions over the entire

operational lifetime. As the advancements in engine design are considered, engine systems

become complicated with additional sensors and actuators as they need more resources as

well as time towards system integration and calibration. Usually, NOx sensors are positioned

downstream of turbine. They offer low pass filtered, cylinder averaged data over the entire

engine cycle and not the instantaneous signal. A common disadvantage among soot sensors

is less accuracy and delayed response time.

With respect to recent approaches, there is a need of direct sensing of parameters where

sensors cannot be installed physically. As a solution there is a need of detailed mathemat-

ical model to predict these emissions. The existing soot models also lack the inclusion of

cylinder pressure that leads to less accurate results. The engine out emissions are signifi-

cantly influenced during transient operation by boundary conditions of combustion process

like EGR rate. On the other side other prediction approaches like CFD methods have high

computational cost and are not suitable for transient test cases that run much faster than

real time processes.

From the controller perspectives, various controllers have been designed for different

subsystems of the engine system. However, the proposed approach is a system level approach

and requires appropriate controllers that employ flexible and sophisticated access to system

states. Based on the above work done by various researchers, it is necessary to address

issues like NOx and soot prediction. The proposed model needs to be developed as a tool

that predicts the engine out emissions of diesel engines with flexibility, modularity and also

eliminates the issues with physical sensors. The main motive behind this research work is

based on following factors:

• Eliminating the physical sensors to minimize cost

• Faster response time specially to avoid cold start condition effects

2.6.1 Diesel Engine Combustion Model

a. Manifold Models for intake and exhaust mass flows considering EGR and Turbo effects.
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b. Cylinder Model for the combustion and mass exchange/mixing modes

c. ROHR model for pressure, mass burnt fraction and temperature prediction.

d. Chemical Kinetics Equilibrium solver for adiabatic temperature and composition.

2.6.2 NOx Prediction Model

a. Zeldovich mechanism based on temperature and composition

b. Extended Zeldovich mechanism with additional temperature related correlations based

on the Zeldovich reaction for NOx formation.

2.6.3 Soot Prediction Model

a. Development of fuel injection and spray model

b. Determination of flame parameters and thermodynamic properties

c. Rates of soot formation and oxidation

2.6.4 Controller Design and Optimization

a. System Identification determine the states and system dynamics.

b. Suitable Controller Strategy for EGR.

2.6.5 Validation with GT-Suite Model and Model Correction

Model validation for correction by comparing it with GT power results.

2.7 Closure on the Chapter

Various types of NOx and soot sensors have been reviewed and discussed for their issues

in this chapter. It is evident that existing sensors are costly for certain applications, and they

lack faster response in certain atmospheric conditions like cold weather. Therefore, there is

need to come up with predictive mathematical models that could replace these sensors with

above problems resolved. Next chapter discusses about this mathematical model approach

for NOx prediction and intermediate and few primary results obtained have been presented.
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3. NOx MODELING

The literature discussed in previous chapter leads to a necessity of detailed NOx prediction

approach which is discussed in this chapter. Different subsystems like combustion cylinder,

intake and exhaust manifolds, EGR and turbocharger have been considered and their math-

ematical governing equations have been integrated. Determination of in-cylinder character-

istics like mass flow rates, in-cylinder pressure temperatures, rate of heat release, chemical

equilibrium and species concentration play a vital role in the determination of engine out

NOx and have been discussed in detail. The time temperature history of the in-cylinder

areas like rich, stoichiometric and lean zones also contributes to NOx formation and has

been discussed in detail.

3.1 Model Architecture

Nitrogen oxides (NOx) can be reduced by increasing the intake manifold EGR fraction

xegr. However, xegr depends in complex ways on the actuation of the EGR and VGT.

It is therefore required to have organized control of the EGR and VGT to achieve the

legislated emission constraints for NOx and smoke [ 78 ]. While designing and validating a

controller for this system, it is advantageous to have a mathematical model that explains

the dynamic behavior of the system and the non-linear outcomes that are crucial for control

of mass flows. These vital attributes denote that system has non-minimum phase behaviors,

overshoots, and sign reversals. The model explains the dynamics in the manifold pressures,

turbocharger, EGR, and actuators with some states to acquire quick simulation periods.

Figure  3.1 shows the overview of NOx model that involves inputs and outputs from each

sub-system contributing to the local and global estimated variables.

The system is divided into three milestones: Engine Plant, Reference Generator from

operating points and GT-power results, and a suitable controller. It covers the flow of

object models and their respective usage in the system. Figure  3.2 indicates the detailed

block diagram of NOx estimation based on Extended Zeldovich mechanism. The details of

subsystems involved have been discussed in further sections.
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Figure 3.1. NOx model approach

3.2 Cylinder and Mass Exchange Model

The cylinder model subsystem is created to better demonstrate exchange of fuel and air

mass injected into each engine cycle. This considers the influence of different components

included in cylinder block and engine assembly throughout the entire engine cycle. While

deriving this model, different systems were considered like intake and exhaust manifolds,

EGR and VGT valves as separate subsystems. Figure  3.2 depicts the overall architecture

of this system. It consists of 3 distinct control inputs and five states that are of prime

importance to the system. The operation of engine is a function of engine speed obtained

from operating cycles and performance curve. So the final model is shown in state space

form as shown in equation  3.1 below.

ẋ = f (x, u, ne) (3.1)

Where x is a state vector as shown in equation  3.2 ,

x = (pim, Xoim , pem , Xoem , pc)T (3.2)
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Figure 3.2. Integration of subsystems for control-oriented NOx model

And pim and pem are intake and exhaust manifold pressure. XOim and XOem are the

oxygen mass fractions at intake and exhaust manifolds, and wt is the turbine speed. Oxygen

mass fraction states are the critical states as they are needed for the oxygen to fuel ratio λO.

And the u is a control vector as shown in equation  3.3 ,

u = (uegr, uvgt, uδ)T (3.3)

Where uegr, uvgt, uδ are the EGR valve position, VGT is the actuator position, and

Fuel-injected, respectively. uegr and uvgt change from 0 to 100 percent for closed and open

positions, respectively. Wei, Weo, Wegr, Wc are the mass fractions through engine intake

valve, from engine outlet valve, from EGR outlet, and compressor outlet respectively.

3.2.1 Manifolds

The manifold models are created as dynamic mathematical calculations each for intake

and exhaust manifolds that predict two critical parameters like pressure and oxygen mass

fraction in them. With respect to ideal gas law, a usual isothermal model is developed based
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on mass conservation and assumes that manifold temperature stays constant and does not

vary significantly. Thus, the governing equations for both these manifolds can be expressed

in equation  3.4 below.

d
dt
pim = RaTim

Vim
(Wc +Wegr −Wei)

d
dt
pem = RaTem

Vem
(Weo −Wt −Wegr)

(3.4)

The thermodynamic processes is split in two phases: 1) ideal-gas constant for air is Ra

and the specific heat capacity ratio for air is γa, 2) the ideal-gas constant for exhaust gas

is Re and the specific heat capacity ratio is γe. The temperature in intake manifold Tim is

believed to be steady and equivalent to the temperature in the intercooler. The temperature

in exhaust manifold Tem will be discussed in subsequent sections and Vim and Vem are the

volumes of intake and exhaust manifolds respectively. The mass flows in compressor, EGR,

intake and exhaust manifolds Wc, Wegr, Wei, Weo, and Wt will be discussed in next sections.

There are two sets of thermodynamic properties: 1) air has the ideal-gas constant Ra

and the specific heat capacity ratio γa, 2) the exhaust gas has the ideal-gas constant Re

and the specific heat capacity ratio γe. The intake manifold temperature Tim is assumed to

be constant and equal to the cooling temperature in the intercooler, the exhaust manifold

temperature Tem will be described further, and Vim and Vem are the manifold volumes. The

mass flows Wc, Wegr, Wei, Weo, and Wt will be described in further sections.

The extent of EGR fraction in the intake manifold is described as in equation  3.5 

xegr = Wegr

Wc +Wegr

(3.5)

EGR additionally includes oxygen which impacts the oxygen-to-fuel fraction inside the

cylinder. This outcome is included by deriving the oxygen concentrations in intake and

exhaust manifolds as XOim and XOem respectively. These fractions are defined with respect

to equation  3.6 .

XOim = moim

mtotim
, XOem = mOem

mtotem
(3.6)
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where mOim and mOem are the oxygen mass quantities in the intake and exhaust manifold

respectively. Here, mtotim and mtotem are the total masses in the intake and exhaust manifolds

respectively. Differentiating XOim and XOem with respect to time and using the law of mass

conservation[ 40 ] yields the differential equations as in  3.7 .

d
dt
XOim = RaTim

pimVim
(Wc (XOc −XOim) +Wegr (XOem −XOim))

d
dt
XOem = ReTem

pemVem
(Weo (XOe −XOem))

(3.7)

where XOc is the steady oxygen fraction in the compressor, i.e. air with XOc=23.14%, and

XOe is the oxygen fraction in the exhaust manifold entering through the engine cylinders. A

distinct methodology to consider oxygen in the EGR gas is to prove the burned gas ratio in

the control volume is a general practice for states in many research efforts [ 55 ]–[ 57 ].

3.2.2 Cylinder

Three submodels illustrate the performance of the cylinder; as follows:

• A model that explains flow of fuel and gas that enters and exits the cylinder, the oxygen-

to-fuel ratio, and the oxygen fraction in the composition going out from the cylinder.

• A detailed mathematical model for exhaust manifold temperature;

• An engine torque model

Flow Inside the Cylinder

The flow of air from intake manifold into the combustion chamber Wei is explained with

the help of volumetric efficiency ηvol [ 5 ] of the cylinder as shown in equation  3.8 .

Wei = ηvol pimneVd

120RaTim
(3.8)

where pim and Tim are the pressure and temperature inside the intake manifold, ne is the

engine speed, and Vd is the displaced volume by the cylinder. The volumetric efficiency is

expressed by equation  3.9 ,
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ηvol = cvol1
√
pim + cvol 2

√
ne + cvol 3 (3.9)

The flow of fuel Wf inside the cylinder is governed by control variable u, that denoted

the quantity of fuel injected in milligrams per cycle and cylinder as shown by below equation

 3.10 .

Wf = 10−6

120 uδnencyl (3.10)

where ncyl is the number of cylinders in the engine setup. The mass balance expression in

equation  3.11 gives the flow rate out from the cylinder.

Weo = Wf +Wei (3.11)

The fraction of oxygen-to-fuel ratio λO in the cylinder is described by equation  3.12 as

λO = WeoXOim

Wf (O/F )s

(3.12)

where (O/F )s is the stoichiometric fraction at the ideal combustion of the oxygen quantity

to the fuel quantity. It is equivalent to the AFR that is a general choice of operational

variable in the past research work [ 57 ], [ 58 ], [ 79 ], [ 80 ].

During and after compression stroke, the oxygen starts burning in the vicinity of diesel

droplets. To avoid smoke in diesel engines, λO>1. And the O2 fraction farther from the

cylinder can then be defined as the unburned oxygen fraction by equation  3.13 as,

XOe = WeiXOim −Wf (O/F )s

Weo

(3.13)

Exhaust Manifold Temperature

This subsystem includes of the estimation of the temperature of exhaust coming out of

cylinder and a relation for the heat losses in the exhaust manifold. The modeling approach for

cylinder-out temperature Te is taken from previous research [70]. This method is dependent
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upon ideal-gas Seliger cycle (or limited pressure cycle [  5 ]) estimation given by equation  3.14 

as

Te = ηSCΠ
(

1− 1
γa

)
e r1−γa

c x

(
1

γa
−1
)

p ×
(
qin

(
1 − xcv

cpa

+ xcv

cV a

)
+ T1r

γa−1
c

)
(3.14)

where ηsc is a compensation gain for non-ideal cycles and xcv is the fraction of fuel utilized

during constant-volume combustion process. The remaining fuel, i.e. (1 − xcv) is consumed

during constant-pressure combustion phase. This approach also considers the following fac-

tors: the pressure ratio given by equation  3.15 as

Πe = pem

pim
(3.15)

The pressure ratio after combustion and before combustion in the Seliger cycle expressed

by equation  3.16 as

xp = p3

p2
= 1 + qinXcv

cV aT1r
γa−1
c

(3.16)

This air fuel charge has specific energy contents expressed by equation  3.17 as

qin = WfqHV

Wei +Wf

(1 − xr) (3.17)

When inlet valve closes at the end of intake stroke, the temperature at this instant is

given by equation  3.18 as

T1 = xrTe + (1 − xr)Tim (3.18)

The residual gas fraction given by equation  3.19 as

xr =
Π1/γa

e x−1/γa
p

rcxv

(3.19)

and the volume fraction between after combustion and before combustion in the Seliger cycle

is demonstrated by equation  3.20 as

xv = v3

v2
= 1 + qin (1 − xcv)

cpa

[(
qinxcv

cV a

)
+ T1r

γa−1
c

] (3.20)
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As the calculations above are non-linear and rely on each other, the cylinder-output

temperature is computed numerically by applying a fixed-point iteration which begins with

the initial values xr,0 and T1,0. Then the equations are utlized in each iteration k.

The reduction in temperature because of heat losses in exhaust pipes is mathematically

derived in similar fashion as model 1 discussed in reference [  24 ], and it is expressed as a

function of mass flow rate coming out from the cylinder as in equation  3.21 .

Tem = Ta + (Te − Ta) exp htotπdpipelpipenpipe

WeoCpe
(3.21)

where Ta is the ambient temperature, htot the total heat transfer coefficient, dpipe the pipe

diameter, lpipe the pipe length and npipe the number of pipes.

3.3 Heat Release rate model

The validation of developed emission model is done with the help of rate of heat release

profiles that are obtained from in-cylinder pressure and temperature conditions. These in-

cylinder condition profiles have all the history that includes engine operating variables like

rate of fuel consumption and further formation of emissions. The proposed work highlights

on mathematical modeling of rate of heat release with respect to crank angle degrees (CAD)

scale. This ROHR relies heavily on multiple factors like rate of fuel mass entering into the

cylinder and species concentration in the air charge. Speed and torque demand on the engine

decide these fuel injection flow rates and other relevant instances such as start of injection

(SOI), end of injection (EOI), which is further followed by ignition delay predicted with the

help of a correlation that is not considered in this work. TO find out this ignition delay,

certain parameters like injection duration and AFR are critical. The mass of air entering

into the cylinder affects AFR for the first engine cycle. In the second cycle when EGR

and VGT actuators come into effect, the chemical composition of the species in this charge

changes and it changes the local AFR as well. This well determines the start of combustion

(SOC) instance and the total duration of combustion decides the rate of heat release and

mass burnt fractions. Using these variables, we can determine in-cylinder pressure and

temperature base on ROHR. Below figure  3.3 describes the input and output parameters
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from this ROHR model. The mass burnt fraction is the result of fuel injection quantity

as well as timing, air quantity, AFR and heat is liberated during the combustion phase.

The volumetric expansion as a result of this heat release is responsible for sudden pressure

increase inside the cylinder. These in-cylinder conditions are further useful for determining

emissions which are relevant to the reaction rates at different instances during the engine

cycle.

Figure 3.3. Heat release rate model parameters

Rate of heat release model is initialized with deriving the motoring curve relied on the

thermodynamic ideal cycle. The instantaneous change in cylinder volume is calculated and

in-cylinder instantaneous pressure is also predicted based on ideal gas laws.

3.3.1 Engine Geometry

The geometric volume of cylinder and relative speed of piston are calculated by using basic

design calculations of the engine and crank assembly, as follows. The relative instantaneous

location of piston relative to top dead center (TDC) is calculated by equation  3.22 ,

z = l + a− s (3.22)
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where, l is the length of connecting rod and a is the crank radius and s is axial distance

between center of the piston and center of the crankshaft determined as follows by equation

 3.23 ,

s = a cos θ +
√
l2 − a2 sin2 θ (3.23)

where, θis instantaneous crank angle position.

The instantaneous relative location of piston is a result of crank angle θand is expressed

by equation  3.24 ,

z(θ) = l + a(1 − cos θ) −
√
l2 − a2 sin2 θ (3.24)

The clearance volume, Vc of the cylinder is expressed as the volume of combustion cylinder

with respect to the relative position of the piston and the cylinder volume as a result of piston

position is given by equation  3.25 ,

V (θ) = Vc + πB2z(θ)
4 (3.25)

Where B is the diameter of cylinder (bore). This expression is further employed to calculate

ROHR inside the cylinder during combustion as a result of cylinder pressure.

3.3.2 Engine Thermodynamic Cycle

A conventional 4 stroke diesel engine consists of four distinct strokes expressed by half

engine rotation for 180 CAD. First stroke is intake stroke in which fresh air and fuel are

injected into the cylinder. This is followed by second stroke known as compression stroke in

which air fuel mixture reaches to an instant where the chemical energy of fuel is converted to

useful work as a result of combustion process. In the final moments of compression stroke,

this composition of air and fuel burns and it defines the start of next stroke also known as

expansion stroke. This stroke results into actual work output for the engine based on speed

and torque requirements. At the last moments of expansion stroke, the hot gases resulted

from combustion process are pushed out from the cylinder during the exhaust stroke. In this

stroke, the cylinder is prepared for next engine cycle and ready for new air fuel charge to
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be entered. This entire engine cycle consists of two full angular rotations of the crankshaft.

During combustion and expansion stroke the chemical energy of fuel is converted into useful

mechanical work as shown by equation  3.26 below.

W =
∫ 2π

−2π

P (θ)dV (θ) (3.26)

3.3.3 Ideal Gas Cycle for Determining the Motoring Curve of Engine

Any internal combustion engine follows ideal gas law. the in cylinder pressure is derived

on crank angle degrees scale for 720 degrees per cycle and it completes two full rotations of

the crankshaft. This model also considers some critical parameters like valve timing, engine

speed, intake pressure and engine geometry. The engine strokes discussed in earlier section

automatically discussed below in the order of occurrence.

Using the ideal gas law in cylinder condition like pressure and volume are mathematically

calculated as a function of crank angle degrees using equation  3.27 ,

Pmotor =
[
V (θref )
V (θ)

]k

× P (θref ) (3.27)

Where, Pmotor is the motoring pressure with respect to the crank angle (CAD), V (ref ) is the

reference volume at initial reference CAD, V () is the volume at CAD, P (ref ) is the initial

reference pressure (atm pressure here with turbo boost) and k is the adiabatic constant equal

to 1.33. Further Temperatures can be found out using ideal Gas law in equation  3.28 ,

PV = mRT (3.28)

It was observed from these motoring curves that after addition fuel there was a sudden

peak in both temperature and pressure indicating start of combustion.

As discussed before, the heat release rate delivers the main input to the emission for-

mation models, but also delivers many additional variables that are of great importance for

combustion control.
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The in-cylinder pressure history can be predicted based on the earlier determined rate of

heat release profile. Using this data other critical factors in the combustion process can be

derived for example, peak pressure during combustion, indicated specific fuel consumption

and maximum pressure.

When the rate of heat release is known, it is possible to determine in cylinder averaged

temperature. This is a very critical parameter while finding out thermal loading. Fur-

thermore, one of the important parameter in exhaust gas is temperature and can be well

predicted.

3.3.4 Wiebe Function

One of the approaches in engine modeling is to find out mass burnt fraction as a result

of crank angle degrees by utilizing Wiebe function. It is given by equation  3.29 .

MFB, xb =

1 − e
(

−a

(
θ−θSOC

∆θ

))m+1
 (3.29)

Where a = 5, m = 2, θ is instantaneous crank angle, θSOC is the start of combustion

angle calculated from total combustion duration ∆θ = 30◦.

This function is usually adopted to describe the entire combustion phenomenon. The

result of this function is mass fraction burnt where zero mass fraction indicates the start

of combustion and then rises exponentially to 1 indicating the termination of combustion

process. The crank angle degrees difference between these two instances is the total duration

of combustion.

3.3.5 Cumulative Heat Release Rate (CHRR)

The processes taking place inside combustion chamber follow first law of thermodynamics

and are utilized to determine rate of heat release in equation  3.30 ,

dQhr = dU + dQht + dW (3.30)
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Assuming a 15% heat loss through the walls, thus only 85% of the total heat released is

used for producing the work. To predict engine out emissions first we need to calculate the

instantaneous pressure add exhaust valve and corresponding temperatures. These exhaust

gas temperatures can be well derived by utilising cumulative rate of heat release with respect

to crank angle degrees scale as shown below in equation  3.31 ,

dQ

dθ
= dU

dθ
+ P

(
dV

dθ

)
= γ

(γ − 1)P (θ)
(

dV
dθ

) + 1
(γ − 1)V (θ)

(
dP
dθ

) (3.31)

To determine this heat release rate, we need to take into account mass burn fraction by

using Wiebe’s function which is given by equation  3.32 .

Q = xb ×mf × LHV (3.32)

Where mf is fuel quantity at that instantaneous crank angle degrees and this is predicted

with the help of optimised air fuel ratio, the outputs off cylinder and mass exchange model

as discussed in previous section. Next, this species concentration in the reactants for both

fuel and air utilised in chemical equilibrium solver and are result of mass burnt fraction. The

relevant information for emission formation and its duration is obtained from the instance

of maximum pressure. All these cylinder phenomenon observe the ideal gas law during all

strokes. Also all the combustion cycles during the commotion stroke are associated with

rate of heat release as a function of quantity of fuel utilised during that instantaneous crank

angle degrees.

3.4 Chemical Equilibrium Model

For a perfect combustion of diesel fuel, the chemical reaction involving air and fuel as

reactants and resulting products are balanced in the equilibrium state. This conversion of

products from reactants as a result of complete combustion is shown in following equation

 3.33 .
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CxHy +(t)(a) (O2 + 3.76N2) → xCO2 + y

2H2O+(t× 3.76 ×N2)+(t−1)
(
x+ y

a

)
O2 (3.33)

When fuel CxHy chemically reacts with air at stoichiometric fractions, the products as

a result of this reaction are formed and maintain the chemical equilibrium. the products as

a result of about reaction heavily rely on fraction ‘t’ and it defines local air fill ratios and

mass burnt fractions also.

With respect to first law of thermodynamics, the total enthalpy of products should be

equal to the total enthalpy of reactants as shown in equation  3.34 below.

hreat (Treact , P ) = hprod (Tprod , P ) (3.34)

The parameters required for zeldovich mechanism like adiabatic temperature are deter-

mined for this constant pressure and constant volume process. JANAF and NASA tables

are used to refer enthalpy of formation four products and reactants. To find out adiabatic

temperature, and iterative algorithm based on Newton raphson method is adopted that

minimizes the enthalpy difference between reactants and products. Further calculation to

find out emissions also requires the concentration of species in products. This subsystem is

analyzed with respect to crank angle degrees with the help of local air fuel ratios and mass

burnt fraction.

3.5 NOx Prediction Model

This work highlights on the determination of nitrous oxides based on extended zeldovich

mechanism. The chemical kinetic behavior of NOx generation includes the serial occurrence

of reactions that are majorly regarded as oxidation of N2 to NOx. This includes two types of

nitrous oxides, NO (Nitric Oxides) and NO2 (Nitrogen Oxides). NO is significantly observed

during the usual engine operations as compared to NO2 occurring at light load test cases.

This current work predominantly highlights the estimation of NO emissions only. According

to Extended Zeldovich mechanism, rate of NO formation is given by following equation  3.35 .
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d[NO]
dt

= 6 × 1016

T
1
2

× e
(

−69090
T

)
× [O2]1/2

e [N2]e mol/cm3 S (3.35)

[O2]e and [N2]e are obtained through chemical equilibrium model and rate of heat release

model gives mass burn fraction. T is the adiabatic temperature in kelvin obtained with the

help of iterative solver.

3.6 Significance of φ- T Map

The idea to develop an additional 3 step model was proposed to better understand the

formation of NOx in diesel combustion by considering its time temperature history in 3 dif-

ferent steps as mentioned below.

1. Initially, the injected fuel mixes with limited amount of air in cylinder obtaining rich

mixture.

2. Next, it releases certain amount of heat, and it forms stoichiometric mixture that leads

to complete combustion. During this time, NOx would be significantly generated during the

combustion process at locations of highest temperature.

3. The products of this process mix with remaining air in the cylinder and then temperature

goes down.

With respect to recent there is such work that adopts highly oxygenated fuel for diesel

engines, Miyamoto et al. [  81 ] how displayed that regardless of the type of oxygenation there

is decrease in emissions that depends heavily on the oxygen content in the fuel. Figure

 3.4 represents φand T environments for a quasi-steady diesel jet flame having a two-stage

environment of fuel oxidation [ 82 ] on the φ- T map relating to soot and NO formation

constraints in oxygenated fuel reactions. As shown in Fig. 3.4 , inside diesel fuel jet flame the

soot formation should be suppressed while controlling the temperature around this diffused

burning process around the jet . This would ensure the reduction in nitrous oxide emissions

in premixed fuel rich ignition process [ 83 ].

Regarding recent attempts to use highly oxygenated fuels for diesel engines, Miyamoto et

al. [ 68 ] have demonstrated that the reduction in emissions depends strongly on the oxygen
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content in the fuel, regardless of the kinds of oxygenates. Figure  3.4 represents φand T

conditions for a quasi-steady diesel jet flame having a two-stage nature of fuel oxidation

(i.e., premixed fuel-rich ignition and diffusion flame) [ 69 ] on the φ- T map relating to soot

and NO formation limits in oxygenated fuel reactions. As shown in Fig.  3.4 , φand T in the

premixed fuel-rich ignition process inside a diesel jet flame sheath need to be controlled for

the suppression of soot formation, while the control of T in the diffusive burning process

around the jet periphery is required for the reduction in NOx emissions [ 70 ].

Figure 3.4. φ- T map for quasi-steady diesel jet relating to soot and NO
formation limits in oxygenated fuel reactions

Siebers and Higgins [ 20 ] predicted the amount of φas a result of air fuel mixture that

forms upstream of liftoff length. This is especially in premixed fuel rich ignition region

and considers the axial change of cross-sectional average equivalence ratio inside the spray.

The determination of equivalence ratio due to the air entrained before liftoff length can be

estimated by equation  3.36 below.

φ = 2(A/F )st√
1 + 16 (x/x+)2 − 1

(3.36)
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where x is the lift off length of the jet fuel spray and x+ is the characteristic length scale for

the spray influenced by air - fuel densities as well as spray angle and is defined by

x+ =
√
ρf

ρa

√
Cad0

0.66 × tan
(

θ
2

) (3.37)

Here, the term d0 is the orifice diameter, Ca the area contraction coefficient, ρf and ρa

the injected fuel and ambient gas densities respectively, and θis the spray spreading angles.

With respect to zeldovich mechanism, rate of NO formation is given by equation  3.35 .

To find out total NO formed during the entire engine cycle, it is essential to determine NO

formation reaction zone volume [  71 ]. This heavily relies on the quantity of mass burnt and

number of moles of products included information reaction. The volume of reaction zone,

Vb,i is given by equation  3.38 as,

Vb,i = mb,i × R

Total number of moles × Total molecular wieghts
× Tcomb

Pi
(3.38)

where, mb,i is mass of burnt composition at stoichiometry depending on local equivalence

fuel-air ratio, and is given by equation  3.39 as,

mb,i = (MFBi −MFBi−1)mf +ma (MFBi −MFBi−1)φlocal (3.39)

Considering three different local equivalence ratios in each rich, stoichiometric, and lean

zone, the reaction zone volume was predicted based on equation  3.38 as shown in figure  3.5 

below. Similarly, the temperature plot in all 3 zones can be well predicted iteratively using

the same equation and is shown in figure  3.6 .

It can be concluded from both figures that the combustion in rich zone starts early as

compared to stoichiometric and lean mixture.

The cumulative effect of reaction zone volume is taken into consideration depending on

the combustion temperature and respective values of Vb,i were used to determine total NOx

formed based on equation  3.40 below.
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Figure 3.5. Volume of burned mass in cylinder vs crank angle

Thus, total amount NOx generated during one entire combustion cycle is given by,

NOxcycle,i = Vb,i

∫ EOC

SOC

d[NO]
dt

d(CAD) (3.40)

3.7 Closure on the Chapter

The NOx prediction model based on Extended Zeldovich approach has been presented.

The detailed working and integration between mass air exchange model, heat release rate

model, heat losses, chemical equilibrium model, EGR and VGT model has been presented.

Here, the intermediate results like temperature, HRR and mass burnt fraction we get are in

line with the previous literature. A simple crank angle-based prediction for NOx is obtained
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Figure 3.6. Time temperature history considering the 3-step process

and discussed in detail in further chapters. Next chapter presents the detailed development

of soot prediction model in which the entire model is discussed along with its subsystems

and their integration.
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4. SOOT MODELING

Before mathematically describing the mechanism of the formation of soot, it is necessary to

understand the concepts involved in this mechanism. There is a strong link between certain

physical characteristics of the fuel spray of diesel direct injection and emission of particulate

matter or soot. This bond determines the need to first model the physical characteristics of

the fuel spray, and then to model properly the particulate emission material of direct injection

diesel engines. The model is created using Simulink and simulations data is recorded on crank

angle degrees (CAD) scale.

Figure  4.1 shows the flowchart for soot model approach in which various parameters

like in-cylinder pressure and temperature have been acquired from the GT-Power model

developed. However, some of the parameters are required to be analyzed in detail and hence

the net mass of soot cannot be determined at this stage.

4.1 Injection Coefficient

To consider the effect of mass and momentum fluxes of fuel jet leaving from the nozzle

orifice, 3 distinct coefficients are used [  84 ]: the first one is the discharge coefficient (CD),

second being the velocity coefficient (CV ), and the third is area contraction coefficient (CA).

Initially the discharge coefficient accounts for the mass flow rate through an injector orifice,

whereas the area reduction or velocity coefficient allows the momentum flux to be taken

into account. The area contraction coefficient accommodates for flow area loss as result of

vapor bubbles as a result of cavitation. All these three coefficients are correlated by the Eq.

 4.1 . At elevated injection pressures, CV =1, will only in a few percent overestimated of the

momentum flux [ 85 ].

CD = CA · CV (4.1)
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Figure 4.1. Algorithm flowchart for soot model

4.2 Spray Angle

When a fuel liquid jet leaves from the injector nozzle inside the cylinder it diversifies

in shower drops those mixes with vapor afterwards. This angle of diversion or expansion

depends on multiple factors like dimensions of injector orifice and air fuel densities as shown

in figure  4.2 . If this angle is more it would result in more amount of gas coming back into

the liquid jet as it goes away from the nozzle. the mathematical approach derived by Reitz

Bracco [  86 ] to find out spray angle also employs the use of aspect ratio of the nozzle. This

ratio is length to diameter ratio of the injector orifice. This model also considers did they

Reynolds and Weber numbers and the ratio of air fuel densities throughout the combustion

cycle. Orifice area is given by equation  4.2 as
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A = 3.0 + 0.28
(
ln
d

)
(4.2)

Substituting, we get simplified expression for spray angle as shown in equation  4.3 . Sev-

eral latest fuel injectors operate add sufficient pressures to result in automization nearest to

the nozzle tip.

tan
(
θ

2

)
= 1
A

· 4π ·
√
ρa

ρf

·
√

3
6 (4.3)

4.3 Liquid Length

The liquid length it’s a distance travelled by the fuel jet before dispersing with the air.

Siebers [  78 ] established a scaling law to determine this liquid length. It is based on ideal

diesel fuel spray model [ 86 ] shown in Fig.  4.2 .

The assumptions made by Siebers [  85 ], are also applicable to this approach. These

assumptions include perfect air fuel mixing inside jet spray, uniform fuel concentration,

uniform velocity, uniform temperature and finally no velocity slip occurs between fuel and

reentered gas.

As the liquid jet enters through the nozzle it starts to mix with neighboring gases at

a uniform speed and increases the spray angle. therefore we can say that the amount of

gas entering back into the jet is directly proportional to the axial distance from the injector

nozzle. Siebers Higgins [  9 ] established a length scale (x+) denoted in equation  4.4 . It nor-

malizes axial injection lengths that allow dimensionless parameters to explain the properties

of the injecting spray. Here (ρa/ρf ) is the ratio of fuel and gas densities, the letter a is an

empirical constant (0.66), and θ is the spray angle.

x+ =
√
ρa

ρf

· df

artan
(

θ
2

) (4.4)

When fuel jet enters through nozzle orifice, The flow of fuel is a restricted by the change

in cross section and this reduction of useful area is expressed by effective diameter of orifice.
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Figure 4.2. Spray Vaporization Model

Equation  4.5 shows the effective area, where CA is the coefficient of area contraction and d

is the physical diameter of the orifice.

df =
√
CA · d (4.5)

The equation 4.6 shows the liquid length (L+) relation based on Siebers [ 5 ]. In equation

 4.6 , b is an experimental constant (0.41), and B is obtained by obtaining thermodynamic

balance.

L+ = b ·
√( 2

B
+ 1

)2
− 1 (4.6)

B represents a balance of two different thermodynamic reactions, and it involves and

help differences off air and fuel in initial and final phases [  85 ]. The equation  4.7 shows these

relations.

B = εa (T2, Pa2) · Pf2 ·Mf

εf (T2, Pf2) · Pa2 ·Ma

= ha1 − ha2

hf2 − hf1
(4.7)
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Constraining the end state of the liquid fuel to saturated vapor state and considering the

final mixture of air and fuel to be in thermodynamic equilibrium, it allows us to use the final

temperature of the composition inside cylinder. When initial guess is considered, we can

determine the vapor pressure of the fuel and other properties in the in the thermodynamic

cycle. The partial pressure of the air can be predicted by deducting the partial pressure of

the fuel from the total cylinder pressure, at the guessed temperature. At this phase, we can

calculate rest of the properties inside the combustion chamber at any instant. If the two

sides of equation  4.7 are not equal a new initial guess is entered and the alterative algorithm

again looks for converging solution.

4.4 Lift-Off Length

It is the axial distance from the injected nozzle to the point along spray jet where diffusive

flame covers the fuel spray. After this point the air cannot be reentered into the spray.

Even though liftoff length depends majorly on liquid length, It also is there is a lot of

thermodynamic properties of the fuel. below equation  4.8 shows this relation based on

Siebers with Bayer Foster [ 8 ], [ 78 ].

LO = (0.25)L+ C

 U0 · Zst ·DT

S2
L(st) · tan

(
θ
2

)
 (4.8)

The value of the stoichiometric fuel mixture fraction (Zst) is defined by Peters [  87 ] in the

equation  4.9 , where R1 is the fraction of mass of oxygen to fuel at stoichiometric mixture, R2

is the fraction of mass of fuel-on-fuel flow (typically 1 for pure fuels), and R3 is the fraction

of mass of oxygen in the oxidizer flow (0.232 for air). This ratio is constant for a given type

of fuel.

Zst =
(

1 + R1R2

R3

)−1
(4.9)

Thermal diffusivity (DT ) is established also by Peters [  87 ] in equation  4.10 , as an result

of how rapidly the heat of reaction is transferred downstream, to heat the incoming reactants

to a temperature suitable for occurrence of the reaction.
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DT = λ

ρ · Cp

(4.10)

The in-cylinder temperature and pressure conditions are used to calculate laminar flame

speed at stoichiometric air fuel mixture in m/s. This empirical relation was developed by

Bradley et al. [  88 ] and shown in equation ?? below. To determine this relation, a 10%

n-heptane and 90% iso-octane mixture was considered for study but was found to be useful

for similar HC fuels.

SL(st) = 0.48
(
Tu

358

)1.01
· P−0.282 (4.11)

4.5 Equivalence Ratio

One of the important parameters of primary reaction is the equivalence ratio (φ) and it

can be derived from liftoff length. With the detailed study of an ideal fuel jet spray model, it

can be concluded that the axial distance from injector nozzle tip has a significant impact on

the mass of air reentering into the fuel jet spray. Siebers Higgins [  20 ] established equation

 4.12 to explain this process of equivalence ratio that heavily depends on lift off length and

characteristic length scale. Under the assumption that air cannot be reentered once the fuel

spray is encompassed with the diffusion flame, the critical parameter here remains to be lift

off length And is a deciding factor for maximum amount of air reentering into the jet spray.

φ = 100
10
3

(√
1 + 16

(
LO
x+

)2
− 1

) (4.12)

4.6 Soot Model

The ultimate determination of soot mass generated is dependent on different revisions of

equations established by Hiroyasu Kadota [ 89 ] that primarily consider the difference between

the rate soot formation and oxidation. The equation  4.13 displays the net soot generation

rate formula used in [ 90 ][106].
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ṁs = ṁsf − ṁso (4.13)

The final amount of net soot model is connected to predict the real time soot generated

at instantaneous crank angle throughout the engine cycle. With respect to research efforts

of Kazakov Foster [  91 ], in the final stages of combustion, the temperature starts decreasing

due to less availability of oxygen and goes below 1000K. After this instant, soot formation

stops and the model is reset for the next combustion cycle.

At higher temperature and quick reaction time conditions, generally observed in a com-

bustion cylinder, the entire phenomenon of soot generation may be expressed by an Arrhenius

type equation. Equation  4.14 is with reference to Patterson et al. [ 90 ], and expresses the

rate of soot formation in which different variables are considered such as empirical constants,

in-cylinder pressure and temperature, equivalence ratio, mass of fuel, activation energy of

soot formation (12500 cal/mol), universal gas constant and temperature of soot formation.

dmsf

dt
= CBS · φ ·mf · P 0.5 · exp

(−ESf

RT

)
(4.14)

Equation  4.15 is an Arrhenius type rate equation for the determination of rate of soot

oxidation, depending on the work done by Patterson et al. [ 90 ]. Here dmso/dt is the rate of

soot oxidation, CSO is the empirical constant of soot oxidation, ms is the mass of soot, YO2 is

the fraction of moles of oxygen present in the combustion chamber, P is the instantaneous in-

cylinder cylinder pressure, Eso is the activation energy of the soot oxidation reaction (14000

cal/mol), R is the universal gas constant, and T is the temperature in the soot oxidation

zone.

dmsf

dt
= CBS · φ ·mf · P 0.5 · exp

(−ESf

RT

)
(4.15)

Referring to a particular engine and type of fuel, the base soot oxidation constant is

designated to be specific. The process of soot oxidation occurs in and around the fuel jet

diffusive flame. This flame is considered to be a region where a turbulent ignition flame is

started due to mixing of fresh air with partially formed products of early phase rich zone
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reactions. This turbulent flame is usually denoted to occur in the vicinity of stoichiometric

air fuel conditions [  5 ]. Therefore, fraction of oxygen moles in oxidation zone is considered

to be equivalent of that of reactants region in which stoichiometric mixture of air and fuel

happens to take place. The temperature in oxidation region is identified in similar fashion to

that of utilized for formation model. However, the simplified form of these chemical reactions

is known to occur at stoichiometric conditions to better understand ideal combustion condi-

tions that describes the occurrence and propagation of diffusion flame [  92 ]. The statistical

parameters used for this model are mentioned in table  4.1 below.

Table 4.1. Parameters Used for Modeling

Parameter Value
CA 0.86
CV 1.0
a 0.66
b 0.41
Esf 12500 cal/mol
R 1.9872 cal/gmolK
Eso 14000 cal/mol

One of the critical variables in determination of spray angle is air density. To determine

air density, cylinder dimensions and initial boundary conditions for ambient air were consid-

ered. The fuel jet was injected through orifice at -5 CAD BTDC for a crank angle duration

of 7 CAD which is well predicted as shown in figure 4.3. Ideally, this profile is expected to

be a pulse. However, as the fuel is injected into the cylinder, it mixes with pressurized air

coming in through intake valve and there are slight deviations as shown in figure  4.3 .

Figure  4.4 displays the rates of soot formation and oxidation both. As the fuel is injected

from -5 CAD BTDC to 2 CAD ATDC, soot formation starts at the same instance and

continues to form until 4 CAD ATDC. This is followed by oxidation phase that occurs from

4 to 11 CAD ATDC after which oxidation stops because of lack of oxygen in the combustion

cylinder. It is important to note that rate of formation is much higher than that of oxidation.

And hence, it becomes proven that net soot generated is always less than that of formation

phase [ 93 ].
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Figure 4.3. Injection Velocity Profile

4.7 Closure on the Chapter

The process of soot formation and oxidation has been discussed in detail using Hiroyasu

and Kadota approach. The predicted results for injection velocity and rates of soot formation

and oxidation are well validated with the literature. This chapter describes the basis for

further state space modeling and controller design discussed in upcoming chapters.
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Figure 4.4. Rate of Soot Formation Oxidation
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5. STATE SPACE MODELING AND CONTROLLER DESIGN

In order to design a controller for any plant, it is important to derive a mathematical model

that expresses the system dynamics based on its states. These states of the system are based

on critical components of the system that contribute heavily to the NOx generation. If the

system has more degrees of freedom, it can be simplified and reduced to a lower degree

provided that there is no significant loss of information and all the relevant data required for

the control is recorded. This also reduces computation time and system complexity. Then

a system needs to be checked for its controllability in order to ensure all the states of the

system are controllable. If this is true, a suitable controller can be designed to fulfil the

required performance criteria.

5.1 Derivation of NOx State Space Model

The diesel engine system under consideration contains various subsystems like cylinder,

EGR cooler, turbocharger, intake and exhaust manifolds as shown in Chapter 3.

5.1.1 Details of Subsystems in NOx Model

Intake Manifold Parameters

Generally, it is understood that the temperature in intake manifold is remains unchanged

with reference to the ideal gas law and conservation of mass and energy. Other parameters

like air mass fraction, rate of pressure and mass can be described [ 94 ] by equations  5.1 as

Wim = Wc +Wegr −Wcyl

ṗim = γR
Vim

[WcTic +WegrTegr −WcylTim]
(5.1)

Exhaust Manifold Parameters

The exhaust manifold is mathematically derived in similar fashion as of intake manifold

and given by equation  5.2 as
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Wem = Wec −Wegr −Wt

ṗem = γR
Vem

[WcylTcyl −WegrTem −WtTem]
(5.2)

Turbocharger

It can be concluded for turbocharger [ 94 ] as first order inertia system with a time constant

as given in equation  5.3 as

ṗc = 1
τtc

[ηmpt − pc] (5.3)

As shown in equation  5.4 below, with reference to the first law of thermodynamics, the

output power of turbine can be estimated [ 95 ], [ 96 ] as

pt = ηtWtCpemTem

(
1 − π

1−γ
γ

t

)
(5.4)

In the same way, the mas flow of the compressor outlet can be described as given in

equation  5.5 as

Wc = pcηc

CpimTc

(
πc

γ−1
γ − 1

) (5.5)

The mass flow of the turbine can be calculated [  97 ] with reference to the equation of

continuity of steady flow as

Wt = Aeffpem√
RgTem

ψt (pa, Tem) (5.6)

where

ψt (pa, Tem) =


1√
2 , 0 ≤ pa

pem
≤ 0.5√

2pa

pem

(
1 − pa

pem

)
, 0.5 ≤ pa

pem
≤ 1

(5.7)

Aeff is effective flow area of the turbine nozzle.
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The compressor output temperature can be defined [ 98 ] as

Tc = Ta

[
1 + 1

ηc

(
π

γ−1
γ

c − 1
)]

(5.8)

EGR Valve

A nozzle orifice equation can be used to approximate EGR flow as

Wegr = Aegrpem√
RgTiegr

ψe (pim, pem) (5.9)

where

ψe (pim, pem) =


1√
2 , 0 ≤ pim

pem
≤ 0.5√

2pim
pem

(
1 − pim

pem

)
, 0.5 ≤ pim

pem
≤ 1

(5.10)

Aegr = CdAref is effective flow area of the EGR valve.

EGR Cooler

The engine system consists of two coolers– the intercooler and EGR cooler. Usually, the

pressure drop across these coolers is neglected and temperature difference after the cooler

can be expressed [ 99 ] as

Tic = Tc (1 − ηc,c) + ηc,cTcool

Tegrc = Tegrc (1 − ηc,e) + ηc,eTcool

(5.11)

Cylinder

As we are considering a diesel engine in this case, the physical model is comparatively

minimal, and cylinder can be assumed as a material exchange medium in between intake

and the exhaust manifolds. Assuming that the engine speed is a known quantity, the mass

flow into the cylinder can be expressed [ 100 ] by velocity equation as

Wcyl = neVdpim

120RgTim
ηvol (5.12)
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In spite of the gases remaining in the cylinder after the combustion process that are

retained, the estimated rate of mass flowing through exhaust manifold can be calculated as

Wem = Wcyl +Wf (5.13)

If the fuel injected in cylinder is completely burned, the fraction of air mass of that

remains unburned in exhaust gas can be expressed as

XO,em = XO,imWcyl − AFRstWf

Wem

(5.14)

The exhaust temperature is a result of various factors including engine speed, excess air

and O2 fraction in the intake manifold. It can be expressed as

Te = T1 + ∆Te

∆Te = f (N,φa, Xim)
(5.15)

Where φa is the excess air coefficient.

With regards to the above governing equations for the subsystems involved, the entire

system can be expressed by below differential equations as

Wim = Wc +Wegr −Wcyl

ṗim = γR
Vim

[WcTic +WegrTegr −WcylTim]

Ẋo,im = Wegrc(Xo,em−Xo,im)+Wc(1−Xo,im)
mim

ṗem = γR
Vem

[WcylTcyl −WegrTem −WtTem]

Ẋo,em = Wcyl

(
Xo,cyl−Xem

)
mem

ṗc = 1
τtc

[ηmpt − pc]

(5.16)

These seven states corresponding to above differential equations express mass, pressure

and oxygen concentrations in intake, exhaust manifolds and transient characteristics of the

turbocharger.
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5.1.2 Model Simplification

The dynamic model described in previous section is critical for NOx prediction as it

estimated the O2 fractions in both manifolds which is an essential parameter in extended

Zeldovich mechanism used for NOx estimation in this study. As this model is complex

and has comparatively higher dimensions, there will be more constraints while designing a

controller for this system. Therefore, in order to simplify this model, it is more appropriate

to consider oxygen mass fraction in intake manifold as a control variable for proposed closed

loop feedback system [  101 ]. This O2 mass fraction in can be expressed with reference to

mass conservation law as

ẊO,im = Wegrc

(
XO,em−XO,im

)
+Wc

(
XO,a−XO,im

)
mim

ẊO,em = Wcyl

(
XO,cyl−Xem

)
mem

(5.17)

where XO,a is O2 mass fraction in atmospheric air in intake manifold.

Here, in transient conditions, the temperature of intake and exhaust manifolds does not

change. So the flows in them i.e. Wim and Wem are expressed by using ideal gas equation

[ 102 ] and those states can be neglected from the system.

Thus, considering other parameters as the state variables, the state vector can be written

as x = [pim, pom, XOim, XOem, pc] and the input variable as u = XO,egr the state space model

of the proposed system can be given as

ṗim = −C1pim + C2CdXO,egrψepem + C3

Π
γ−1

γ
c −1

pc

ṗem = C4pim − [C5CdXO,egrψe + C6ψt] pem + C7Wf

ẊO,im = C2CdXO,egrψe
pem

pim
(XO,em −XO,im) + C3

γ−1
γ

− pc

pim
(XO,a −XO,im)

ẊO,em = C4
pim
pem

(XO,im −XO,em) − C7Wf
1

pem
(XO,em + AFRst)

ṗc = C8ψt

(
1 − Π

1−γ
γ

t

)
pem − C9pc

(5.18)
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where the values Ci(i = 1, ., 9) can be considered as constants in certain operating conditions

specified and the values of these constants is given by following equations derived within.

C1 = neVdηvol
120Vim

C2 = RgTim Aref

Vim
√

RgTegrc

C3 = RgTim ηc

Vim TaCp, im

C4 = neVdTem ηvol
120Vem Tim

C5 = RgTem Aref

Vem
√

RgTegrc

C6 = Aeff

√
RgTem

Vem

C7 = RgTem

Vem

C8 = ηmηtCp,emTemAeff

τtc

√
RgTem

C9 = 1
τtc

(5.19)

The control parameter considered here is oxygen mass fraction in EGR that means output

equation can be given as

y = XO,im (5.20)

5.1.3 Model Linearization

The state space equations consist of above equation  5.18 that are highly non-linear and

explain the dynamic behavior of the system. A linearized model can be derived by using

Taylor’s approximation [  93 ] in the region of operating point (x0, u0). In this case, linearized

state space system can be expressed by the vector matrix as

∆ẋ = A∆x+B∆u

∆y = C∆x+D∆u
(5.21)

where ∆x = x− x0,∆u = u− u0 and ∆y = y − y0

A, B, C and D are coefficient matrices of the state space model and can be given as
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A =
(

∂f
∂xT

)
x0,u0

=



∂f1
∂pim

∂f1
∂pem

0 0 ∂f1
∂pc

∂f2
∂pim

∂f2
∂pem

0 0 0
∂f3

∂pim

∂f3
∂pem

∂f3
∂Xo,im

∂f3
∂XO,em

∂f3
∂pc

∂f4
∂pim

∂f4
∂pem

∂f4
∂Xo,im

∂f4
∂Xo,em

0

0 ∂f5
∂pem

0 0 ∂f5
∂pc


x0,u0

B =
(

∂f
∂u

)
x0,u0

=



∂f1
∂XO,egr

∂f2
∂XO,egr

∂f3
∂XO,egr

0

0


x0,u0

C =
(

∂g
∂xT

)
x0,u0

=
[

0 0 1 0 0
]

x0,u0

D =
(

∂g
∂u

)
x0,u0

= 0

(5.22)

As the system is SISO, Δu and Δy have to be scalar. A is 5×5 dimensional matrix, B is

5×1 dimensional matrix, C is 1×5 dimensional matrix and D is a scalar.

5.1.4 Controllability

The objective of this work is to design and implement the controller for NOx reduction.

Therefore, it is essential to check if the system is controllable. Characteristic evaluation of

the state space model is significant for designing appropriate state feedback controller, and

it is the foundation for optimal control. The operating test conditions selected for this study

are 1500rpm and 50% EGR valve opening. These values are used to develop the analytical

model of the coefficients Ci(i = 1, ., 9). The relevant data calculated from the developed

model is used as an input to this state space model here so that coefficient matrices A and

B at the operating point can be obtained as
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A =



−129.45 7.25 0 0 1524.85

93.87 −213.56 0 0 0

−3.98 × 10−5 −8.29 × 10−4 −16.85 1.45 0.014

0.0048 1.78 × 10−4 51.02 −51.96 0

0 2.35 0 0 −34.18



B =



1.06 × 106

−4.82 × 106

−95.36

0

0



(5.23)

The output equation here is a function of oxygen mass fraction in intake manifold. The

O2 mass fraction is a state variable of the system. The output of the system can also be

controlled by controlling this state. With respect to the controllability criterion, the system

is fully controllable if the controllability matrix CM = [ B AB ... An−1B ] is a full rank

matrix [ 95 ]. Therefore,

CM =
[
B AB A2B A3B A4B

]

= 106



1.06 −172.215 13214.1 1.05 × 106 −810.139 × 106

−4.82 1128.9 −257245.5 56.17 × 106 −11.897 × 109

−95.36 × 10−6 5.56 × 10−3 −1.1822 274.7617 −61199.9

0 −0.6352 × 10−3 −0.30899 −26.62 30485.6

0 −11.327 3040 −708433.4 156.232 × 106


(5.24)

And rank of CM is 5 i.e., it is a full rank matrix. Hence, the system is fully controllable.
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In similar fashion, to design an observer we need to check if the system is observable. The

necessary and sufficient condition for LTI system that can be observed is that observability

matrix OM = [ C CA ... CAn−1 ]T needs to be a full rank matrix [ 95 ]. Therefore,

OM =



C

CA

CA2

CA3

CA4


=



0 0 1 0 0

−39.8 × 10−6 −829 × 10−6 −16.85 1.45 0.014

−65.03 × 10−3 0.22387 357.901 −99.7745 −0.7751

28.9442 −50.419 −11121.1 5703.2 −67.6625

−8453.3 10828.6 478370.4 −312466 46292.6


(5.25)

Rank of OM is 5 i.e., it is a full rank matrix. Hence, the system is fully observable.

5.1.5 State Feedback Controller Design

Below equation  5.26 expresses the state space model of the system in linearized form.

The control parameter ∆u is substituted by state variable ∆x as

∆u = ∆v −K∆x (5.26)

where ∆v is the reference input to the system, K is feedback gain matrix. Hence, the closed

loop equation of the system can be written as

∆ẋ = (A−BK)∆x+B∆v

∆y = C∆x
(5.27)

Here, feedback gain matrix K controls the transient characteristics of the closed loop sys-

tem with state feedback controller. Here, a quadratic optimal design method with reference

to optimal control can be utilized to optimize feedback gain matrix. Let the error vector be

e(t) = ∆v(t) − ∆y(t) (5.28)

The general form of quadratic performance index [ 96 ] is given as
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J = 1
2e (tf )F e (tf ) + 1

2

∫ tf

t0
[e(t)Qe(t) + ∆u(t)R∆u(t)]dt (5.29)

where F, Q and R are weighing matrices. The real output vector can correspond to the

variation in the system considering the target input ∆v(t) = 0. When terminal time tf = ∞,

terminal state of the system must reach equilibrium. In this case, the system performance

index is often described as

J = 1
2

∫ tf

t0
[∆y(t)Q∆y(t) + ∆u(t)R∆u(t)]dt (5.30)

The optimal control law can be expressed as

∆u∗(t) = −R−1BTP∆x(t) (5.31)

where P should be positive definite matrix, and it should satisfy the Riccati equation

ATPA+ PA+ CTQC − PBR−1BTP = 0 (5.32)

Let K = R−1BTP . Assuming that P can be derived, K also can be calculated. This

feedback gain matrix K can be approximated for different values of weighted coefficients Q

and R in the vicinity of the operating points and at the same time system response at initial

state ∆x(t0) = [ 0 0 10 0 0 ]T is also analyzed. As the system is SISO system, Q and

R are also scalar. Here Q = CT ∗ C and R can be chosen independently. Therefore, several

cases for different values of R were considered. Case 1: Q=1 and R=3

K =
[

4.75 × 10−7 1.065 × 10−6 −0.402 −5.5 × 10−3 −7.69 × 10−5
]

and the perfor-

mance index J=1.36

Case 2: Q=1 and R=20

K =
[

1.12 × 10−7 2.43 × 10−7 −0.11 −1.9 × 10−3 −3.45 × 10−5
]

and the performance

index J=2.23

Case 3: Q=1 and R=30
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K =
[

7.75 × 10−8 1.68 × 10−7 −0.071 −1.34 × 10−3 −2.65 × 10−5
]

and the perfor-

mance index J=2.78

The output response of the system for various values of R is shown in figure  5.1 below.

For different values of R and Q being unchanged, as we increase the value of R, feedback

matrix becomes lesser than before. Also, the response gets slower. From the below figure for

R = 3, response is quick, but it has an undershoot. And therefore, appropriate value of R

can be selected as 30 as it has fastest response with no undershoot and performance index

J is also highest.

Figure 5.1. System response for various values of R

After implementation of this feedback matrix K, the step response of open loop and

closed loop system were compared which is shown in figure  5.2 below. It can be clearly seen

that there is a constant offset and to compensate this offset, we need an integral term. For
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a unit step input, the system remains stable after 0.4 seconds for open loop system and 0.2

seconds for closed loop system and the change in output does not keep up with the input.

Figure 5.2. Controlled response after implementation of state feedback controller

To eliminate this static error, we need to introduce an integral term in between plant

and error compensator. This can be discussed as follows

∆u = −K∆x+Kiε

ε̇ = ∆v − y = ∆v − C∆x
(5.33)

where ε is the integrator output, Ki is integral gain and both are scalars.

Considering ε as a one of the states, the transient response of the system can be given

[ 103 ] as
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 ∆ẋ

ε̇

 =

 A−BK BKi

−C 0


 ∆x

ε

+

 0

1

∆v (5.34)

Figure 5.3. Controlled response after adding an integral term

Above figure  5.3 shows transient response for unit step input for the controlled system

for various values of Ki. From the figure it can be inferred that as Ki decreases, output

response time also decreases. When Ki goes below -1.5, overshoot appears and there is no

further major change in the response time. Therefore Ki=-1.5 can be selected.
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5.2 Soot State Space Model and Controller Design

As discussed in chapter 4 earlier, the soot prediction model comprises of two stages

namely soot formation and oxidation. Here, we can consider mass of soot formation and

oxidation as two states and derive a state space model accordingly.

The formation stage is expressed [ 90 ] as first state by rate of soot formation as

ẋ1 = ṁsf = dmsf

dt
= CBS · φ ·mf · P 0.5 · exp

(−Esf

RT

)
(5.35)

And oxidation stage is expressed [ 90 ] as second state by rate of oxidation as

ẋ2 = ṁSO = dmSO

dt
= CSO ·mS · YO2 · P 1.8 · exp

(−ESO

RT

)
(5.36)

Let

A1 = CBS ·mf · P 0.5 · exp
(−ESf

RT

)
and A2 = CSO · YO2 · P 1.8 · exp

(−ESO

RT

)
(5.37)

In this case, above expressions can be written as

ẋ1 = A1uẋ2 = A2ms = A2 (x1 − x2) = A2x1 − A2x2 (5.38)

The input to system can be considered as equivalence ratio which depends on oxygen

fraction in intake manifold and output of the system is net soot output. Therefore,

u = φ and y = ms = msf −mso = x1 − x2 (5.39)

So the overall state space model for soot system can be written as

ẋ =

 ẋ1

ẋ2

 =

 0 0

A2 −A2


 x1

x2

+

 A1

0

u
y =

[
1 −1

]  x1

x2


(5.40)
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From the reference values considering test point conditions, A1=162.7 and A2=26.2

A =

 0 0

26.2 −26.2

 and B =

 162.7

0

 (5.41)

With respect to the controllability criterion, the system is fully controllable if the con-

trollability matrix CM = [ B AB ... An−1B ] is a full rank matrix.

Here,

CM =
[
B AB

]
=

 162.7 0

0 4260.8

 (5.42)

has rank of 2 and is a full rank matrix. Therefore, system is fully controllable.

The open loop response of above system to unit step input is shown in below figure  5.5 .

Here, there is a constant offset which is compensated by using a simple PI controller with

Kp = 1 and Ki = 26. PID tuner app was used in MATLAB for this purpose as shown in

below figure  5.4 .

After implementation of PI controller, the closed loop response shows substantial en-

hancement in settling time as well as steady state output of the system.

5.3 Closure on the Chapter

This chapter describes state space modeling for both NOx and soot models. NOx model

being highly intricate, and several differential equations govern the dynamics of the system, it

is essential to validate their states before going for final estimation. This has been presented

in next chapter with test case setup information. Soot state space model is comparatively

simple, and the states are controllable. However, soot state space model is not observable

and thus observer cannot be designed for the same. Next chapter describes the test setup

and validation of the models for both steady state and transient test conditions.
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Figure 5.4. Determination of PI gains in PID tuner app
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Figure 5.5. Closed loop-controlled response of system after PI controller implementation
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6. TEST SETUP AND VALIDATION

The validation of proposed model is carried out with the data obtained from virtual model

developed in GT-Suite. The test cases required to run both developed and GT-Suite model

are discussed in this chapter to record the dynamic behavior of systems that closely aligns

with the actual engine setup. The air fuel mixing model in Simulink is the integrated with

emission models developed in Matlab to estimate engine out emissions (NOx and soot) to

fulfil the objectives of this work. The detailed process of developing, preparing and validating

proposed concept is discussed in subsequent sections.

6.1 Engine Consideration

The proposed approach highlights the application on all segments on diesel engines in

both on and offroad applications. The engine under consideration is Cummins 6.7L turbo

diesel engine equipped with EGR and turbocharger as a benchmark. One of the same models

is already there at IUPUI as shown in figure  6.1 below, and all the physical measurements

have been obtained from the same. Though the engine has been procured, the test cell is

not operational and experimental validation could not be done. Considering it as a baseline,

a GT-Power model was created which is displayed in Fig.  6.2 . The technical data for this

engine is mentioned in Table  6.1 [ 104 ].

Table 6.1. Specifications of Cummins 6.7L diesel engine

Parameter Value
Engine Design Inline 6 Cylinder DI Diesel
Bore 4.21” (106.9 mm)
Stroke 4.88” (124 mm)
Displacement 6.7 Liters
Compression ratio 17.3:1
Firing order 350-385 at 2800-3013 rpm
Torque 610-930 lb/ft at 1500-1700 rpm
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Figure 6.1. Closed loop-controlled response of system after PI controller implementation

The results obtained from these developed models are needed to be validated with that

of experimental setup in the test cell. A high-fidelity software GT-Suite is used to validate

the results obtained from predictive models.

6.2 GT-Suite Model as a Reference

GT-Suite is an industry approved specification software tool used for simulation activities

by majority of engine manufacturers and vehicle OEMs. It is used to predict the various

performance variables of engine like volumetric efficiency, fuel consumption, turbocharger

performance, power output, torque, airflow and many more subsystems variables on both

time and crank angle degrees scale. Standalone and integrated GT-Suite models can be
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utilized in a full system level simulation run that can be arranged to run to deliver accurate

and co-simulation can also be carried out with other software tools as well as hardware

platforms [ 105 ].

It also includes various solutions for modeling combustion and emissions. These solutions

perform an important role for engine simulations to correctly forecast performance, fuel

utilization and engine-out emissions. The developed models facilitate effective analysis at

full and part load, as well as real-time efficient transient process for traditional and advanced

combustion ideas.

GT-Suite presents an Advanced Combustion Toolset, a set of productivity tools that

allows both enhanced model fidelity and quicker runtimes. It contains a state-of-the-art

chemical kinetics solver that presents considerably better computational times, allowing use

of more comprehensive mechanisms. The toolset also comprises of a pre-processing tool that

calculates ignition delay time for mixtures of air, fuel, and residual gases using complete

kinetics. This tool allows the user to generate custom correlations for ignition delay (CI) or

knock (SI) that reflect the impact of pressure, temperature, equivalence ratio, residual gas

fraction, fuel composition, etc. [  106 ]. The developed GT-Suite model is shown in figure  6.2 

below.

Tables  6.2 and  6.3 below denote the operational and dimensional parameters that were

assumed to be default from GT-Power help pages and templates.

6.3 Stationary and Dynamic Testing Profiles

Figure  6.3 shows the performance curve of Cummins 6.7L engine indicating torque and

power curve throughout the operating range of the engine. It describes the best possible

working range for the engine under consideration which also infers that it is not advisable

to operate this engine beyond the constraints in the performance curve. With this curve in

consideration, three test cases were considered for steady speed testing in each low, medium

and high load regions i.e. at 800, 1400 and 2300 rpm respectively. The constant VGT

and EGR fraction input of 50% was considered as the initial test case. These inputs were
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Figure 6.2. GT-Suite model for Cummins 6.7L diesel engine

implemented both on GT-Suite and developed prediction model and the output data for

NOx and soot was obtained for validation purposes.

Further, to study the transient behavior of the system, step input change in the speed

and load, was given from idling speed of 800 rpm to 1800 rpm at t = 15 seconds. This

profile is used to capture the dynamic behavior of all subsystems in both GT-Suite and the

proposed model. Fractions of the EGR and VGT actuators opening are considered to be

fixed for avoiding complexity concerned in the actuator dynamics. A fixed sampling time of

10ms is devoted to record the output data from both GT-Suite and prediction model.
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Figure 6.3. Cummins 6.7L Turbo Diesel Engine Torque and Horsepower data

6.4 Validation of NOx States

The states derived in the state space model are needed to be checked against reference

data obtained from GT-Suite to ensure the appropriate dynamic behavior of the system. For

this purpose, a step signal for speed was considered as an input from 800 rpm to 1500 rpm

at t=15seconds. The data obtained from predictive models used in previous sections was

used to calculate the state outputs and this output was compared with GT-Suite reference

data. The data obtained in both the models have noise that needs to be filtered. Low

pass filters have been used to better understand the comparison between reference and

predicted data. However, using these filters for all the datasets has been avoided to retain

the critical transient information during the step change. To compare the output results, as
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an agreement between the predicted states by the proposed model and reference data from

GT-Suite tool, root mean squared error was calculated by using the following equation.

RMSE =
√√√√ n∑

i=1

x̂i − xi

n
(6.1)

Where x̂i is the predicted model state value, xi is the reference data value and n is the

total number of datapoints. The values of RMSE for all states are summarized in the closure

of this chapter.

6.4.1 Pressure in Intake Manifold

The pressure in intake manifold is a function of compressor output pressure and EGR

outlet variables. Other parameters like intake manifold volume and temperature also have

a significant impact on intake manifold pressure. Other details like compressor efficiency,

EGR cooler temperature, nozzle valve area were also considered. As shown in figure  6.4 

below, the state prediction shows a transient change at t=15s as step input is triggered. At

this moment, the pressure momentarily drops below 1 bar and increases as engine speed is

increased. The root mean square error (RMSE) for this comparison is 0.5136. The model

output observes some delay due to the integrators and initial conditions involved in it. Due

to these different initial conditions, the model observes significant tradeoff initially until the

steady state is reached but agreement is more in next input change.

6.4.2 Pressure in Exhaust Manifold

The pressure in exhaust manifold is a result of intake manifold pressure and in-cylinder

activities. The cylinder displacement and volumetric efficiency play critical role in the de-

termination of exhaust manifold pressure. As shown in figure  6.5 , at t = 15 seconds, where

the step input is triggered, there is a sudden increase in exhaust pressure as there is increase

in exhaust mass flow rate and a fixed volume of exhaust manifold. As a fact of comparison,

RMSE for this state is around 0.3532. Initially, a large tradeoff is observed until t=3 seconds

because of the different initial conditions of the prediction model.
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Figure 6.4. Validation of intake manifold pressure

6.4.3 Oxygen Fraction in Intake Manifold

The O2 fraction in intake manifold is a function of oxygen fraction in air and exhaust

manifold because of EGR. As shown in figure  6.6 the reference data having higher more

resolution shows more deviations which can be further smoothed out using a filter. Here, a

significant aspect to be noted is though there is change in input value at t=15 seconds, there

is a delayed change in O2 fraction because of the turbocharger inertia at t=18 seconds. Also,

O2 fraction is also a function of EGR and therefore, observes a slight delay when responding

to transient change in the input. To calculate the agreement in between both of these results,

RMSE lies around 0.0275.

6.4.4 Oxygen Fraction in Exhaust Manifold

The pressure difference in intake and exhaust manifolds and oxygen fraction in intake

manifold are the two main influential factors in determining oxygen fraction in exhaust

manifold. While it is also subject to the combustion chamber parameters, it is a measure of
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Figure 6.5. Validation of exhaust manifold pressure

how efficient the combustion process is. As shown in figure  6.7 , there is a good agreement in

between model prediction and reference data from GT-Suite and RMSE is 0.0137. At t=15

seconds, there is a slight delay before the state responds to the next change in the input due

to the actuator dynamics and delay in the system.

6.4.5 Compressor Outlet Pressure

This state is purely dependent on the exhaust pressure and compressor efficiency as well

as pressure ratio. As shown in figure  6.8 , RMSE for this comparison is 0.4201 and it shows

a fairly good agreement in between both of them.

6.5 NOx Model Results for Steady Speeds

Using the validated states as discussed in earlier section, the NOx prediction model

is tested for steady state speeds of 800, 1400 and 2300 rpm. For the crank angle-based

predictions, NOx output rises sharply as the pressure starts to build up and flame front
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Figure 6.6. Validation of oxygen fraction in intake manifold

ignites. In the second phase of controlled diffusive combustion, NOx production takes place

at different instances depending on the local air fuel ratios. As a reason, there is constant

NOx formation until this phase occurs. In the last phase the NOx formation is quenched as

there is less oxygen remaining and this leads to decrease in NOx amount.

At 800 rpm, there is a difference of around 31.52% in peak values for NOx with the

uncontrolled model output and reference data. After implementation of state feedback con-

troller this peak-to-peak error is reduced to 3.38% and steady state error is considerable

reduced as shown in figure  6.9 . RMSE for uncontrolled system is found to be 7.5509 which

is way beyond acceptable limits. After the implementation of controller, it was found to be

0.4315.

At 1400 rpm, there is a difference of around 33.41% in peak values for NOx with the

uncontrolled model output and reference data. This difference is highest among all test

cases because of the higher torque values at this engine speed. After implementation of state

feedback controller this this peak-to-peak error is reduced to 1.98% and steady state error
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Figure 6.7. Validation of oxygen fraction in exhaust manifold

is considerable reduced as shown in figure  6.10 . RMSE for uncontrolled system is found to

be 6.6048 which is way beyond acceptable limits. After the implementation of controller, it

was found to be 0.4199.

At 2300 rpm, there is a difference of around 32.07% in peak values for NOx with the

uncontrolled model output and reference data. After implementation of state feedback con-

troller this peak-to-peak error is reduced to 1.51% and steady state error is considerable

reduced as shown in figure  6.11 . RMSE for uncontrolled system is found to be 6.9373 which

is way beyond acceptable limits. After the implementation of controller, it was found to be

0.4107.

6.6 NOx Model for Transient Profile

For the transient analysis of the proposed model, a step input was provided at t=12

seconds from 800 rpm to 1400 rpm and at t=22 seconds it resets to 800rpm. Again, at t=34

seconds, the input is again switched to 1400 rpm. In below figure 6.12, the reference data in
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Figure 6.8. Validation of compressor outlet pressure

very noisy and thus it is filtered to capture the best possible dynamic response of the system

and corresponding comparison is carried out.

As shown in figure  6.12 below, it shows a constant steady state error in amongst the

proposed model output and reference data. This steady state error is eliminated in controlled

system response highlighted by black line as we tuned the value of an integral term in the

controller. As there is noise in the reference data, additional figure  6.13 was introduced to

make this difference much clear.

The controlled response shows an excellent agreement with the reference data and RMSE

for the same was found to be 0.5195. This is a significant improvement for uncontrolled model

whose RMSE was found to be 2.8488. This proves the approach to derive the state space

model and design the controller as highlighted in chapter 5.
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Figure 6.9. Comparison of NOx output at 800rpm

6.7 Soot Model Results

With respect to the soot model approach described in chapter 4 and its controller design

in chapter 5, the soot prediction is considerably simple to achieve. However, though the

controller is designed for soot model, the transient behavior cannot be tested as the reference

data is not available through GT-Suite. Therefore, it is only validated for steady speed cases

as shown below.

As shown in figure  6.14 below, the prediction model does not show any significant error in

peak-to-peak values at 800 rpm. However, the model shows delayed output which is further

compensated in a controlled response. RMSE for uncontrolled system is found to be 2.5508
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Figure 6.10. Comparison of NOx output at 1400rpm

which is way beyond acceptable limits. After the implementation of controller, it was found

to be 0.0193.

With respect to figure  6.15 below, the prediction model output and reference data have

a peak-to-peak error of 14.28% along with a delay in output at 1400 rpm. This is further

compensated with a controlled response and both delay and peak to peak values are fairly

close to each other. RMSE for uncontrolled system is found to be 3.7781 which is way beyond

acceptable limits. After the implementation of controller, it was found to be 0.0387.

As shown in figure  6.16 below, the model output varies by a considerable margin with

that of reference data. Also, the final steady state value of the soot is way higher. This

is due to the less availability of oxygen at higher speeds and thus the oxidation of soot

reduces. So more soot remains in the cylinder. With the controlled response, this error is
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Figure 6.11. Comparison of NOx output at 2300rpm

also compensated considerably. RMSE for uncontrolled system is found to be 2.9874 which

is way beyond acceptable limits. After the implementation of controller, it was found to be

0.0274.

6.8 Closure on the Chapter

A high-fidelity GT-Suite virtual model for Cummins 6.7L diesel engine has been devel-

oped to obtain the results as close to real engine setup. The parameters required for this

model were referred from available datasheets and few were obtained by opening up the

actual engine. This GT-Power model is set to run for various speed cases and benchmark

results are obtained for both steady speed and transient conditions. Further, the data ob-
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Figure 6.12. Comparison of NOx output for a transient input

tained from both uncontrolled and controlled NOx as well as soot model was compared with

that of GT-Suite and RMSE was determined. It is found that RMSE for all the test cases

is within acceptable limits, thus, proving the efficiency of designed controllers. Next chapter

presents the conclusion and future aspects of this work.
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Figure 6.13. Comparison of filtered controlled data with reference
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Table 6.2. Assumed parameters for analysis

Sr. No. Parameter Value
1 Airbox Intake pipe diameter 60mm
2 Airbox Intake pipe length 40mm
3 Maximum speed of compressor 26000rpm
4 Minimum efficiency of compressor 20%
5 Mean inlet diameter of compressor 60mm
6 Initial speed of compressor shaft 0rpm
7 Compressor shaft moment of Inertia 2×10−5kg.m2

8 Rack position 0.5
9 Turbine Wheel diameter 57.69mm
10 Turbine Outlet diameter 74.25mm
11 Target EGR Fraction 0 to 0.35 %
12 Minimum EGR Valve Output 0
13 EGR cooler Mass Flow Rate 0.35778 kg/s
14 Coolant Composition egl-5050
15 Coolant Temperature 373K
16 Coolant Pressure 2 bar
17 Inlet pipe diameter of EGR cooler 20mm
18 Inlet pipe length of EGR cooler 50mm
19 Outlet pipe diameter of EGR cooler 20mm
20 Outlet pipe length of EGR cooler 50mm
21 Inlet volume of intercooler 0.392699 L
22 Intercooler material Steel
23 Imposed wall temperature for intercooler 325K
24 CAC Inlet diameter 7mm
25 CAC length 200mm
26 CAC Material Steel
27 CAC Imposed wall temperature 325K
28 Injected mass of fuel 80 mg/pulse
29 Injected fuel temp 300K
30 Injection timing -5 CAD
31 Injection duration 18 CAD
32 TDC clearnce height 0.5 mm
33 Wrist pin to crank offset 1 mm
34 Firing interval 120 CAD
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Figure 6.14. Comparison of filtered controlled data with reference
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Figure 6.15. Comparison of filtered controlled data with reference
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Figure 6.16. Comparison of filtered controlled data with reference
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7. CONCLUSION AND FUTURE SCOPE

7.1 Conclusion

As a result of upcoming stringent emission norms for diesel engine out emissions by several

regulatory organizations all over the world, engine systems and its development are becom-

ing intricate and more demanding. To comply with these requirements, precise knowledge

of relationships between in-cylinder processes and formation of emissions is very critical and

is explored in detail in this work. The proposed approach introduces a method to develop

physics-based modeling, prediction and validation to forecast several engine states required

for formation engine out emissions like NOx and soot. Here, Cummins 6.7L turbocharged

diesel engine is considered as application of interest. A high-fidelity virtual model is devel-

oped in GT-Suite as a benchmark and validation purposes. As a proof of concept towards

proposed approach, the estimation models were developed for same engine in integration

with turbocharger and EGR systems. The proposed model was set to be run on crank angle-

based scale for steady speeds and time-based scale for transient testing conditions. Using the

crank angle-based calculations, several subsystems of the combustion model were developed

such as rate of heat release and mass fraction burnt.

Using the chemical processes occurring during the combustion process, a chemical equi-

librium solver sub model was designed that considers thermochemistry of all species involved

for converting chemical energy of fuel into useful work and exhaust gases. This subsystem

gives in-cylinder conditions like concentrations of species of products and adiabatic temper-

ature. Further, all these subsystems were integrated with extended zeldovich mechanism to

find out engine out NOx.

For soot determination, Hiroyasu and Kadota methodology is implemented to find rate

of soot formation and oxidation. Other key parameters like lift-off length, injector dimen-

sions, fuel spray characteristics and equivalence ratio are the various subsystems of prime

importance here.

Further, a state space model is derived for both NOx and soot models using a conven-

tional derivation of key states and their outputs. The NOx model is simplified by eliminating

its unnecessary states and it is considered as MIMO system. Further, it is linearized to ob-
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tain its state space matrices and checked for controllability. The system for NOx was found

to be both controllable and observable. Then a state feedback controller was designed to

compensate the tradeoff between reference data and model output using quadratic perfor-

mance index. For the soot state space model, the output response to unit step input was

recorded based on which a PI controller was designed and implemented. All these models

and controllers were designed and implemented using MATLAB and Simulink interface.

For the test setup in a steady state condition, three speeds were chosen each in a low,

medium and high load ranges. For transient test case, a step change was provided at multiple

instances. For all the test cases, the controlled response shows RMSE within acceptable

limits. Few parameters show deviation of RMSE due to the difference in solvers used by

GT-Suite and developed prediction models. The initial conditions for both models also have

a significant impact on values of RMSE obtained. The developed model integrated with

appropriate controller for NOx as well as soot yields an accuracy of around 2%. This is a

significant increase from that of the uncontrolled prediction models which show around 32%

of error. This enhancement in accuracy proves the use of proposed integrated approach.

Also, RMSE for most of the predictions lies below 0.5 which shows good agreement of the

controlled model with reference data.

The developed model for both NOx and soot integrated with control system approach

has significant advantage over the reference model developed in GT-Suite. The time taken

by GT-Suite model is significantly higher and thus are not suitable for real time application.

On the contrary, the proposed approach uses a real time prediction of engine out emission

and can readily be used in vehicles with minor modifications.

One of the advantages of this work is that it reduces dependency on statistical models

that require lot of data, and they also require more experimentation as discussed in literature

review. Therefore, the proposed approach can be used for the fast calibration and controller

developments for several developments in the entire engine system. It can be either be used

as a standalone simulation tool or integrated with the system level control architecture.
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7.2 Future Scope

There is a good potential of this work for further development in the area of engine

control, calibration, system architecture and framework design. This work forms a base for

a new approach of deriving a state space model for an engine out emission for NOx and

soot. This can be further extended to other emission contributors like UHC, CO, SOx, NO2,

etc. Similar sort of physics-based models and their standalone control architectures can be

derived to predict EO amount and reduce the dependency on physical sensors. Going ahead

out of prediction, the validated models can also be used to reduce the engine out emissions

which is a critical aspect given that upcoming norms are becoming stricter.

The current work is based on basic test cases for steady state and transient test cases.

The actual test cases from WHSC or EPA can be used for testing these algorithms to make

them more realistic and compliant. Also, increasing the dimensions of the model can provide

more detailed prediction of the emissions and provide more flexibility in terms of control of

various states.

This approach can be extended to be implemented practically on vehicle level with minor

modifications. Usually, most of the data obtained by physical sensors is readily available

through OBD port which can be easily set to be obtained at different sampling times. The

complexity of this model can be further reduced by using this readily available data and

using the predictive models for non-measurable signals like in-cylinder conditions. This will

also reduce the load on ECU, reduce the computation time and provide accurate real time

control of the system.

Also, this complex model was developed to eliminate the need of sensors and reduce

redundancy of engine systems. With due experimental validation and calibration, this ap-

proach can be implemented on actual vehicle. This will not only enhance the computing

performance of ECU, but also will save on hardware costs.
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