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ABSTRACT 

This thesis explores the implementation of an electromagnetic positioning system to track 

medical instruments used in minimally invasive surgeries. The end application is for catheter 

cardiac ablation. Cardiac ablation is a low-risk procedure that can correct arrhythmia. In the 

procedure, a diagnostic mapping catheter is inserted into the heart to identify locations causing 

incorrect heartbeat, and an ablation catheter applies radiofrequency (RF) thermal energy, which 

burns tissue that emits abnormal heart rhythm. Current techniques which determine the mapping 

catheter’s tip position while a patient is undergoing heart surgery are usually invasive, often 

inaccurate, and require some forms of imaging.  

Most existing electromagnetic (EM) tracking systems track a tiny sensing coil on the 

catheter tip by placing planar magnetic transmitters in reference locations around a patient. 

However, the tracking speed of these systems is extremely limited apart from deficiency in 

positioning accuracy due to poor sensitivity of the small sensor. In this study, we develop a unique 

real-time tracking system which can track the position and orientation of a medical catheter tip 

inside a human heart. A configuration of a small transmitting coil on the catheter tip with multiple 

larger receiving coils placed at reference locations is investigated.  

We propose a novel tracking system based on a single uniaxial transmitter (1.5 mm 

diameter) placed on a medical catheter tip and two triaxial receivers placed in reference locations. 

The electromagnetic field generated by the uniaxial transmitter is controlled by an operational 

amplifier LC tank driver with a unique active feedback sensing system in the form of a digital 

phased lock loop (DPLL), which generates a low noise low distortion AC signal for the LC circuit. 

Such control is vital because the small transmitting coil has a relatively large DC resistance, 

resulting in copious amounts of heat. This unique transmitter driver active feedback system is 

optimized to ensure a stable magnetic field transmitted with minimal noise and distortion. 

Precise and efficient calibration and compensation techniques are developed for the 

proposed system. The calibration techniques include mutual coupling correction, which rectifies 

one of the main limitations of a triaxial coil-based implementation. In addition, a novel divergence 

mitigation method for the position algorithm is developed in the form of a software-based 

reference sensing coil distance offset. This is advantageous compared to a hardware-based solution, 

which involves adding more coils to the system, in turn, leading to decreased tracking speed and 
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higher risk of interference among coils. Because of its simplicity, the proposed EM tracking system 

also has the advantage of supporting a wide dynamic range, multiple catheters, and can be applied 

to other medical systems in need of real-time positioning. 

This EM tracking system is demonstrated on a test bench in a research lab and in a pre-

clinical environment with a 3D-printed heart inside a phantom. The tested system features a fast 

update rate of 200 Hz and an average position error of 1.6 mm, which indicates that the proposed 

system can successfully track a catheter RF tip with millimeter precision.   

 This dissertation presents the proposed EM tracking system. First, the motivation of this 

research and a review of existing tracking methodologies used in the medical field are presented. 

Then, the hardware design of individual modules and magnetic positioning firmware are described, 

which is followed by discussions of full system integration and calibration, as well as system test 

results. A summary, highlighting novelties of the tracking system, and discussion of future 

research directions are included in the final chapter. 
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1. INTRODUCTION 

1.1 Motivation  

 

Cardiovascular diseases are the leading cause of death globally, accounting for 30% of all 

deaths [1]. One of the more common cardiovascular diseases is arrythmia, irregular beating of the 

heart, as depicted in Figure 1.1.1 below. 

 

Figure 1.1.1. EKG showing irregular beating of the heart [2]. 

 

Arrhythmia can be categorized based on the speed of the heartbeat (fast, slow, irregular) 

and location (atrium, ventricle). Moderate arrhythmias, such as bradycardia (slow heartrate), can 

often be treated with a pacemaker (Figure 1.1.2), and surgery inside the heart is not required.  
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Figure 1.1.2. Treatment of bradycardia with a pacemaker [3]. 

 

For tachycardia (fast heart rate), treatment is often in the form of medication or 

cardioversion. Other forms of arrythmia may also include irregular heartbeats caused by an 

abnormal electrical signal either in the atrium (atrial fibrillation) or in the ventricle (ventricular 

fibrillation) of the heart. Both types of arrythmias are serious as they can cause stroke or failure of 

heart pumping. Such arrythmias can be treated with an implantable cardioverter-defibrillator or 

with medication depending on the severity [4].  However, the drawback of all the above-mentioned 

treatments is that the patient has to rely on medication and devices, and these devices could 

malfunction [5]. Thus, a more permanent solution to arrythmia is in the form of catheter ablation 

(Figure 1.1.3). 

 

 

 

Figure 1.1.3. Catheter ablation [6], [7]. 
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Catheter ablation is frequently used for arrhythmia-related surgeries, because the procedure 

is minimally invasive and has the highest success rates [8]. This form of treatment requires using 

a medical catheter to be inserted into the patient’s heart. The catheter tip is guided through the 

heart, and radiofrequency (RF) thermal energy is applied to blood vessels/tissues which emit 

wrong heartbeat signal. Thus, this surgery requires knowing where the catheter tip is in relation to 

the affected blood vessels. Existing methods of catheter positioning locate the catheter tip through 

medical imaging tools, such as X-ray and echocardiography. During operation, a surgeon relies on 

those images to operate on the heart. 

However, such medical imaging tools have significant drawbacks. The aforementioned 

imaging techniques require contrast agents to improve image resolution in order to provide real-

time assessment of cardiac blood flow [9]. These contrast agents are known to cause complications 

to certain groups of patients. The symptoms that patients experience can be either moderate, such 

as vomiting and hives, or severe, such as kidney failure [10], [11]. It has been documented that 

contrast dyes used in catheter ablation surgery may damage kidneys, shown in Figure 1.1.4.  

Hospitals rely on patient screening to bar patients with a higher risk of exhibiting such 

complications. However, the screening cannot completely eliminate these complications from 

occurring. 
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Figure 1.1.4. Contrast agents may cause damage to kidney [10]. 

 

Other imaging techniques which do not use contrast dyes, such as magnetic resonance 

imaging (MRI) are expensive and cannot be widely used in numerous small medical centers. In 

addition, MRI patient monitoring has limited use in medical facilities because of the need of patient 

motion correction which would correct errors in the spatial representation of the imaging when the 

patient moves or has changes in respiration during surgery [12]. The goal of this research is to 

develop a minimally invasive catheter tracking system to find the mapping catheter tip’s position 

and orientation. This catheter tracking system will allow for application to a much broader patient 

base with arrythmia, eliminating the risk of complications from contrast dyes used in existing 

imaging techniques. The fast update rate and compactness of the proposed tracking system will 

pave the way for implementation for other types of medical tracking applications. 

 

1.2 Objective 

For this thesis, a position tracking system is implemented to map the shape of the heart for 

catheter ablation (Figures 1.2.1 and 1.2.2).  An accurate, precise tracking system is necessary to 
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correctly locate the position of the catheter in the heart. Such a positioning system is vital to tell 

the surgeon the location which emits abnormal heart rhythm.  

 

 

 

Figure 1.2.1. Heart surgery. 

 

 

Figure 1.2.2. Catheter used in heart surgery. 

 

For surgeries, there are multiple types of catheters for different applications and for different 

purposes. Thus, catheters come in different sizes. Table 1.2.1 shows the diameters of catheters in 

French units. Figure 1.2.3 illustrates the diameters of heart arteries and veins. In general, catheters 

for heart surgery are under 8 French in order to fit into the smallest arteries and veins. 
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Table 1.2.1. French catheter scale [13]. 

French 
gauge 

Circumference 
(mm) 

Outer diameter 

(mm) (inches) 

3 3.14 1 0.039 

4 4.19 1.333 0.053 

5 5.24 1.667 0.066 

6 6.28 2 0.079 

7 7.33 2.333 0.092 

8 8.38 2.667 0.105 

9 9.42 3 0.118 

10 10.47 3.333 0.131 

11 11.52 3.667 0.144 

12 12.57 4 0.158 

13 13.61 4.333 0.170 

14 14.66 4.667 0.184 

15 15.71 5 0.197 

16 16.76 5.333 0.210 

17 17.81 5.667 0.223 

18 18.85 6 0.236 

19 19.90 6.333 0.249 

20 20.94 6.667 0.263 

22 23.04 7.333 0.288 

24 25.13 8 0.315 

26 27.23 8.667 0.341 

28 29.32 9.333 0.367 

30 31.42 10 0.393 

32 33.51 10.667 0.419 

34 35.60 11.333 0.445 
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Figure 1.2.3. Diameters of heart arteries and veins [14]. 

 

Catheter-based surgeries use multiple catheters. As stated earlier, RF ablation is applied to 

the area which emits wrong heart signal. The surgeon needs information on the location of the 

wrong heartbeat signal relative to the RF ablation catheter. This is done through heart shape 

mapping using diagnostic cardiac catheterization. Diagnostic cardiac catheterization is the process 

of introducing, under local anesthesia, diagnostic catheter(s) (7 French in diameter) into veins 

and/or arteries in the neck, leg, or arm, from which they are advanced to the right and/or left sides 

of the heart [15]. Once the diagnostic catheters are inside the heart chambers, blood samples and 

blood pressure can be taken. This is done through the EKG platinum band sensors placed around 

the catheter tip, which helps the doctor determine the location of wrong heartbeat signal, as 

depicted in Figure 1.2.4. 

 

Figure 1.2.4. Diagnostic mapping catheter tip with platinum band EKG sensors [16]. 

 

Normally, for imaging-based techniques such as X-ray mentioned earlier, contrast fluid dye 

is injected through a process called angiography to track the location of the diagnostic catheter 

(Figure 1.2.5). 
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Figure 1.2.5. Angiography for heart mapping [17]–[19]. 

 

Due to the complications caused by angiography, there is a need for an alternative tracking 

system. For the proposed electromagnetic (EM) tracking system, an electromagnetic coil will be 

attached to the tip of the 7 French diagnostic catheter, and this coil’s position will be tracked 

relative to reference EM coils placed in reference locations. 

 

1.3 Magnetic Positioning System  

EM tracking is based on determining the position and orientation of an object by measuring 

magnetic field strength at a certain location [20]. Magnetic positioning is prevalent among most 

modern medical tracking systems because it brings many benefits including no line of sight and 

high accuracy.  

Magnetic tracking can be separated into DC and AC based magnetics. DC magnetics is 

unsuitable for position tracking because it is vulnerable to distortion caused by ferromagnetic 

materials [21]. However, it is popular for catheter-based navigation and steering where magnetic 

deflection is used to control the catheter’s movement inside a human body. For our application, 

we focus on the tracking aspect and use AC-based tracking as it is more immune to ferrite-based 

metals. 

For this research, an experimental setup is constructed to investigate the feasibility of AC 

magnetic positioning of a coil on a diagnostic catheter tip to be used as planned. The positioning 
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system is designed to offer precise and quick tracking of the catheter tip, so that the surgeon can 

observe its position and orientation. Through the experiment, we demonstrate the viability of the 

proposed system in terms of its accuracy, precision, and speed. Because arteries and veins in the 

heart are very small, primary challenges include designing a small coil to fit on the diagnostic 

catheter of 7 French. In addition, the small vessels mean that the accuracy of the tracking system 

should be at millimeter-level precision and with a refresh rate of 200 Hz.  
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2. LITERATURE REVIEW 

2.1 Tracking Systems 

There are a wide variety of tracking systems for different applications, such as vehicle GPS 

tracking [22] and personal indoor area tracking with radiofrequency, infra-red, and ultra-sound 

sensors [23]–[25]. However, these systems are unsuitable for tracking applications in biomedicine 

because of insufficient parameters such as precision, accuracy, and line of sight requirement. For 

biomedicine applications, such as computer assisted surgery (CAS), the positioning error should 

be in the millimeter range [26]. Optical and electromagnetic tracking systems are the two main 

types of tracking systems integrated into commercially-available computer assisted surgery so far 

[27] because of their high precision. For the proposed catheter tracking system in heart surgery, an 

optical tracking system is infeasible due to the need of a direct line of sight between optical markers 

and camera sensors, and such line of sight is not possible when one has to be placed inside the 

body and the other outside the body. Thus, this study focuses on electromagnetic tracking with 

applications in biomedicine for CAS [28]. 

2.2 Electromagnetic Positioning System Models 

2.2.1 Medical Applications 

As discussed in the introduction, RF ablation involves one medical catheter with RF 

electrodes on the tip and other diagnostic catheters to be inserted into the patient's body. The 

diagnostic catheter’s platinum EKG sensors, which help identify the location of the irregular 

heartbeat, are on the tip of the catheter shaft. During the ablation surgery, knowledge of the 

position and orientation of the catheter tip is essential for correctly applying RF ablation. 

Before selecting a specific EM tracking system for our application of RF ablation, we 

review existing systems described in the literature. In general, magnetic tracking for medical 

applications has been a growing area of research, with publications increasing from 10 per year in 

the 1990s to over 50 per year past 2012, with over 24 different commercially available EM tracking 

systems on the market [28], [29]. A comprehensive review of electromagnetic tracking in medicine 

has been provided in [28]. A review of patents can be found in [30]. Typically, tracking devices 
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are composed of magnetic field sources, magnetic field detectors, control electronics, and signal 

processing unit (computer) which executes algorithms capable to calculate the position and 

orientation of the magnetic marker. There are generally two types of systems [30]: (1) the magnetic 

field, produced by a set of coils driven by currents and positioned externally to the patient, is 

measured by sensors installed on an intra-body probe (e.g., the Aurora system), see Figure 2.2.1 

(left); and (2) the magnetic field, produced by a transmitter installed on an intra-body probe, is 

measured by magnetic field sensors positioned outside the patient body. The latter also covers 

passive transponder system (e.g., Calypso system), see Figure 2.2.1 (right) [28]. 

 

 

 

Figure 2.2.1. Two types of medical tracking systems: tracking receiver (Rx) inside a patient (left) 

and tracking transmitter (Tx) inside a patient (right). 

 

The first type system is to track a tiny millimeter-sized magnetic sensor. Several tracking 

systems based on this concept have been developed for the medical industry for catheter ablation 

and other surgical procedures, which require millimeter-level accuracy and precision [31]–[34]. 
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For instance, the NDI Aurora, Ascension [31], and Polhemus tracking systems use a planar field 

generator placed in a reference location. The generator consists of multiple coils that are 

sequentially activated, and a tiny single sensing coil is placed on the object being tracked (Figure 

2.2.2). 

  

Figure 2.2.2. NDI Aurora sensing coils. 

 

In such sensing systems, only 1-D information can be obtained, hence it is necessary to 

have multiple transmitters to identify the receiver position and orientation [32]. Systems, such as 

[33], have transmitting coils sequentially activated, which means that a longer time is required for 

the iterative position calculations, prohibiting real-time tracking with high update rate (> 50 Hz). 

Furthermore, because these methods employ a large number of transmitting coils, the systems are 

typically bulky and difficult to use in a clinical environment. Systems used commercially, 

developed by NDI and Ascension, have been tested by researchers independently  by Wilson et al. 

[35] and Yaniv et al. [36]. Through these tests, it has been found that although these systems have 

high accuracy and precision for CAS systems, they suffer from poor update rates (40 Hz). Other 

faster methods to separate the transmitter coils, such as frequency division multiplexing (FDM) 

reported in [34], suffer from frequency mixing which would be measured by the sensing coil. 

Demodulation techniques and correction techniques proposed by [34] attempting to fix these 

limitations may cause inaccurate measurements of magnetic-field magnitude, and in turn 

inaccurate position estimates. These fixes also slow down the system refresh rate. A study 

comparing the system update rates of FDM method and the time division multiplexing (TDM) 

method finds that FDM is only six times faster [37]. Systems such as the one described in [38] use 

multi-sensor fusion through inertial measurement units (IMUs) consisting of gyroscope, 

magnetometer, and accelerometer in order to overcome the need of multiple transmitting coils. 
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However, such systems have been shown to only fit on catheters which are of 18 French (6 mm) 

or larger (for large organ tracking) and thus cannot be used for a 7 French heart ablation catheter. 

Another design somewhat related to the above method is a magnetic navigation system 

(MNS), a device that generates an external magnetic field to manipulate objects made of magnetic 

materials. Under the magnetic field, these objects experience magnetic torque and force, which 

enable them to move and perform various tasks. However, these devices are bulky and complex, 

and their focus is on navigation rather than positioning [39]–[41]. 

In summary, there are several limitations of the architecture of the first type of system 

which has been widely examined. In contrast, the second type of system has not been investigated 

fully, which is the focus of our analysis. 

The second type system is to track an electromagnetic transmitter. This is achieved by 

placing a circular magnetic transmitter coil on the catheter tip. The diameter of the coil is smaller 

than that of the catheter shaft in order for the outer diameter of the coil housing to fit. The coil is 

powered by an external transmitter driver, which is connected to the coil using a thin twisted pair 

wire, twisted around the catheter shaft. This coil generates an AC magnetic field, which is 

measured by reference sensor coils placed in fixed positions, such as under the operating table that 

the patient lies on, or on the sidewalls close to the operating table. These sensor coils convert the 

magnetic field into voltage based on the sensitivity of the sensor. The position and orientation of 

the transmitter coil can then be calculated based on the measured magnetic field using an iterative 

algorithm.  

This second type of system overcomes the main drawbacks of the above first type of EM 

tracking system (i.e., tracking receiver) by having one transmitter. It means that the system’s speed 

is limited by the measuring/sampling rate of the receiver coil, which can operate much faster than 

TDM/FDM based transmitter separation. In addition, triaxial sensing coils can be used to enable a 

simple and low-cost system. We are unaware of any existing system using this type of architecture. 

Most commercially available systems use the type one model, and few systems which use the type 

two model such as Calypso require optical along with magnetic tracking to function; the tracking 

coil is passive, not an active transmitter coil. McGary [42] described a type two design involving 

the implementation of superconducting quantum interference device (SQUID) magnetometers to 

measure a transmitting field. He has shown through simulations the potential high accuracy and 

precision of such a system, but such a system has not been realized in the industry. The proposed 
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tracking system will implement a type two system design with high precision and update rate, 

while maintaining a small form factor and low cost through the use of triaxial sensing coils. 

2.2.2 Dipole Based Model 

To determine the position of the transmitter and receiver coils relative to one another, the 

equation relating magnetic field to a distance vector is solved. Magnetic field equations are highly 

nonlinear, and exact magnetic field equations for circular coils, taking geometry, skin effect, core 

permeability, and other nonidealities, have added complexity. For this system, transmitting and 

receiving coils are approximated by magnetic dipoles in free space. This approximation is valid 

when the distance between transmitter and receiver is large compared to the size of the coil, and 

in this system the range of tracking is between 10 and 50 cm with the coil size being 1.5 mm in 

diameter.  

Magnetic tracking systems generally operate in the frequency range of 30–300 kHz because 

their wavelengths range from 10 to 1 km [43]. For this system, the target operating frequency is 

32 kHz, which has a wavelength of 9.37 km. This means that the phase variation of the magnetic 

field over the covering area of the magnetic tracking system is small. In addition, at 32 kHz, the 

human body can be considered transparent to the emitted magnetic field, implying that there is 

minimal absorption of EM radiation by the patient [44]–[46]. 

The magnetic vector potential is defined as follows: 

 𝐀(𝐫) =


0

4𝜋
(
𝐌  𝐫

𝑟3
) (2.2.2.1) 

where 
0
 is the permeability of free space, 𝐌 the dipole moment vector of the transmitting coil, 

and 𝐫 the vector of length r from the position of transmitter (Tx) to the receiver (Rx). The magnetic 

flux density is:  

 𝐁 = 𝛻  𝐀(𝐫) (2.2.2.2) 

 

 𝐁 =


0

4𝜋
(
3(𝐌𝐫)𝐫

𝑟5
−

𝐌

𝑟3
) (2.2.2.3) 

If a receiver coil is placed in the transmitter magnetic field, a voltage V will be induced in the coil 

Rx. According to Faraday’s law, this can be expressed as: 

 𝑉 = −𝑗𝜔𝛼𝑟𝑒𝑐𝐦𝐁 (2.2.2.4) 
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where  is the angular frequency,  the number of turns times the area of the Rx, and 𝐦 the dipole 

moment vector of the Rx. 

 𝑉 = −𝑗𝜔𝛼𝑟𝑒𝑐𝛼𝑡𝑟𝑎𝑛𝑠𝐼𝑡𝑟𝑎𝑛𝑠 [


0

4𝜋
(
3(𝐌𝐫)(𝐦𝐫)

𝑟5
−

𝐌𝐦

𝑟3
)] (2.2.2.5) 

where 𝐼𝑡𝑟𝑎𝑛𝑠 is the amplitude of the current in Tx. 

 

2.2.3 Tracking the Transmitter 

 The type two system [30] is implemented using  the near field magnetic flux density (B) 

equation (2.2.2.3). Specifically, the magnetic field generated by a transmitting coil can be 

approximated by the dipole field equation: 

 𝐁 =


0

4𝜋
(
3(𝐦 𝐫)𝐫

𝑟5
−

𝐦

𝑟3
) (2.2.3.1) 

where 
0
 is the permeability of free space, 𝐦 the dipole moment vector of the transmitting coil, 

and 𝐫 the vector of length r from the position of transmitter (Tx) to the receiving coil (Rx) at the 

position 𝐫𝑟𝑒𝑐 (shown below in Figure 2.2.3).  

 

Figure 2.2.3. Tracking the transmitter (fixed receiver). 
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McGary [42] presented a procedure to solve the position and orientation of the transmitter, 

which is detailed in Section 3.4. Essentially, the procedure involves the isolation of 𝐦 in (2.2.3.1): 

 𝐦 =
4𝜋𝑟3


0

(
3𝐫𝐫𝑇

2𝐫𝑇𝐫
− 𝐈) 𝐁 (2.2.3.2) 

Suppose that there are two 3-coil receivers that measure 𝐁1 and 𝐁2 transmitted from the single 

transmitter with 𝐦. Since the locations of the two receivers are known, and the distance vector 

between them is 𝐩, the vector 𝐫1 from the position of transmitter (Tx) to the first triaxial receiver 

(Rx1) can be calculated using (2.2.3.3): 

 𝐹1(𝐫1) = 𝑟1
3 (

3𝐫1𝐫1
𝑇

2𝐫1
𝑇𝐫1

− 𝐈)𝐁1 − ‖𝐩 + 𝐫1‖
𝟑 (

3(𝐩 + 𝐫1)(𝐩 + 𝐫1)
𝑇

2(𝐩 + 𝐫1)𝑇(𝐩 + 𝐫1)
− 𝐈) 𝐁2 = 𝟎 (2.2.3.3) 

This is a system of three nonlinear equations with three unknowns 𝐫1 = (𝑟1𝑥, 𝑟1𝑦, 𝑟1𝑧), which can 

be solved by Newton's method. Using the result of 𝐫1, the transmitter position  𝐫𝑡𝑟𝑎𝑛 = (𝑥, 𝑦, 𝑧) 

can be identified. 

The accuracy and precision of such a system is often limited by unstable magnetic field 

caused by the fluctuation in Tx coil current. This affects both the B and m. However, the setup in 

(2.2.3.3) eliminates m, and both 𝐁1 and 𝐁2 are affected by the same change in Tx coil current, so 

that the effects of current fluctuation are minimized. 

 

2.2.4 Tracking the Receiver 

 Most published and existing systems use the type 1 system [30], also called active 

transmitter system [28]. Here, we summarize the model developed by Plotkin and Paperno [33] 

and explain its limitations compared to the type 2 system. The system requires multiple 

transmitters to identify the position and orientation of the Rx. The dipole field model of 

transmitting coil i is: 

 𝐁𝑖
𝑡 =


0

4𝜋
(
3(𝐌𝐫𝑖)𝐫𝑖

𝑟𝑖
5 −

𝐌

𝑟𝑖
3) (2.2.4.1) 

where 𝐌  is the dipole moment vector of the transmitting coil, and  𝐫𝑖  is the vector from the 

transmitting coil i (Tx) to the receiving coil (Rx) (Figure 2.2.4). 
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Figure 2.2.4. Tracking the receiver (fixed transmitter).  

 

 The field seen by the receiving coil is: 

 𝐵𝑖
𝑟𝑒𝑐 = 𝐁𝑖

𝑡𝐦 (2.2.4.2) 

where 𝐦 is the dipole moment vector of the receiving coil. In this model, the transmitter is pointed 

in the z-direction: 

 𝐌 = (0, 0,𝑀) (2.2.4.3) 

 The orientation of the receiver is: 

 𝐧 =
𝐦

𝑚
= (𝑛𝑥, 𝑛𝑦 , 𝑛𝑧) (2.2.4.4) 

Substituting (2.2.4.1), (2.2.4.3), and (2.2.4.4) into (2.2.4.2), we obtain: 

 𝐵𝑖
𝑟𝑒𝑐 =


0

4𝜋
𝑚𝑀

1

𝑟𝑖
5 [3𝑧(𝐫𝑖𝐧) − 𝑛𝑧𝑟𝑖

2] (2.2.4.5) 

 The above equation can be rewritten as: 

 𝐵𝑖
𝑟𝑒𝑐 −


0

4𝜋
𝑚𝑀

1

𝑟𝑖
5 [3𝑧(𝐫𝑖𝐧) − 𝑛𝑧𝑟𝑖

2] = 0 (2.2.4.6) 

The LHS is the error between field strength measured by the receiving coil and the field seen by 

the receiver at position  𝐫𝑖 and orientation 𝐧. 

 From Figure 2.2.4, we have: 

 𝐫𝑖 = 𝐫𝑟𝑒𝑐 − 𝐫𝑖
𝑡𝑟𝑎𝑛 = [

𝑟𝑥
𝑟𝑒𝑐

𝑟𝑦
𝑟𝑒𝑐

𝑟𝑧
𝑟𝑒𝑐

] − [

𝑟𝑖𝑥
𝑡𝑟𝑎𝑛

𝑟𝑖𝑦
𝑡𝑟𝑎𝑛

0

] (2.2.4.7) 

where the transmitter location 𝐫𝑖
𝑡𝑟𝑎𝑛 is known. 
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 Substituting (2.2.4.7) into (2.2.4.6), rewriting it as 𝐹𝑖(𝐫
𝑟𝑒𝑐 , 𝐧 ) = 0, and assuming that 

there are k transmitters, we have a system of k nonlinear equations: 

 

𝐹1(𝐫
𝑟𝑒𝑐 , 𝐧 ) = 0

⋮
𝐹𝑖(𝐫

𝑟𝑒𝑐 , 𝐧 ) = 0
⋮

𝐹𝑘(𝐫
𝑟𝑒𝑐 , 𝐧 ) = 0

 (2.2.4.8) 

 There are six unknowns: receiver position 𝐫𝑟𝑒𝑐 = (𝑥, 𝑦, 𝑧)  and its orientation 𝒏 =

(𝑛𝑥, 𝑛𝑦, 𝑛𝑧). Thus, it is necessary that 𝑘 ≥ 6. The system of equations (2.2.4.8) can be solved as a 

nonlinear least square minimization problem: 

 min = ∑𝐹𝑖(�̂�
𝑟𝑒𝑐 , �̂�)2

𝑘

𝑖=1

 (2.2.4.9) 

 

 We estimate �̂�𝑟𝑒𝑐 and �̂� by minimizing the sum of squared errors of k transmitters using 

the observed data ( 𝐵1
𝑟𝑒𝑐 , … , 𝐵𝑖

𝑟𝑒𝑐 , … , 𝐵𝑘
𝑟𝑒𝑐) . The problem can be solved by the Levenberg-

Marquardt method. One of the drawbacks of the type 1 architecture is that the transmitter magnetic 

moment M cannot be isolated for equation (2.2.4.9) as in (2.2.3.3). As a result, the system is more 

sensitive with respect to power fluctuations due to the relationship among 𝐵𝑖
𝑟𝑒𝑐, m, and M  in 

(2.2.4.6). Thus, in the type 1 system, the power fluctuations of each transmitter must be carefully 

considered. 

 In summary, the two types of systems work as follows. In [42], two triaxial receivers (Rx1 

and Rx2) track a single transmitter (Tx)’s position. Using the B-field equation to isolate the 

magnetic moment vector of the Tx (𝐦), vector r is calculated (using iterative algorithm described 

below) by equating 𝐦 seen by Rx1 and Rx2 (i.e., the measured B1 and B2). The (x, y, z) position 

can then be solved using R and the Rx positions. 

In [33], n uniaxial transmitters are arranged in an array in (x, y, z) frame to track a uniaxial 

receiver’s position. The uniaxial receiver (Rx) gets only one measurement (current), and the 

specific vector component is unknown. Thus, multiple transmitters must be used to identify the 

position and orientation of the Rx. The B-fields from the n transmitters are measured by the Rx, 

and its position (x, y, z) and orientation (mx, my, mz) (magnetic moment vector) are solved by an 

iterative algorithm. 

The general idea for tracking the receiver is illustrated in Figure 2.2.5. 
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Figure 2.2.5. Type 1 tracking receiver system overview. 

 

2.3 Optimization Methods for Position Calculation 

2.3.1 Optimization Methods 

Position calculation often involves solving roots for a system of equations [42] or nonlinear 

least square minimization [33]. Methods summarized in this section are detailed in [47]. The basic 

idea is as follows. Suppose that we have a function  f of a single variable x, the minimization of  f 

can also be viewed as a way to drive the first derivative of  f  to zero, that is 𝑔(𝑥) = 𝑓′(𝑥) = 0, 

which is to solve the roots for 𝑔(𝑥).  For example, in (2.2.3.3), an optimization algorithm is used 

to minimize the error between the magnetic moments seen by the two triaxial receivers. In (2.2.4.9) 
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an optimization algorithm is used to minimize the errors between the B-fields measured by the 

receiver and the B-fields calculated from the dipole equation across multiple transmitters. 

 

 

Newton's Method 

 For a function 

 𝑓: ℝ𝑛 → ℝ (2.3.1.1) 

The gradient of f  is: 

 𝑓(𝒙) =

[
 
 
 
 
𝜕𝑓

𝜕𝑥1

⋮
𝜕𝑓

𝜕𝑥𝑛]
 
 
 
 

 (2.3.1.2) 

and the Hessian matrix of f  is: 

 𝑭(𝒙) =

[
 
 
 
 
 
 
 

𝜕2𝑓

𝜕𝑥1
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⋮ ⋮
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⋱ ⋮

⋯
𝜕2𝑓

𝜕𝑥𝑛
2 ]

 
 
 
 
 
 
 

 (2.3.1.3) 

 Define: 

 𝒈(𝑘) = 𝑓(𝒙(𝒌)) (2.3.1.4) 

 The method of steepest descent is given by the recursive formula below: 

 𝒙(𝑘+1) = 𝒙(𝑘) − 𝛼𝑘𝑓(𝒙(𝒌)) (2.3.1.5) 

where k is a positive scalar called the step size, and 

 𝛼𝑘 = arg min
𝛼≥0

𝑓 (𝒙(𝒌) − 𝛼𝑓(𝒙(𝒌))). (2.3.1.6) 

The steepest descent algorithm proceeds as follows: at each step k, starting from the point x(k) we 

conduct a line search in the direction −𝑓(𝒙(𝒌)) until a minimizer, x(k+1), is found. 

 The Newton's method requires computation of inverse of the Hessian matrix: 

 𝒙(𝑘+1) = 𝒙(𝑘) − 𝑭(𝒙(𝑘))−1𝒈𝑘 (2.3.1.7) 

Note that Newton's method can be used to solve the roots for: 
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 𝒈(𝒙) = 𝟎 (2.3.1.8) 

 

Levenberg-Marquardt Modification 

 If the Hessian matrix 𝑭(𝒙(𝑘)) is not positive definite, then the search direction 𝒅(𝑘) =

−𝑭(𝒙(𝑘))−1𝒈𝑘  may not point in a descent direction. The Levenberg-Marquardt modification 

ensures that the search direction is a descent direction. 

 𝒙(𝑘+1) = 𝒙(𝑘) − (𝑭(𝒙(𝑘)) + 𝜇𝑘𝑰)
−1𝒈𝑘 (2.3.1.9) 

where 𝜇𝑘 ≥ 0. 

 When 𝜇𝑘 → 0, (2.3.1.9) represents the Newton's method, and when 𝜇𝑘 → ∞, the algorithm 

approaches a pure gradient method with small step size. 

 

 Nonlinear Least-Squares Problem  

A nonlinear least-squares problem has the form: 

 min∑(𝑟𝑖(𝒙))2

𝑚

𝑖=1

 (2.3.1.10) 

where 𝑟𝑖: ℝ
𝑛 → ℝ, i = 1, ... m, are given functions. Define: 

 𝒓 = [𝑟1, … , 𝑟𝑚]𝑇 (2.3.1.11) 

 

 𝑓(𝒙) = 𝒓(𝒙)𝑇𝒓(𝒙) (2.3.1.12) 

 Jacobian matrix of r is: 

 𝑱(𝒙) =

[
 
 
 
 
𝜕𝑟1
𝜕𝑥1

(𝒙) ⋯
𝜕𝑟1
𝜕𝑥𝑛

(𝒙)

⋮ ⋱ ⋮
𝜕𝑟𝑚
𝜕𝑥1

(𝒙) ⋯
𝜕𝑟𝑚
𝜕𝑥𝑛

(𝒙)
]
 
 
 
 

 (2.3.1.13) 

The gradient of  f  is: 

 𝑓(𝒙) = 2𝑱(𝒙)𝑇𝒓(𝒙) (2.3.1.14) 

The Hessian matrix of  f  is: 

 𝑭(𝒙) = 2(𝑱(𝒙)𝑇𝑱(𝒙) + 𝑺(𝒙) (2.3.1.15) 

 

where S(x) is the matrix with the (k, j)th component as:  
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 𝑟𝑖(𝒙)
𝜕2𝑟𝑖

𝜕𝑥𝑘𝜕𝑥𝑗
(𝒙) (2.3.1.16) 

 Newton's method applied to the nonlinear least-squares problem is given by: 

 𝒙(𝑘+1) = 𝒙(𝑘) − (𝑱(𝒙)𝑇𝑱(𝒙) + 𝑺(𝒙))−1𝑱(𝒙)𝑇𝒓(𝒙) (12.3.1.7) 

When ignoring the second derivatives (S(x) = 0), we have the Gauss-Newton method: 

 𝒙(𝑘+1) = 𝒙(𝑘) − (𝑱(𝒙)𝑇𝑱(𝒙))−1𝑱(𝒙)𝑇𝒓(𝒙) (2.3.1.18) 

 The recursive formula of Levenberg-Marquardt algorithm is: 

 𝒙(𝑘+1) = 𝒙(𝑘) − (𝑱(𝒙)𝑇𝑱(𝒙) + 
𝑘
𝑰)−1𝑱(𝒙)𝑇𝒓(𝒙) (2.3.1.19) 

where 
𝑘
𝑰 may be viewed as an approximation to S(x) in Newton's method. 

 When  
𝑘

is zero, (2.3.1.19) becomes the Gauss-Newton method. As 
𝑘

 tends to 

infinity, the search direction (𝒙(𝑘+1) − 𝒙(𝑘)) tends towards the steepest descent direction. The 

term 
𝑘

 can be controlled to ensure descent even when second-order terms, which restrict the 

efficiency of the Gauss-Newton method, are encountered. Thus, the Levenberg-Marquardt method 

uses a search direction that is a cross between the Gauss-Newton direction and the steepest descent 

direction. 

 In summary, tracking position calculation involves solving roots of nonlinear functions 

using optimization methods. Typically, a nonlinear optimization method is implemented by an 

iterative algorithm as follows: 

1. Start with the initial guess position x(0) for objective function f(x). 

2. Determine the direction and step length of search (update). 

3. Update the initial guess to obtain a new position x(1). 

x(1) = x(0) + update 

4. Repeat until the position is found (error minimized). 

x(k+1) = x(k) + update 

Graphically, the above algorithm is shown in Figures 2.3.1 and 2.3.2. 
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Figure 2.3.1. Search path to an optimal solution.  

 

 

Figure 2.3.2. Objective function showing position errors, optimal position at (x, y) = (0cm, 0cm). 

 

2.3.2 Other Optimization Methods 

There are other optimization methods used in position calculations in electromagnetic 

tracking. For example, the Nelder-Mead simplex method is used to determine position and 

orientation (x, y, z, θ, φ) in a system for tongue tracking used in therapy for aphasia patients [48] 

(Figures 2.3.3–2.3.5). 



 

 

42 

 

Figure 2.3.3. A system for tongue tracking. 

 

 

Figure 2.3.4. Simplex method to find optimal solution. 
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Figure 2.3.5. Algorithm for Nelder-Mead simplex method. 

 

 

A global search algorithm is the particle swarm optimization [49]. It is a population-based 

optimization involving particles which move around in search space. The goal is to find the best 

particle using fitness function, to determine its position and velocity, to identify correct direction, 

and to minimize the objective function (Figure 2.3.6). 
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Figure 2.3.6. Algorithm for particle swarm optimization. 

 

In summary, optimization techniques are essential to tracking systems. Position calculation 

involves solving roots for a system of equations [42] or nonlinear least square minimization [33]. 

Optimization methods are used to determine the optimal fixed sensor or transmitter locations [50]–

[52], optimal coil size [53], optimal targeting volume [54], and optimal filter parameter estimations 

in tracking data processing [23], [55]–[57]. 

2.4 Electromagnetic Tracking Sensors 

Extensive research has been done on tiny coils to be fitted on catheters of different shapes 

and sizes. Most involve sensing coils because most EM tracking systems adopt the type 1 system.  

An example of a tiny sensor is made by Ascension Technology Corporation [58] (Figure 2.4.1).  
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Figure 2.4.1. Ascension sensing coils. 

 

These sensors measure magnetic field generated by planar field generators in the tracking 

area. Existing systems use either a five or six degrees of freedom (DOF) sensor (as small as 0.3 

mm in diameter). In a 5DOF sensor, magnetic wire is wrapped around a ferromagnetic core which 

boosts the sensed magnetic field strength, due to the high magnetic permeability of the core. 

Examples of patented sensor designs are shown in Figure 2.4.2. In order to make sure that the 

sensors are durable, reinforcement can be made either by gluing wire onto solid core or by putting 

a plastic cover over the coil. The adhesive application needs to be precise. Nevertheless, these 

sensors often have limited durability. There is a weak point where the wire and the plastic meet, 

which can easily break. Generally, the design of the tiny coil used for a catheter tracking system 

requires careful consideration. 

 

 

 

Figure 2.4.2. Magnetically tracked sensors [59], [60]. 
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For 6DOF sensors, the complexity of coil design increases. Tracking 6DOF with a single 

coil is not possible because of the axial symmetry of the cylindrical coil, implying that the rotation 

angle of the coil on its own axis cannot be determined.  Thus, most 6DOF sensors include two 

coils so that the two B-fields measured are not axially symmetric with each other.  Figure 2.4.3 

shows a patented design using two coils, which has been realized in NDI Aurora system where 

they offer both 5DOF and 6DOF sensors for their tracking systems. 

 

 

 

Figure 2.4.3. Magnetically tracked 6DOF sensors [58]. 

 

In the proposed heart mapping system, a 6DOF tracking sensor is not necessary because 

knowledge of orientation of the catheter itself around its own axis is not required. This is because 

the catheter tip’s platinum EKG sensor is wrapped all the way around the catheter shaft. The EKG 

sensor reading is independent of the catheter’s rotational angle about its axis.    
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3. TRACKING SYSTEM DESCRIPTION AND HARDWARE DESIGN 

3.1 System Description 

Magnetic positioning involves setting up transmitters that transmit magnetic field and 

receivers that measure the transmitted magnetic field. The system can be set up so that either the 

receiver or the transmitter can be tracked as in the types 1 and 2 systems described in the previous 

chapter. For cardiac ablation, the object being tracked is a diagnostic mapping catheter. For this 

project, the type 2 system is implemented, where the transmitter coil fitted on the catheter is tracked 

to help determine the position of the moving probe, and the receiver coils are in the reference 

frame. 

The proposed diagnostic catheter tracking system, consisting of one transmitter coil and two 

triaxial receiver coils, along with the relevant hardware, is illustrated in Figure 3.1.1. This chapter 

describes the development of the tracking system including design considerations for each 

component, hardware and software implementation, and testing.  

As detailed below, the tracking system involves two triaxial sensor coils placed under a 

patient’s bed. Although this configuration allows for a simple implementation of a type 2 system, 

the compensation of mutual coupling among the triaxial coils due to winding and geometric 

imperfections must be carefully considered. The transmitting coil attached to the catheter tip has a 

size constraint, and the coil’s outer diameter cannot exceed the catheter shaft’s diameter of 7 

French so that it is small enough to fit into a human heart. This necessitates a custom coil designed 

for the size of the catheter. This transmitter coil is connected by a twisted-pair wire which connects 

to the system hardware. 

The system hardware must be carefully designed to minimize the effects of noise and 

distortion. This is vital because of the weak magnetic field generated from the tiny transmitter coil 

as well as the need to control the heat generated from the coil. As described below, the transmitter 

driver design consists of an active feedback sensing system in the form of a phase locked loop 

(PLL) to reduce phase and sideband noise of the transmitting magnetic field. 

A firmware implementation of the mathematical positioning algorithms and software 

calibration allows for a rapid real-time tracking system. This is in part due to the fast sampling rate 

of the microcontroller (2.4 MSPS) and fast post-processing (1.6 kHz) for the position calculation. 
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The magnetic field measurements are sampled using the microcontroller’s onboard analog to 

digital converter (ADC). Finally, the data, which consist of position and orientation, are visually 

relayed to the surgeon on a computer screen. 

 

  

Figure 3.1.1. Catheter tracking system illustration. 

 

The following sections describe in detail the hardware design of the system. For the 

transmitter system design, the coil geometry and driver circuitry are optimized to maximize the B-

field strength while minimizing the noise and distortion for catheter tracking. For the sensing 

system design, the sensitivity of the triaxial coil, along with the minimization of noise to maximize 

sensing signal to noise ratio (SNR) and to minimize position jitter, is considered.  

3.2 Transmitter Analysis 

3.2.1 Transmitter Magnetic Field Model Selection 

The selection of a magnetic field model used in the position algorithm involves the 

consideration of minimizing the computational cost while providing accurate position and 

orientation calculation. There are multiple methods to approximate the magnetic field generated 

from coils in air. The following models were evaluated for the study: 
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(1) Point source model - the entire Tx coil is treated as a single point source;  

(2) Circular model - the model was developed by NASA engineers to simulate the B-field 

generated by a circular coil [61]. The method requires the use of elliptical integrals, which 

are very process intensive. 

Simulations were conducted on both models to verify their accuracy using Matlab. We assume 

that the circular model provides the most accurate description of the B-field generation because its 

mathematical equations account for the entirety of the coil geometry. The circular model assumes 

only a single loop. However, since the coil used in this system is a long solenoid, the turn density 

(turns/m) will affect the B-field strength. We compare the model calculated B-filed results of 

models (1) and (2) in terms of magnitude and percent differences. The percent difference error is 

calculated as follows, assuming that the circular model produces the true B-field: 

 %𝑒𝑟𝑟𝑜𝑟 =
𝑎𝑏𝑠(𝐵𝑝𝑜𝑖𝑛𝑡𝑠𝑜𝑢𝑟𝑐𝑒 − 𝐵𝑐𝑖𝑟𝑐𝑢𝑙𝑎𝑟)

𝐵𝑐𝑖𝑟𝑐𝑢𝑙𝑎𝑟
  100%  (3.2.1.1) 

where Bcircular and Bpointsource denote magnetic flux density of the circular model and point source 

model, respectively. 

For the simulations, the coil is placed at (x, y, z) = (0, 0, 0) cm in the xy plane. The B-field 

strength is recorded for x, y, and z components at different positions. Figures 3.2.1 through 3.2.4 

depict the B-field magnitudes along with the percent errors. The point source approximation is 

accurate for the x and y components. As seen in Figure 3.2.2, the maximum percent error does not 

exceed 0.2%. However, the z component approximation is poor when the measuring distance is 

not significantly larger than the coil radius of 1.5 mm. This can be clearly seen in Figures 3.2.2 

and 3.2.4. For z positions greater than 5 cm, the errors are under 0.1% for all three components. 

From these tests, it is concluded that the point source model is an accurate model as long as the 

measuring distance is significantly larger than the coil radius. 
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Figure 3.2.1. Simulated B-field at x = 0.5cm, y = 1cm, z varying between 1 and 15cm. 

 

 

Figure 3.2.2. Errors at x = 0.5cm, y = 1cm, z varying between 1 and 15cm. 
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Figure 3.2.3. Simulated B-field at x = 1cm, y = 2cm, z varying between 1 and 15cm. 

 

 

Figure 3.2.4. Errors at x = 1cm, y = 2cm, z varying between 1 and 15cm. 
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3.2.2 Transmitter Coil Introduction 

In this section, the design of the transmitter coil, based on the catheter size constraint is 

discussed. Because this coil is used to track the catheter tip, it should be sufficiently small to be 

placed onto a catheter probe of 7 French in diameter (see Section 1.2). The transmitter coil used 

for the tracking system went through different iterations. First, commercially available coils were 

tested as a proof of concept. Afterwards, a custom transmitter coil was designed to optimize the 

transmitter coil’s B-field in the limited area. This introduction provides a brief overview of the 

initial coils tested in the proof of concept stage and the drawbacks found through these tests. 

 First, tests have been performed on commercially available coils. Table 3.2.1 below shows 

the coils analyzed.  

Table 3.2.1. Comparison of commercially available coils. 

Manufacturer Part Number 
Dimensions 

(WHL) (mm) 

Inductance 

(mH) 
Core 

Calculated DC 

Resistance () 

Calculated  

ESR () 

Calculated  

Q at 32kHz 

Coilcraft 4312RV 3.452.3411.38 1 Ferrite* 27.21 27.23 8 

EPCOS/TDK B82450A*E 2.72.77.8 1 Ferrite 29 29.02 9.07 

Neosid MS2074 227.9 2 Ferrite 21.11 21.13 6 

 

 

First, commercially available coils by Coilcraft 4312RV and EPCOS B82450A*E were 

examined (Figure 3.2.5). These tests showed that these coils could generate a B-field strong 

enough to be successfully implemented in a tracking system. This is due to their high core 

permeability, which boosts the coil’s quality factor. 
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Figure 3.2.5. Commercially available coils tested. 

 

However, these coils and other commercial based coils are not viable because they either 

have a ferrite core, which causes nonlinear changes in magnetic field resulting in distortion, or do 

not have specifications required to generate a strong B-field measurable by receivers 20−30 cm 

away from the transmitter coil, while maintaining a small form factor required for this system. 

Most of the problems associated with ferrite core transmitters is core saturation when the core is 

fully magnetized, producing maximum magnetic flux. This causes a distorted waveform for the 

AC current as seen in Figure 3.2.6 below. 
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Figure 3.2.6. Core saturation waveform behavior [62]. 

 

Tests of the Coilcraft and EPCOS coils show that there is core saturation behavior seen in 

the oscilloscope output (Figure 3.2.7). Here, a simple H-bridge coil driver is run with a pulse width 

modulated signal (blue), and the voltage across the inductor (magenta) is measured. The core 

saturation behavior can be clearly seen. 

 

 

Figure 3.2.7. Oscilloscope output of EPCOS B82450A*E coil: clock signal for transmitter driver 

(blue) and transmitter coil inductor voltage waveform (magenta).  
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 Another problem with commercially available coils is their sizes. Both commercial coils 

tested have dimensions that exceed the constraint of 7 French (2.3 mm in diameter) (Figure 3.2.8). 

Coils such as NDI/Ascension small sensors contain ferrite, which have the same drawbacks as the 

Coilcraft and EPCOS coils with significant distortion.  

 

Figure 3.2.8. Catheter tip. 

 

Because of these drawbacks, a custom air core coil is designed. Air core coils do not have 

the core saturation problem and thus are viable for the proposed system. However, they must be 

designed carefully due to their low inductance and quality factor, compared to ferrite coils. Their 

size and geometry must be optimized to maximize the magnetic field generated, while minimizing 

distortion and noise, and considering fitness for the catheter. Thus, for this positioning system a 

coil was custom made with a plastic core and wrapped with the thinnest readily available copper 

wire to fit within the constraints of catheter tip. Core and wire constraints will be discussed in the 

following sections. 

Since the catheter’s diameter is 2.3 mm, the diameter of the plastic coil holding frame 

should not exceed this size. In addition, the vertical length of free space at the end of the catheter 

was specified to be 1.5 cm. Thus, the target coil dimensions are 1.5 mm in diameter and 10 mm in 

length.  The plastic core and frame have an outer diameter of 2 mm and length of 12 mm. Figure 

3.2.9 shows the evolution of the transmitter coils used for the tracking system design with the 

bottom right coil being the final implementation of the transmitter coil design used for the proposed 

system.  
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Figure 3.2.9. Different plastic cores for transmitter coil. 

3.2.3 Transmitter Core 

The core of the coil that was wound around was custom made using a Formlabs 3-D printer 

with an SLA plastic clear resin (0.1 mm printing precision). Figure 3.2.10 below shows the plastic 

core. The inner diameter of the core is designed to be 1.2 mm so that when the wire is wrapped 

around, the outer diameter is 1.5 mm. The length is 10 mm. 1 mm stubs are placed at each end so 

that the coil would remain in place and not slide off the core during testing. The smallest plastic 

core diameter that can handle the mechanical stress for winding copper wire is 1.2 mm.  

 

 

Figure 3.2.10. Plastic core for the proposed transmitter coil. 
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3.2.4 Transmitter Coil Design 

For the transmitter coil, the design must be evaluated to maximize transmitting magnetic 

field and minimize inefficiency from nonidealities such as skin effect and current crowding.  

Skin effect is where the current density is not uniform inside the conductor and is mostly 

concentrated on the wire’s edges. The AC resistance increases by square root of frequency as 

follows [63]. 

 

 𝑅𝐴𝐶 = 𝑅𝐷𝐶 ∙ 𝑘√𝑓 (3.2.4.1) 

where 𝑅𝐴𝐶  and 𝑅𝐷𝐶 are the AC and DC resistances, respectively; f is the frequency in Hz; and k 

depends on the wire’s diameter on American scale AWG. 

The equation for current density J in a depth is: 

 𝐽 = 𝐽𝑠𝑒
−𝑑
  (3.2.4.2) 

 

where 𝐽𝑠 is the surface current density; d is the conductor’s diameter; and δ is the skin depth given 

by the electric resistivity , magnetic permeability , and angular frequency  as follows: 

  = √
2


 (3.2.4.3) 

 

For the proposed system, the operating frequency is 32 kHz. This low frequency means 

that skin effect is negligible. As seen in Figure 3.2.11 below, the test on a 1.32 mm wire shows 

that the change in current density from the edges to the center of the wire is minimal. 

  



 

 

58 

 

Figure 3.2.11. Current density in a 1.32mm diameter wire [64]. 

 

In this system, the smallest available copper wire, 44 AWG (0.05 mm in diameter), is used 

to maximize the number of turns of the coil. Higher AWG allows for more turns in the limited 

space on a small coil but has the drawback of higher impedance. Figure 3.2.12 illustrates the 

increase in resistance as AWG increases. 

 

Figure 3.2.12. Resistance of wire in relation to AWG [65]. 

 

On the other hand, a lower AWG may seem better from the relationship shown in Figure 

3.2.12, but based on Ampere’s law, a larger number of turns leads to a stronger magnetic field, 

and due to the coil size constraint, maximizing the number of turns is vital. 

Next, the magnetic field strength from the transmitter is evaluated to ascertain that it is 

measurable in the target tracking range of 10−50 cm. In addition, the magnetic field must also be 

measurable at 1 m range to satisfy the critical SNR target. The critical SNR is the smallest SNR 
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that the sensing coils can detect the transmitting field. Assuming a driving voltage (VDD) of 5 V, 

the magnetic field and the required voltage were estimated. 

To estimate the magnetic field strength, we also need to consider the number of layers for 

the coil. Proximity effect loss due to multilayer based coil designs has been well documented [66]. 

Figure 3.2.13 shows how the net current decreases for the inner layers compared to the outer layers 

due to skin and proximity effect. This leads to AC conduction loss and a weaker magnetic field 

than the one determined by the Ampere’s law. 

 

Figure 3.2.13. Skin and proximity effects on coils [67]. 

 

Another factor to consider is the shape of transmitter coil. The shape is defined by the coil’s 

radius R relative to its length l and coil thickness c. Figure 3.2.14 below depicts the possible coil 

formations.  

 

Figure 3.2.14. Multi-layer coil shapes [68]. 
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Optimal geometry of the coil has been studied extensively. The optimal coil geometry is 

selected based on minimization of losses due to skin and proximity effect. The Brook’s coil 

geometry in Figure 3.2.14 has been shown to be the most optimal coil in terms of its minimum 

non-ideal effects [69]. However, for the proposed design, the size of R is severely constrained, and 

thus a Brook’s coil geometry is not possible. Because the available length l of the catheter shaft 

(10 mm) is significantly larger than the radius R = 1.5 mm, the coil geometry used is that of a long 

coil, often called a solenoid. The coil geometry is shown in Figure 3.2.15 below. 

 

Figure 3.2.15. Geometry of a long coil [70]. 

 

The number of turns n depends on the diameter d of the magnetic wire, the coil packing 

factor k, and the inner and outer radii r1 and r2 [70]: 

 𝑛 =
𝑘𝑙(𝑟2 − 𝑟1)

𝑑2
 (3.2.4.4) 

The length of wire needed, lw, is given by 

 𝑙𝑤 = 𝜋
(𝑟2

2 − 𝑟1
2)

𝑑2
𝑙 (3.2.4.5) 

and the cross-sectional area of the magnetic wire is given by 

 𝐴𝑤 = 𝜋
𝑑2

4
 (3.2.4.6) 

Using (3.2.44) to (3.2.4.6), we can obtain the ohmic resistance of the coil 

 𝑅𝐷𝐶 =
𝑙𝑤

𝐴𝑤𝜎𝑐𝑢
 (3.2.4.7) 

where 𝜎𝑐𝑢 is the copper conductivity. The inductance of a multilayered solenoid coil is given by 

l

r2

r1

d
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 𝐿 =
78.7𝑛2𝑑𝑚

2

3𝑑𝑚 + 5(𝑑2 − 𝑑1) + 9𝑙
 (3.2.4.8) 

where L is in 10−7H, 𝑑1 = 2𝑟1 , 𝑑2 = 2𝑟2 , 𝑑𝑚 = (𝑑1 + 𝑑2)/2, and all diameters and l are in 

meters. 

For proximity effect, the relationship between AC resistance RAC and DC resistance RDC is 

based on the Dowell’s equation [71]–[73]. For a multilayer solenoid, the RAC, relative to RDC, can 

be expressed as [72]: 

 𝑅𝐴𝐶 =  [𝐺1() +
2

3
(𝑛𝑙

2 − 1)𝐺2()] 𝑅𝐷𝐶 (3.2.4.9) 

with G1 and G2 representing the geometry of the coil 

 𝐺1() =
sinh2 + sin2

cosh2 − cos2
 (3.2.4.10) 

 

 𝐺2() =
sinh− sin

cosh+ cos
 (3.2.4.11) 

 

where nl is the number of layers in the coil, and  is the ratio of the layer height to the skin depth 

described above in (3.2.4.3) 

  =
𝑑


√

𝜋

2
 (3.2.4.12) 

 

The skin effect equation (3.2.4.3) can be rewritten in terms of 𝜎𝑐𝑢 

  = √
2

𝜎𝑐𝑢
 (3.2.4.13) 

Table 3.2.2 and Figure 3.2.16 below show the ratio of AC to DC resistance for different 

numbers of layers. Here the packing factor k is assumed to be 0.9, and the wire is 44AWG (0.0508 

mm in diameter) enameled copper wire with a conductivity of σ = 5.81E7 (1/(Ωm)). The skin 

depth at the operating frequency of 32 kHz is 0.369 mm.  The maximum diameter for the coil 

design is set at 1.5 mm based on the catheter diameter. The inner diameter is shrunk by 0.1 mm 

for every layer added on the design to make space for the enameled copper wire. 
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Table 3.2.2. Rac/Rdc for each layer. 

Number 

of 

Layers 

Inner 

Diameter 

(mm) 

Outer 

Diameter 

(mm) 

Number 

of Turns 

Inductance 

(H) 

Rdc 

(ohms) 

Rac 

(ohms) 

Overall 

Rac/Rdc 

1 1.4 1.5 174 5.30E-06 7.495 7.495 1.000 

2 1.3 1.5 348 1.97E-05 14.473 14.478 1.000 

3 1.2 1.5 523 4.11E-05 20.934 20.952 1.001 

4 1.1 1.5 697 6.75E-05 26.878 26.919 1.002 

5 1 1.5 871 9.71E-05 32.305 32.384 1.002 

 

 

Figure 3.2.16. Ratio of AC to DC resistance by the number of layers. 

 

As the number of layers increases, the AC resistance increases relative to the DC resistance. 

It is imperative to select a coil design that will generate a strong enough magnetic field, while 

reducing non-idealities from skin and proximity effect. For the proposed system, the optimal 

number of layers in the transmitter coil is determined to be either 3 or 4 (Table 3.2.3). This design 

allows for a detectable magnetic field on the level of 4E-11T. The 3-layer design is opted since it 

has a stronger B-field, and due to reduced non-idealities, the AC resistance will be 0.1% higher 

than the DC resistance. In contrast, the 4-layer design requires a smaller plastic core of 1 mm in 
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diameter to have the same 1.5 mm outer diameter as the 3-layer design, which leads to a more 

fragile coil.  

 

Table 3.2.3. Hand calculated B-field and voltage estimations of the transmitter coil. 

Specification EPCOSA*E 3 Layer Design 4 Layer Design 

Inductance 1.01mH 39H 68H 

Outer Diameter 2mm 1.5mm 1.5mm 

Inner Diameter 1.7mm 1.15mm 1.035mm 

Length 7mm 10mm 10mm 

 

Wire AWG 44 44 44 

#Turns 315 513 684 

Core Perm. 25 1 1 

RAC 15.3 17.36 22.23 

 

B-field at 1m 4.96E-11T 4.38E-11T 3.68E-11T 

Voltage at 1m 40V 35V 38V 

Operating Freq 32kHz 32kHz 32kHz 

Q 6.56 0.6 0.79 

 

RMS Current 250.8mA 241.7mA 193.9mA 

RMS Power 1.254W 1.21W 0.9695W 

Real Power 0.962W 1.014W 0.835W 

 

3.2.5 Heat Considerations 

Next, we evaluate the heat generated by the transmitter, which is a particularly important 

factor for biomedical applications. The simplest model relates heat energy to mass and change in 

temperature by the specific heat capacity formula below [74]: 

 

 𝐶 =
𝑄

𝑚𝑇
 (3.2.5.1) 

 

where C is the specific heat capacity of the liquid in joule per kilogram degrees Celsius; Q is the 

heat energy transferred in joules; m is the mass of the liquid being heated in kg; and 𝑇 is the 

change in temperature in degrees Celsius. However, this model cannot be used for modeling heat 

in human blood because blood is constantly flowing through the heart and throughout the body 
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over time (Figure 3.2.17), and the above static model will overestimate the temperature increase 

in a local region being heated by the transmitter coil. 

 

 

Figure 3.2.17. Fluid bulk flow in relation to cross-sectional area and average velocity. 

 

A more accurate method is to use the Pennes bioheat equation [75], [76]. This heat equation 

models the transient temperature in the domain of human blood and tissue as a result of oscillating 

heating condition (for this system it will be from the oscillating current across the transmitter coil). 

The 1-D Pennes bioheat transfer equation is:.  

 𝑐
𝑇

𝑡
= 𝛻 ∙ (𝑘𝛻𝑇) − 𝑊

𝑏𝑙
𝑐𝑏𝑙(𝑇 − 𝑇𝑏𝑙) + 𝑄 + 𝑆𝐴𝑅 (3.2.5.2) 

where t is the time,  the tissue mass density, c the specific heat capacity of tissue, T the tissue 

temperature, W the blood perfusion rate, 
𝑏𝑙

 the blood density, 𝑐𝑏𝑙 the specific heat capacity of 

blood,  𝑇𝑏𝑙 the supplying arterial blood temperature, k the tissue thermal conductivity, Q the heat 

generated by human metabolism, and SAR the specific absorption rate, which is a measure of the 

rate at which energy is absorbed per unit mass by the human body when it is exposed to EM fields. 

Using the above model and an anatomical model, the time profiles of temperature and SAR 

can be simulated. This type of simulation is often performed when the effect of MRI exams on 

patients is tested, as published in [75] (Figure 3.2.18). As shown in (3.2.5.2), the maximum 

temperature varies with the perfusion rate and starting temperature. In general, the precise 

prediction of local temperature change is challenging and beyond the scope of this study. Based 

on the International Electrotechnical Commission (IEC) standards, the coil temperature should not 

cause the core body temperature to rise higher than 38°C and the local heart blood temperature to 



 

 

65 

exceed 40°C. In addition, the specific absorption rate of the magnetic field (SAR) is limited to 20 

W/kg in the local heart area and 4 W/kg in the whole body (Figure 3.2.14). 

 

 

Figure 3.2.18.Simulated temperature compared to IEC temperature limit (left) and simulated 

magnetic radiation (SAR) compared to IEC magnetic radiation limit (right) [75]. 

 

For the proposed system, we consider local SAR = 20 W/kg as the constraint for the 

transmitter. The local SAR is determined over the mass of 10 g [77]. As discussed below, the 

custom-made transmitter coil for the proposed system meets the target specifications without 

violating any restrictions set by the IEC. Specifically, the parameters for the proposed Tx are: R = 

25 , I = 80 mA, and P = 0.16W. For the mass of 10g, the SAR = 16W/kg. 

3.2.6 Transmitter Coil Winding 

Next, the winding of the transmitter coil is discussed. Figure 3.2.19 below shows the 

winding apparatus.  
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Figure 3.2.19. Coil winding apparatus. 

 

The copper wire spool supplies 44 AWG wire that winds around the plastic core. The small 

plastic core was attached to a 1 cm3 cube, made of the same resin material (Figure 3.2.20). This 

cube allows the core to be attached to a motor shaft, so the copper wire could be wound around 

the core. The motor was programmed to spin around 513 revolutions. Afterwards, the coil along 

with the cube was taken off the motor attachment. The coil was cut from the cube base, and the 

transmitter coil was ready for use. Figure 3.2.20 below shows coil fixtures used. 

 

 

Figure 3.2.20. Coil being wound (left), coil winding completed (middle), version 1 transmitter coil 

(right). 

3.2.7 Transmitter Coil Specifications  

The inductance, along with the resistance of the coil, is measured using an LCR meter. 

Table 3.2.4 below shows both the 3-layer and 4-layer coil designs. Multiple versions of the 3-layer 

design of the transmitter coil were made. For the first version, the coil was wound using the 

apparatus shown above, without a microscope. However, the resulting coil had uneven windings, 
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depicted in Figure 3.2.20 (right). Thus, a second version was made, using a microscope to ensure 

that all coil turns had equal spacing and no overlapping windings between layers. A final version 

was made with exactly 3 layers (470 turns). 

Table 3.2.4. Comparison of designed coils (no external connections). 

Coil 
Length 
(mm) 

Outer 

 Diameter 

(mm) 

Inner  

Diameter 

(mm) 

Number 
of Turns 

Number 
of Layers 

Wire 
AWG 

Inductance 
(mH) 

Core 
ESR  

() 

Measured Q 
at 32kHz 

3 Layer 

(Ideal) 
10 1.5 1.2 513 3 n/a 0.0424 Plastic 17.36 n/a 

4 Layer 

(Ideal) 
10 1.5 1.035 684 4 n/a 0.0636 Plastic 22.23 n/a 

3 Layer 

(version 1) 
10 1.5 1.2 513 4.2 44 0.0294 Plastic 17.66 0.321 

3 Layer 

(version 2) 
10 1.5 1.2 513 3.4 44 0.04352 Plastic 21.68 0.404 

3 layer 

(final 

version) 

10 1.5 1.2 470 3 44 0.0402 Plastic 20.78 0.406 

 

The second version coil inductance is shown below in Figure 3.2.21. 

 

     

Figure 3.2.21. Transmitter coil version 2 (left) and final version (right). 

 

This transmitter coil is driven by an LC tank circuit. The capacitor, along with the driving 

circuit, is placed in a reference location approximately 1 m away from the patient. The driving 

circuit PCB’s form factor is too large (cm sized) and cannot be placed on or near the catheter. Thus, 

a cable is required to connect the transmitter driver and the transmitter coil itself. The cable length 

required is at least 1 m, and the long cable’s parasitic resistance and inductance must also be 

considered, along with secondary magnetic field induced by the cable. 

Since this cable carries mA level current for the transmitter coil, it is a key for the wires to 

be wound in twisted pair formation to reduce the electromagnetic induction between the two wires 

connecting the transmitter coil. The twisted pairs for versions 1 and 2 are made using 26 and 30 

AWG, respectively, enameled copper wire hand twisted. Figure 3.2.22 below shows the twisted 

pair wires used for version 2. 
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Figure 3.2.22. 30AWG twisted pair wire version 2. 

 

A final version was created by a professional medical company involved in the larger 

sponsored project on heart shape mapping. This coil is made using the same specifications from 

the version 2 design, with commercially available 30 AWG twisted pair wire. This coil is attached 

onto the catheter tip, illustrated in Figure 3.2.23. 

 

 

Figure 3.2.23. Transmitter coil (final version) attached to catheter tip. 

 

Table 3.2.5 below shows the specifications of the cable connecting the driver and coil along 

with the coil specifications when the parasitic resistance and inductance are factored in. 

 

Table 3.2.5. Comparison of designed coils (with twisted pair wire). 

Coil 
Twisted Pair 
Length (cm) 

Twisted Pair 
AWG 

Wire Type 
Total Inductance 

(mH) 

Total ESR 

() 

Measured Q 
at 32kHz 

3 Layer (version 1) 50 26 Enameled Copper 0.02978 18.14 0.332 

3 Layer (version 2) 120 30 Enameled Copper 0.04308 22.78 0.380 

3 Layer (final 
version) 

140 30 

Copper, Insulated 

Commercially 

Twisted 

0.06099 26.36 0.465 
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In conclusion, for this system, a tiny air-core coil allows for easy integration on the tip of 

a medical catheter and can generate B-field strong enough to be measurable by magnetic sensors 

placed 10 to 50 cm away from the transmitter. 

 

3.2.8 Transmitter Driver Design 

The following sections describe the driving circuit. First, the LC loop is discussed. The 

transmitter coil is driven using an LC loop. The LC loop consists of a transmitter coil and a tuning 

capacitor. The tuning capacitor’s capacitance is set based on the operating frequency (f ) of 32 kHz. 

The capacitance can be obtained by the equation below:  

 𝑓 =
1

2𝜋√𝐿𝐶
 (3.2.8.1) 

For the final version coil, the capacitance used is 660 nF. 

Next, we describe the driver circuit design constraints. The transmitter driver is optimized 

to maximize the magnetic field strength generated by the coil at the 32 kHz frequency, while 

minimizing total harmonic distortion (THD) and various noises, such as flicker noise, resistor noise, 

and phase noise. As discussed in the coil design, the small coil generates copious amounts of heat. 

To meet the target heat specifications based on the calculations from the Pennes bioheat equation, 

noise and distortion must be kept at a minimum to maximize the total power delivered to the 32 

kHz target magnetic field. 

Two main architectures were carefully assessed for the proposed system. An H-bridge 

driver and an op-amp driver. The first iteration investigated an H-bridge driver. In an H-bridge 

driver, the power required is significantly lower than that of an op-amp driver. However, through 

preliminary tests, the frequency response of the inductor current is significantly distorted with 

harmonics and other frequency components not at the main tone. This is because an H-bridge 

driver uses a pulse width modulated (PWM) wave, which translates to a square wave. The 

proposed system uses an air core inductor, which has low Q. This low Q causes a wide passband, 

resulting in the input square wave harmonics to propagate to the inductor current [78]. As a result, 

this driver was not selected due to its inefficiency. An op-amp driver requires significantly more 

power than an H-bridge driver but has the benefit of minimal distortion because the AC input is 
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not a square wave. However, minimal distortion can only be realized with a clean AC sinusoidal 

input. In the discussion of H-bridge driver design below, we will describe the drawbacks of such 

a design encountered in the research process. 

Transmitter Driver (H-Bridge) Simulation and Evaluation 

An H-bridge driver consists of four transistors with a common application of driving 

brushed DC motors [79]. The transistors act as a switch changing the polarity of the drive direction. 

A pulse width modulation (PWM) signal can change the power delivered to the motor, where 

smaller percentage duty cycle leads to less power, and a higher percentage duty cycle leads to more 

power. 

Although most published applications of H-bridge drivers are for motors, an H-bridge can 

be used to drive other types of inductive loads, such as the transmitter coil for this application. 

This section investigates the advantages and disadvantages of an H-bridge driver for the transmitter 

coil. 

 

 

Figure 3.2.24. Possible transmitter system with an H-bridge driver. 

 

Minimal changes are required when an H-bridge is designed for the inductor coil instead 

of a motor (Figure 3.2.24). For the switching circuit, this H-bridge consists of 4 switches including 

2 pairs of single pole double throw switches (SPDTs). Two SPDTs allow for synchronous control, 
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and the switch selected is a commercially available integrated circuit (IC) ADG884, which has the 

additional break before making switching property [80]. This property prevents both pairs of 

SPDTs from being closed at one time, which prevents momentary connection of all 4 switches, as 

shown in Figure 3.2.25 below. 

 

 

Figure 3.2.25. Break before make allows for shorting prevention [81].  

 

The four switches are controlled by a microcontroller PWM signal at the operating 

frequency of 32 kHz. Figure 3.2.24 shows the implementation of an H-bridge driver. The inductive 

load will have a tuning capacitor in parallel. This tuning capacitor allows charge to flow back and 

forth between the plates of the tuning capacitor and the transmitter coil [82], which enables the 

circuit to oscillate at the operating frequency and the transmitter coil to generate AC magnetic field. 

In addition to the tank circuit, a voltage sensing feedback circuit is used to regulate the current of 

the inductor. This is created using 3 resistors, dividing the voltage to be recorded using 

microcontroller ADC. From there, the duty cycle of the PWM can be adjusted based on the 

inductor current magnitude. Figure 3.2.26 shows the driver design. 
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Figure 3.2.26. H-bridge driver design with voltage sensing feedback circuit. 

 

To evaluate the H-bridge drive implementation, it is imperative to analyze the noise sources 

in the circuit. There are several possible noise sources. The first possible noise source is PWM 

phase noise. The noise is in-band at the carrier frequency of 32 kHz. This phase noise (jitter) is a 

key here since it affects the pulse width of the PWM. Changing the pulse width directly affects the 

transmitter coil’s current, which in turn affects the strength of the generated magnetic field.  

Also, if the transmitter coil’s power is increased, the generated noise increases. Hence, it 

is imperative to keep this noise in mind. Amplitude noise can be ignored because the PWM is a 

control signal (either logic 1 or logic 0), so the slight changes in voltage level will not affect the 

current in the transmitter coil. Figure 3.2.27 below summarizes the possible noises seen in this 

system, where the red signal is the noiseless 32 kHz inductor current, and the gray signal depicts 

all the noise sources. 



 

 

73 

 

Figure 3.2.27. Hypothetical frequency domain curve of noise sources (gray) relative to 

transmitter coil inductor current (red). 

 

Next, the resistor and channel noise sources are examined. There are many resistors in the 

circuit, including switching regulator internal resistance, SPDT on resistance, and coil resistance 

noise.  Since the switching regulator and SPDT on resistances are < 1 Ω, these resistors can be 

ignored in the noise analysis. This also means that the switch flicker (1/f ) noise can be ignored 

due to Rswitch << Rcoil. Tests are needed to confirm whether the flicker noise is negligible. Based on 

both time domain and frequency domain plots at low frequencies, a conclusion can be made on if 

this hypothesis is true. Figure 3.2.28 below illustrates flicker noise waveform. 

 

Figure 3.2.28. Flicker noise waveform pattern relative to white noise. 

 

If the flicker noise is negligible, then only the coil resistor noise needs to be analyzed. This 

noise source is shaped by the LC resonator, which means that the noise center frequency depends 

on the LC tuning frequency, not the PWM control (i.e., operating) frequency. 

With a general overview of the possible noise sources in the transmitter H-bridge driver 

circuit implementation, it is imperative to select the proper circuit parts and optimize the design. 
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A couple of methods are used to lower the effect of the PWM phase noise. One is the use of a low 

noise crystal. Instead of generating PWM using an internal microcontroller crystal, an external 

crystal is used. A digital low pass filter and feedback with hysteresis is implemented. As noted 

above, the H-bridge SPDTs are implemented using commercially available single pole double 

throw switches in a single integrated circuit (IC) package (ADG884). Figure 3.2.29 below shows 

the schematic of this series LC loop. The driver is powered with three different voltages: 5 V, 3 V, 

2.2 V. The first is through USB, and the latter 2 are generated using switching regulators. Two 22 

F capacitors are used at each of the switching regulator output to mitigate the noise. The 3 V is 

used for the voltage sensing feedback for the PWM duty cycle control (not shown in schematic). 

The 5 V is used for the SPDT VDD line. The 2.2 V is the analog VDD of the coil. The original 5 V 

analog VDD design described above for the hand calculations in Table 3.2.3 was not used because 

the coil RMS current exceeds 150 mA, which means that the coil operating temperature will not 

be below the threshold determined by the bioheat equation.   Thus, the VDD selected was 2.2 V, 

which results in a 70 mA RMS current. This current is satisfactory for the initial test of tracking 

the catheter in a 20 cm distance. 

  

Figure 3.2.29. Transmitter driver LC loop (final version coil). 
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The voltage and current across the inductor (L1 in schematic) are determined in simulation. 

Figure 3.2.30 and Table 3.2.6 below show the simulation result for the tested circuit.  

 

  

Figure 3.2.30. Simulation results: blue line: voltage across inductor and green line: current 

through inductor. 

 

Table 3.2.6. RMS current and power of coil at 32kHz for various operating voltages. 

  
RMS Voltage Across 

Inductor (V) 

RMS Current Across 

Inductor (mA) 
RMS Power (mW) 

Simulated 2.52 71.10 179.36 

Measured 2.45 69.16 169.69 

 

In addition, a Fourier Analysis was performed to evaluate the power of the fundamental 

tone and the efficiency of the transmitter driver. As seen in Figures 3.2.31, there is significant odd 

harmonic distortion. Although the difference between the 1st and 2nd order harmonics is greater 

than 100 dB, the difference between the 1st and 3rd order harmonics is less than 15 dB, which 

means a large amount of power wasted on the 3rd tone and other higher order odd harmonics. For 

the proof of concept stage of the tracking system, this H-bridge driver architecture is used in the 

tracking system, but in the final implementation, an alternative design has to be considered to 

lower the effect of total harmonic distortion (THD). This alternative design is the op-amp driver 

discussed in the introduction of the driver section. 
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Figure 3.2.31. Frequency domain simulation results of current across inductor. 

 

The circuit shown above, along with the switching regulators and feedback voltage sensing 

resistors, is fabricated on a PCB shown below in Figure 3.2.32. 

 

 

 

Figure 3.2.32. PCB for H-bridge transmitter driver. 

 



 

 

77 

The transmitter coil designed is attached to the twisted-pair cable which is in turn 

connected to the driver on the PCB (Figure 3.2.32). With the driver powered on, the coil power 

specifications are recorded by measuring the voltage across the coil to verify its function using the 

simulation results obtained earlier. Figure 3.2.33 below shows the voltage across the transmitter 

coil in time domain. 

  

Figure 3.2.33. Measured voltage across the transmitter coil. 

 

Table 3.2.7 below compares the powers of the simulated and measured systems. The 

measured voltage and current are roughly similar to the simulation results, where the RMS power 

of the coil is 170 mW. 

 

Table 3.2.7. RMS current and power of final version transmitter coil 32kHz.  

  
RMS Voltage Across 

Inductor (V) 

RMS Current Across 

Inductor (mA) 
RMS Power (mW) 

Simulated 2.52 71.10 179.36 

Measured 2.45 69.16 169.69 

 



 

 

78 

The frequency domain plot of the voltage across the inductor is shown below. The effects 

of higher order harmonics, along with noise, are analyzed for the actual coil. 

 

 

Figure 3.2.34. Frequency domain plot of voltage across the transmitter coil. 

 

As in Figure 3.2.34 above, very similar harmonic distortions can be seen in the actual 

measured voltage across the transmitter coil. The main tone is at 32 kHz with 2nd harmonic at 64 

kHz and 3rd harmonic at 96 kHz. The difference between the 1st and 3rd harmonics is on the order 

of 10 dB, which corresponds to what is determined from the simulation result (Table 3.2.8). Other 

higher order harmonics show similar results, and thus these harmonics are not negligible and need 

to be factored in future analysis. 
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Table 3.2.8. Comparison of simulated and measured harmonic tones. 

Data Type 
Fundamental 

Tone (dB) 

2nd 

Harmonic 

(dB) 

3rd 

Harmonic 

(dB) 

Difference between 

1st and 2nd 

Harmonics 

Difference between 

1st and 3rd 

Harmonics 

Simulated 

Inductor Current 
−19.64 −125.25 −33.15 105.61 13.51 

Simulated 

Inductor Voltage 
9.56 −92.27 −0.046 101.83 9.61 

Measured 

Inductor Voltage 
8.91 −44.87 −1.54 53.78 10.45 

 

To evaluate the noise in the transmitter circuit, an FFT is run on the node between the 

inductor (coil) and the tuning capacitor. Through the FFT results, we can test the above stated 

hypothesis that flicker noise and other nondominant low frequency noise sources are negligible. 

Figure 3.2.35 below shows the frequency domain plot of the voltage at the LC node of the circuit. 

This frequency domain plot was obtained on oscilloscope to maximize window length and obtain 

more precise frequency plot. A zoom in of the first and second harmonics is shown to check the 

mixing frequencies. There are a lot of mixing frequencies, hence a lot of side lobes. Define Δf as 

the change in frequency between mixing frequency components. All higher order harmonics (e.g., 

3rd, 4th, 5th, etc.) exhibit the same mixing frequencies, along with the same Δf. As mentioned in the 

transmitter driver introduction, the large magnitude of higher order harmonics and mixing is due 

to the low quality factor (Q) of the coil having a wide passband and a noisy PWM signal (with 

high order harmonics) which introduces significant distortion to the AC current in the inductor. 
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Figure 3.2.35. Frequency domain plot of voltage at LC node and mixing frequencies for 1st and 

2nd order harmonics. 

 

From these results, it can be concluded that the H-bridge driver produces large higher order 

harmonic signals in addition to the main tone. This driver was used in the early testing stages and 

proof of concept verification for the heart shape mapping system. However, for the final 

implementation, an alternate transmitter driving circuit design is proposed as discussed below.  

Transmitter Driving Circuit (Op-Amp Based Driver) and Coil Connection 

This section describes the evaluation of the second transmitter driver design for the 

proposed system. The transmitter is powered using a custom-built LC tank driving circuit. This 

circuit is required to drive the inductor coil at the operating frequency of 32 kHz with minimal 

noise and distortion so that the transmitted magnetic field is maximized subject to the heat 

constraints of the Pennes bioheat equation. Minimizing the noise and distortion allows for less heat 

dissipation. 
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The methods to reduce noise and distortion are discussed first. It is necessary to optimize 

the AC control signal to minimize noise and improve stability, because noise in the control signal 

can propagate to the current across the transmitter coil resulting in a noisy magnetic field. This 

will be done through an active feedback sensing system. Figure 3.2.36 below is the proposed 

transmitter system diagram. 

 

 

Figure 3.2.36. Transmitter system diagram. 

 

The analysis from the H-bridge driver has shown that the low quality factor (Q) of an air 

core transmitter coil results in a wide passband causing harmonics from the PWM control signal 

propagating to the inductor current, which leads to a distorted B-field signal. A new current driver 

circuit which reduces harmonics along with frequency mixing is considered. For this we look to 

an op-amp driver.  

The op-amp driver amplifies an AC input signal with a clean DC battery power source to 

provide current. The op-amp design has the function of high current amplification along with low 

total harmonic distortion (THD). The current across the inductor is sensed using a clamping and 

voltage dividing circuit, and a firmware feedback sensing and control adjusts the AC control signal 

(Figure 3.2.37). 
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Figure 3.2.37. Block diagram of the transmitter system. 

 

Other design features optimizing the driver include shielding the twisted pair wire with 

mu-metal to reduce the parasitic magnetic field generated by the high current wire. 

3.2.9 AC Input Signal Generation and Feedback 

32 kHz AC input signal generation is discussed in this section. The input signal is generated 

using a microcontroller programmable signal. For this, either a digital to analog converter (DAC) 

or a pulse-width modulated (PWM) signal can be utilized. For the proposed system, a DAC is used 

instead of a PWM signal because of the higher resolution and low power of high order harmonics 

of DAC. A 12-bit DAC signal is generated at a sampling rate of 2.4 MSPS. Oversampling the 

DAC causes the quantization noise to be moved away from the 32 kHz signal band, which results 

in noise shaping. 

A test was performed to compare the frequency responses of a DAC signal with a PWM 

signal, using the same temperature compensated low phase noise crystal (TCXO) as a clock source 

for the microcontroller. From the experiment, we can observe from Figure 3.2.38 the reduction of 

sideband noise when it is changed from the PWM signal (blue curve) to the DAC signal (red curve). 

This is crucial as this sideband noise would appear in all harmonic components resulting in the 
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frequency mixing behavior observed in the earlier magnetic field produced by the H-bridge driver 

transmitter. 

 

Figure 3.2.38. Comparison of STM32F4 PWM (blue) and DAC (red). 
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We now examine the feedback system. The goal is to further reduce the phase noise. The 

functionality of the DAC in relation to the transmitter (Tx) driver is shown in Figure 3.2.39. The 

DAC signal is generated based on the amplitude and phase measured from the transmitter coil. 

This measurement is done through an ADC. Afterwards, post-processing is performed on the 

sensed signal, and a digital comparator algorithm is used to obtain the phase of the transmitter 

signal in relation to the reference 32 kHz signal generated by the crystal on the microcontroller 

STM32F4 board. This forms a phase locking system, which syncs up the DAC signal to the 

reference. A temperature compensated low phase noise crystal (TCXO) along with the phase 

locking system allows for a low-noise clean AC control signal which leads to a transmitter 

magnetic field with minimal noise. 

 

 

Figure 3.2.39. Phase and amplitude-controlled DAC with Tx driver. 

 

Next, the op-amp driver is designed. The overall schematic of the op-amp driver is shown 

in Figure 3.2.39. The op amp is powered by single supply with a 5 V DC battery source boosted 

to 12 V. The boosting is performed using a switching regulator, which allows for a clean high 

current power source, with minimum ripple. 

For the LC tank configuration, the LC can be designed either in series or parallel with each 

other. For the proposed system, a series LC is implemented. Hand calculations below show why 

this formation is preferrable. First, the AC inductor current relative to the op-amp current is 

calculated. The goal is to select the formation with the most efficient conversion from the op-amp 

current to the AC inductor current. A higher op-amp current results in larger op-amp output THD. 
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For a parallel LC, the inductor current (𝐼𝐿) is about Q times of the op-amp output current (𝐼𝑂𝑃−𝐴𝑀𝑃), 

as shown in the equation below: 

 

 

𝐼𝐿 = (

1
𝑗𝜔𝐶𝑡𝑜𝑡𝑎𝑙

1
𝑗𝜔𝐶𝑡𝑜𝑡𝑎𝑙

+ 𝑅 + 𝑗𝜔𝐿
) 𝐼𝑂𝑃−𝐴𝑀𝑃  

= (
1

1 − 𝜔2𝐿𝐶𝑡𝑜𝑡𝑎𝑙 + 𝑗𝜔𝑅𝐶𝑡𝑜𝑡𝑎𝑙
) 𝐼𝑂𝑃−𝐴𝑀𝑃  

1

𝑗𝜔𝑅𝐶𝑡𝑜𝑡𝑎𝑙
𝐼𝑂𝑃−𝐴𝑀𝑃

𝑄

𝑗
𝐼𝑂𝑃−𝐴𝑀𝑃 

(3.2.9.1) 

 

In series LC, the inductor current is almost the same as the op-amp output current.  

 𝐼𝐿 ≈ 𝐼𝑂𝑃−𝐴𝑀𝑃 (3.2.9.2) 

The transmitter coil has a Q value of 0.4. Thus, if the parallel formation were used, about 60% of 

the op-amp output current would be wasted to the capacitor in parallel formation, as the current 

had to split between the inductor branch and capacitor branch. In the series formation, no op-amp 

output current is wasted because there is only one current path at the output. The above analysis 

was verified by simulations (Figure 3.2.40–3.2.42). 

Another issue with the parallel configuration is that the terminal of the inductor not 

connected to the op-amp output has to be biased to the output DC voltage of the op amp. In contrast, 

the bottom of the inductor in series can be connected to a ground terminal. This is because in the 

series configuration, there is only one current branch at the op-amp output, and when the capacitor 

is attached to the output of the op amp, it blocks the DC output current from flowing across the 

inductor to ground. Hence, in the series configuration, the output does not need a DC bias circuit, 

and the op amp auto-biases the output. 

Finally, the frequency response behavior is analyzed. This is done by running a simple 

LTSPICE simulation with values based on the transmitter coil used in the H-bridge design (Figure 

3.2.40). V1 and V2 simulate AC voltage at the output of the op amp. A 20 pF capacitor is added 

based on the self-capacitance formula of the coil. Because the skin and proximity effects have been 

shown to be minimal for the coil design, the formula for a single layer coil is used for simplicity. 

 𝐶𝑠 =
2𝜋𝑑𝑚

cosh−1 𝑝/𝑑
= 20 pF (3.2.9.3) 
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Figure 3.2.40. Simulation schematic of parallel LC (left) and series LC (right). 

 

The magnitude Bode plot is obtained from an AC sweep simulation, and the inductor 

current behaviors for the parallel I(L1) and series I(L2) are plotted in Figure 3.2.41. In addition, a 

transient simulation is performed to confirm the inductor current to op-amp current efficiency hand 

calculations. 

 

 

Figure 3.2.41. Simulation Bode plot of transmitter inductor current for parallel LC I(L1) and 

series LC I(L2) driver circuits. 
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Figure 3.2.42. Simulation transient plot of op-amp and inductor currents for parallel LC (I(V1) 

and I(L1)) and series LC (I(V2) and I(L2)) driver circuits. 

 

The transient simulation confirms our results from hand calculations. Both formations are 

simulated with the same AC voltage source, which mimics the op-amp output AC voltage. This 

results in the same inductor current I(L1) = I(L2). The currents drawn from the op-amp output 

I(V1) and I(V2) are examined. Thus, the required op-amp output current for parallel I(V1) is 40% 

larger than that of series I(V2), and we can see that I(V2) ≈ I(L2) in Figure 3.2.42. From the Bode 

plot (Figure 3.2.41), the frequency response for the parallel formation is lowpass for inductor 

current I(L1), and the frequency response for the series formation is bandpass for inductor current 

I(L2). The bandpass response of the series formation is because the inductor current is shared with 

the capacitor in the same branch, which allows for both low frequency and high frequency 

rejections, optimizing the current for the transmitter at the 32 kHz operating frequency. From the 

above analysis, a series LC configuration is selected for the transmitter driver. 

Finally, the closed loop gain architecture and sensing circuit are considered. The inverting 

amplifier formation is selected. Although the inverting amplifier has poor input impedance because 

of the resistance connected at the input, the non-inverting amplifier has more significant drawbacks, 

resulting in increased noise and distortion. This is due to the non-inverting formation having no 

virtual ground, resulting in poor common mode anti-interference [83].  

A voltage sensing circuit is used to measure the voltage across the Tx coil, which is 

converted into current to determine the coil B-field strength. This circuit is passive and must have 
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minimal interference with the Tx inductor current, while still being able to extract the coil current 

magnitude. First, the signal must be attenuated (from 6 Vp-p down to 2.5 Vp-p) so that it can fit 

within the ADC voltage sampling range (0 to 3 V max range) of the microcontroller. This 

attenuation is performed in a tandem circuit consisting of a resistor divider and a clamping circuit. 

The resistor divider lowers the voltage amplitude to meet the ADC range and resolution 

specifications, and the clamping circuit removes the negative cycle of the wave since ADC cannot 

measure negative voltage. In addition, a second switching regulator is added as part of the 

clamping circuit to offset the negative voltage shift due to the forward biasing of the clamping 

circuit diode. 

The op-amp driver schematic is illustrated in Figure 3.2.43. A 12 V DC source is used (in 

implementation, a 5 V battery boosted to 12 V using a switching regulator). A 1 pF self-capacitance 

of the inductor is assumed for this simulation. In addition, a resistor divider network is used for 

op-amp biasing. The op amp is in inverting formation, meaning that the gain is R2/R1 = –2. Thus, 

with an input of 3 Vp-p the output has an amplitude of 6 Vp-p. The voltage sensing circuit is 

composed of a resistor divider (R3, R4) and a clamping circuit (R5 and diode). The resistor divider 

consists of a 1 MΩ and a 750 kΩ resistors, which is used to divide the Tx coil voltage because the 

peak to peak amplitude of the coil voltage exceeds the maximum ADC input voltage. As noted 

above, a clamping circuit is used to remove the negative half of the AC signal to fit ADC of the 

microcontroller to measure the Tx power. A switching regulator is used to generate 0.7 V DC Vbias 

to DC shift the AC signal. 

 

 

Figure 3.2.43. Schematic of op-amp based transmitter driver with sensing circuit (left) and 

LTSPICE simulation (right). 
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The complete op-amp driver and voltage sensing circuit is simulated in LTSPICE. Time 

domain and frequency domain simulations are performed on the inductor current I(L1). Figure 

3.2.44 shows the time domain simulation results of the op-amp output voltage V(vout) and the 

current across the inductor I(L1). The V(vout) curve shows that the op amp is capable of driving 

the series LC with a 6 Vp-p swing based on the design parameters. However, the most important 

result is the shape of the I(L1) curve, since it directly impacts the transmitting magnetic field. The 

AC current across the transmitter coil is 240 mAp-p, which is within the maximum current 

determined from the Pennes bioheat equation. According to the frequency domain plot in Figure 

3.2.45, the simulated noise and distortion is minimal, where most of the power is successfully 

delivered to the main operating frequency (32 kHz). The highest harmonic component is the 3rd 

order with a 38.5 dB difference from the fundamental tone. This means that the simulated current 

that contributes to distortion is 80 times smaller than the fundamental tone. 

 

 

 

Figure 3.2.44. Time domain simulation results of op-amp based transmitter driver. 
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Figure 3.2.45. Frequency domain simulation results of op-amp based transmitter driver. 

 

In the next step, this op-amp driver, along with the feedback sensing circuit and transmitter 

coil connection using the twisted pair wire, is tested. Time domain results are obtained using an 

oscilloscope measuring the voltage at the op-amp output and the voltage across the inductor, which 

are then converted to current through Ohm’s law to compare with the simulation results. The 

experimental results show very similar op-amp peak to peak voltage and voltage across inductor 

of 6 Vp-p (Figure 3.2.46). Convert this to current results in the same 240 mAp-p. In addition, through 

a fast Fourier transform, the frequency response of the measured inductor voltage is determined. 

Compared to the simulation results, the 2nd order harmonic is more prevalent. However, even with 

a noticeable 2nd order harmonic component, the 3rd order harmonic has a significantly smaller 

magnitude with a 53.5 dB difference between 3rd order and main tone. The 2nd order component is 

in a 40.8 dB difference between 3rd order and the main tone. Here we assume that the magnitudes 

of inductor current and voltage frequency response can be converted based on the DC+AC 

resistance of the coil. From Figure 3.2.47, the total harmonic distortion of the inductor voltage is 

approximately 110 times smaller than the fundamental tone, where the significant contribution of 

distortion comes from the 2nd and 3rd order harmonics. The above analysis verifies the functionality 

of the op-amp driver, along with its improvements compared to traditional LC tank circuits such 

as an H-bridge driver. 
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Figure 3.2.46. Time domain voltage of DAC signal (upper) and inductor voltage (lower). 

 

 

Figure 3.2.47. Fast Fourier transform (FFT) of DAC signal (upper) and inductor voltage (lower). 
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In addition, the reduction in higher order harmonics (peaks with frequencies of multiples 

of 32 kHz) allows for a higher operating current of 100 mA RMS than the 80 mA RMS current 

used in the preliminary H-bridge design because more power can be provided to the main tone of 

the signal. 

However, one significant drawback of the op-amp design is that it requires higher voltage 

and current from a power supply than traditional LC tank circuits, though the additional voltage 

and current (12 V and 500 mA, respectively) required are lower than that of most other magnetic 

positioning systems [84]. Even with this drawback, the measurement tests show that the transmitter 

coil frequency response is better than the H-bridge design. 

The power consistency of the Tx coil using the op-amp design is verified by extracting the 

RMS Tx coil voltage over time. This is shown in Figure 3.2.48. 

 

 

Figure 3.2.48. Transmitting coil RMS voltage over time. 

 

In this design, the target current is 100 mA RMS. With a DCR of approximately 25 Ω, this 

means that the RMS voltage needs to be at 2 V, which is confirmed in Figure 3.2.48. In addition, 

the maximum voltage deviation from the nominal voltage is 30 mV (0.07 percent change of the 

original power level), meaning that the B-field generated by the transmitter coil is stable.  
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In conclusion, despite the above-mentioned drawbacks of the op-amp design, both 

simulation and measurement results indicate that its noise and higher order harmonic magnitudes 

are significantly lower than those of the H-bridge driver described in the previous section. In the 

proposed tracking system, the op-amp driver with voltage sensing circuit and DAC control signal 

is used to transmit an AC B-field. 

3.2.10 Transmitter Integration into System Level 

This section describes the integration of the op-amp driver and voltage sensing circuit into 

the complete system with the sensing circuit. Figure 3.2.49 below shows the block diagram of the 

transmitter system, along with its connection to relevant hardware. 

 

 

Figure 3.2.49. Block diagram of complete system. 

 

 The transmitter driver along with the coil is shown by the two top left blocks. The system 

has 3 external connections. One connection is the power connection for the driver. The power for 



 

 

94 

the driver is a Klein Tools (KBT2) 13400 mAh battery providing 5 V DC through USB connection 

(Figure 3.2.50). This battery is selected because it can provide the current needed to boost up to 

12 V DC to operate op amp, as well as providing 100 mA RMS current to the coil.  

 

 

Figure 3.2.50. Transmitter driver with feedback sensing circuit (left), battery and coil twisted 

pair wire connected to transmitter driver (right). 

 

As stated earlier, the microcontroller DAC is programmed to generate a 3 Vp-p sinusoidal 

signal with a frequency of 32 kHz to make the Tx coil emanate B-field at 32 kHz. To check if the 

Tx coil’s power is consistent, the proposed feedback voltage sensing circuit is used. This feedback 

circuit senses the voltage across the transmitter coil and is read by the microcontroller ADC. The 

voltage values are processed, and the amplitude is computed. If the amplitude changes from its 

nominal value, the amplitude of the DAC signal is adjusted to increase/decrease the power of the 

transmitter coil. 

3.3 Sensing Coil Analysis 

In this section, details of the sensing coils in the proposed tracking system are discussed. 

The sensing coils are placed in the reference frame, and the coils measure the magnetic field 

generated by the transmitter attached to the diagnostic mapping catheter. The size, sensitivity, 

geometry, and positioning of the coils have a large impact on the measurement accuracy which in 

turn affects tracking algorithm performance and convergence rate. Thus, it is necessary to carefully 

examine each of the relevant parameters. 
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3.3.1 Selection of Sensing Coils 

The positioning algorithm (described below) requires solving for three position values (x, y, 

z) and three magnetic moment values (mx, my, mz) of the transmitter coil, and through these 

magnetic moment values, the azimuth and elevation orientation angles of the transmitting coil can 

be determined. For the six unknowns, we collect six B-filed measurements. 

As noted above in the literature review, most systems are under the type 1 design which uses 

multiple reference transmitters. Reversing a type 1 system to a type 2 system is undesirable. Most 

of these reference transmitting coils are bulky, and when they are used as sensing coils, magnetic 

uniformity assumption would be violated, which means that B-field magnitudes at specific points 

cannot be accurately captured.  

McGary [42] proposed an implementation of SQUID (superconducting quantum 

interference device) in a type 2 system. These magnetometers have extremely high sensitivity (at 

aT level) but require liquid nitrogen cooling to maintain superconductivity during measurements. 

This leads to substantially higher cost and difficult implementation as storage and handling of the 

cryogenic fluid must be carefully considered. In addition, according to [85], various unexpected 

and unexplained phenomena have been reported for these superconducting sensors. By analyzing 

the quantitative data obtained from the magnetometers, the authors conclude that superconducting 

devices may not function well enough to capture a magnetic dipole of constant magnitude. This 

implies that the magnetic uniformity assumption can fail, which results in incorrect and misleading 

results. Thus, despite the high sensitivity of these superconducting magnetometers, the 

shortcomings reported make it undesirable to be used in the proposed real-time tracking system, 

in which fast update rates are achieved via simple and fast post-processing algorithms. Complex 

compensation methods will lead to a slower tracking system. 

Uniaxial coils can be used as well. Six uniaxial sensing coils may be placed at different 

positions and orientations in the operating room to measure the transmitted magnetic field. 

However, placement of the six uniaxial coils needs to be optimized to minimize divergence of the 

positioning algorithm. To make the sensing system compact, triaxial sensing coils are considered. 

Two triaxial coils are used with six coils in total satisfying the need to solve for the six unknown 

position and orientation values. According to [86], triaxial sensing coils have the drawback of non-

ideal sensing behavior due to imperfections in coil winding which leads to orthogonality errors, 

such as mutual coupling among the 3 coils. In addition, the sensing coils will be of different sizes 
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and diameters, so that the difference in quality factor Q also needs additional consideration. For 

the proposed system, mutual coupling compensation and coil gain mismatch compensation are 

developed to address relevant sensing errors. 

These two triaxial coils are placed in reference locations in the operating room, and there is 

little restriction on size of the sensing coils. However, due to the magnetic uniformity assumption, 

large sensing coils are not preferrable. Many commercially available triaxial coils were tested and 

compared (Table 3.3.1). An air core coil made in the Professor Jung’s Analog Group Lab at Purdue 

University is used as a control. A ferrite core coil has higher sensitivity but with the drawback of 

reduced linearity and magnetic saturation limitations. While this was mentioned as a severe 

problem when designing the transmitter coil, for the sensing coil, the magnetic field is very weak 

in the tracking range, and a high sensitivity coil needs to be used. The following coils were tested:  

 3d-printed coil (Created in Jung’s Analog Group Lab) 15 mm diameter air core coil 

 Grupo Premo 10 mm diameter ferrite core coil (3dcc10 low and high inductances) 

 Grupo Premo 20 mm diameter ferrite core coil (3dcc20 low and high inductances) 

 Grupo Premo 15 mm diameter ferrite core flat coil (3dv15) 

Table 3.3.1. Comparison of triaxial sensing coils. 

 
L 

(mH) 

DCR 

(ohm) 

R 

(32kHz) 

QL 

(32kHz) 
Sense (mV) 

STD 

(mV) 

fself  

(kHz) 

Cpara 

(nF) 

Cext 

(nF) 

Fres 

(kHz) 

3d printed 

coil 

(Jung Lab) 

1.87 128.1 128.1 2.94 160.505 1.256 81.65 2 10 33.33 

1.92 129.9 129.9 2.97 42.13dB      

1.86 125.6 125.6 2.98 0.78%      

3dcc10 

 (Low Ind) 

0.59 23.7 21.31 5.44 116.536 1.024 500 0.17   

0.63 21.2 20.11 6.56 41.1232dB  500 0.16   

0.645 20.5 19.58 6.88 0.88%  500 0.16   

3dcc10 

 (High Ind) 

7.3 240 233 6.40 459.572 1.862 120 0.24 3.3 31.30 

8 240 225 7.04 47.8475dB  150 0.14 3.0 31.26 

8 240 219 7.04 0.41%  150 0.14 3.0 31.26 

3dcc20 

 (Low Ind) 

0.3 2.8 2.64 20.96 245.068 1.473 500 0.34   

0.295 2.8 2.5 22.88 44.4217dB  500 0.34   

0.3 2.6 2.47 24.16 0.60%  500 0.34   

3dcc20 
 (High Ind) 

1.11 5.4 6.17 40.16 484.692 2.01 250 0.37   

1.14 4.9 6.12 44.48 47.6454dB  250 0.36   

1.16 5.1 6.1 42.08 0.41%  250 0.35   

3DV15 

(Flat coil) 

6 104.91 109.8 11.33 173.807 1.468 250 0.07   

6 107.73 111.7 11.81 41.4668dB  250 0.07   

6.96 160.35 163.08 8.92 0.84%  600 0.01   

Note:  
 From spec sheet  Measured  Matlab simulation  Excel calculation  Experimental results 
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Each coil was tested and evaluated based on its mean and standard deviation of sensed 

voltage at a fixed position from a transmitting Helmholtz coil. From this, the SNR can be 

determined for the coil. The test results suggest that the best coil is the Grupo Premo 3DCC10 (Hi 

inductance) coil, which features three perpendicular coils housed in a cube structure with an outer 

diameter of 10 mm (Figure 3.3.1). It boasts high quality factor Q and high sensitivity for its size. 

Further tests show that orthogonality errors are minimal for these coils. Each of the three coils is 

oriented in X, Y, and Z directions, respectively. This allows for three unique directional B-field 

values to be recorded.  

 

 

Figure 3.3.1. 3DCC10 triaxial sensing coil (left) and PCB sensing LC circuit (right). 

 

Table 3.3.2 below shows the specifications of the coil standalone, without PCB connection. 

Table 3.3.2. 3DCC10 triaxial sensing coil specifications. 

Coil Type 
Coil 

Axis 

L 

(mH) 

Rdc max 

(ohms) 

Rmeasured 

@32kHz 

(ohms) 

QL 

(32kHz) 

Self Resonant 

Frequency 

(kHz) 

Cparasitic  

(nF) 

3DCC10 (Hi Ind) Z 7.3 240 233 6.40 120 0.24 

 Y 8 240 225 7.04 150 0.14 

 X 8 240 219 7.04 150 0.14 

 

3.3.2 Connection of Sensing Coils to Microcontroller 

Next, we discuss the connection of the sensing coils to the microcontroller. The triaxial 

sensing coils measure magnetic field from the tiny transmitter coil. Noise on the sensing side 
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directly impacts the precision (jitter) of the calculated position. Distortion on the sensing side 

directly impacts the accuracy of the calculated position. The heat constraint on the maximum 

amplitude of the transmitting field means that the noise and distortion is non-negligible for this 

system. 

To reduce noise, each of the three coils is connected to a tuning capacitor in parallel (on 

the PCB in Figure 3.3.1) which tunes the LC circuit to 32 kHz operating frequency. This boosts 

the SNR at the main tone frequency. Each of the coils is also connected through an SMA 

connection, which provides a shielded cable connection to an amplification circuit (Analog Front 

End) amplifying the magnetic field measured by the sensing coils. The amplification circuit must 

satisfy a large dynamic range because the near field magnetic field strength is within the range of 

10-10 T to 10-7 T (assuming free air permeability). 

Table 3.3.3 below shows the actual coil specifications of the two triaxial coils used in 

testing, with the PCB and SMA connector attached, along with the tuning capacitor value. 

 

Table 3.3.3. Triaxial sensing coil specifications with PCB and SMA connector attached. 

Triaxial Rx 1 Inductance (mH) Resistance (Ω) Q (32kHz) Tuning Capacitance (nF) 

Z 7.63 256.8 6.22 3.29 

X 8.4 238.6 7.37 3.01 

Y 8.16 238.9 7.20 3.06 
     

Triaxial Rx 2 Inductance (mH) Resistance (Ω) Q (32kHz) Tuning Capacitance (nF) 

Z 7.69 262.1 6.15 3.25 

X 8.41 235.1 7.47 3.02 

Y 8.15 238.6 7.10 3.05 

 

Each of the signals measured is weak and needs to be amplified. 6 SMA coaxial cables are 

used to connect the 6 coils to amplifiers. The coaxial cables are shielded and provide a clean way 

to get the measured signal to amplifiers.  

3.3.3 Sensing Coil Resistor Noise Analysis 

The dominant noise of the sensing coil is the coil wire resistance. The white resistor noise 

(vn,R) is shaped by the Rx LC resonator and boosted by Q at the resonant frequency. If Vin,emf   is 

the total received voltage seen at the input to the op amp, and Vin,noise is the total input noise due to 
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the coil resistance, two equations can be written for these two different voltages in (3.3.3.1) and 

(3.3.3.2) (Figure 3.3.2). 

             

Figure 3.3.2. Sensing coil resistor noise (vn,R) in relation to measured signal (vemf). 

 

 𝑣𝑖𝑛,𝑛𝑜𝑖𝑠𝑒 = (

1
𝑗𝜔𝐶

𝑅 + 𝑗𝜔𝐿 +
1

𝑗𝜔𝐶

)√4𝑘𝑇𝑅 = (
1

1 − 𝜔2𝐿𝐶 + 𝑗𝜔𝑅𝐶
)√4𝑘𝑇𝑅 (3.3.3.1) 

 

 𝑣𝑖𝑛,𝑒𝑚𝑓 = (

1
𝑗𝜔𝐶

𝑅 + 𝑗𝜔𝐿 +
1

𝑗𝜔𝐶

)𝑣𝑒𝑚𝑓 = (
1

1 − 𝜔2𝐿𝐶 + 𝑗𝜔𝑅𝐶
)𝑣𝑒𝑚𝑓 (3.3.3.2) 

 

It is important to note that the received signal voltage (Vin, emf) has a strong dependence on 

the LC tuned frequency. This means that if the LC operating frequency deviates from the tuned 

frequency, the main tone signal will be significantly weaker, but the noise will still have roughly 

the same magnitude, resulting in a poor SNR. Note that the SNR depends on tracking distance, 

meaning that a poor base SNR results in a lower tracking range, making the system incapable for 

the applied heart mapping system. The SNR value, which defines the threshold at which the 

tracking system fails, is called critical SNR. This concept is illustrated in Figure 3.3.3.  
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Figure 3.3.3. Signal (red) and noise (blue) over distance. 

 

Thus, it is imperative to make sure that the receiver LC circuit is tuned exactly at the 

operating frequency of 32 kHz to ensure maximum SNR. For this design, since the sensing coil 

signal must be amplified using an op amp, the op-amp noise must be considered. The coil resistor 

noise is bigger than the op-amp noise around the operating signal frequency. This is because with 

a high Q coil, the received signal will be boosted, along with the coil resistance noise. However, 

the op-amp noise is not boosted by Q because the op amp comes after the LC circuit. As a result, 

a high Q receiver coil is necessary to ensure that the received signal is larger than the amplifier 

noise. This is illustrated in Figure 3.3.4. 

 

 

Figure 3.3.4. Effect of Q on resistor and amplifier noise. 

 

Even if a high Q receiver is selected, it may still be possible for the received signal 

magnitude to be below the amplifier noise floor. As a result, the received signal is undetectable. 
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3.3.4 Analog Front End (Amplifiers) 

The sensing signal magnitude range must be within the resolution of the microcontroller’s 

12-bit ADC. The ADC allows for a maximum 3 Vp-p. Based on the analysis of the Q of the sensing 

coils and the coil sensitivity of 50 mV/A/m, the measured sensing signal RMS voltage is on the 

order of 10 μV to 10 mV. To maximize the ADC range utilized, amplifiers are designed to have 

the proper gain and bandwidth. The target amplified RMS voltage should be between 10 mV and 

3 Vp-p. The challenge faced here is that the operating tracking range is less than 50 cm distance 

between Tx and Rx, which means that the magnetic field (B-field) follows the near-field 

characteristics. The decline in B-field strength over distance (r) follows 1/r3 or 1/r5 relationship. 

With a minimum tracking distance of 5 cm from Tx to Rx, this means that within the heart mapping 

area the amplifiers must be able to accept a range of 10-7
 to 10-10 B-field. The dynamic range 

required in voltage is by a factor of 103, while the target 12-bit resolution ADC dynamic range is 

only 10 mV to 3V which roughly translates to a factor of 103 measurement input range. Thus, the 

designed amplification system needs to allow a large input dynamic range. There are three 

common amplifier designs which maximize dynamic range: 

• Variable gain amplifier (VGA) 

• Programmable gain amplifier (PGA) 

• Multistage amplifier (Cascade) 

For the amplifier bandwidth we may take into consideration the following two designs: 

• Narrowband amplifier 

• Wideband amplifier 

Both VGA and PGA amplifiers are unsuitable for this application due to their shortcomings. 

For a feedback-based VGA design, the gain bandwidth is constant. As a result, a large gain will 

have very low bandwidth, which results in high sensitivity to process, voltage, and temperature 

(PVT) variations. An analog multiplier-based VGA has its gain linearity dependent on control 

voltage (linearity decreases inversely with respect to control voltage). This results in a low active 

gain range. Thus, most VGAs are undesirable due to PVT variations. Circuits to compensate such 

variations (especially temperature compensation circuits) are often complex and still have linearity 

error. 

Two of the most common PGA architectures are resistive and capacitive PGAs. For a 

resistive PGA, the closed loop formation suffers from an input stage distortion, and the common 
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mode is amplified as well, resulting in poor common mode rejection. A capacitive PGA, on the 

other hand, fixes the problems with the resistive PGA, but has problems with capacitor mismatch 

errors, resulting in gain deviation and distortion. Fixing such mismatch requires dynamic element 

matching (DEM) in microcontroller unit (MCU) DAC. This means that the MCU must be carefully 

designed to accurately control input and gain. 

For this system, a two-stage amplifier is designed to amplify the weak signals and 

accommodate a large dynamic range. A wideband amplification circuit is used for each stage to 

reduce the circuit’s sensitivity to PVT. In order to design correct gain stages, the effect of noise on 

multi-stage amplifiers is analyzed. 

Op-Amp Noise 

The analysis for the op-amp noise contribution assumes that the noise level is solely based 

on the input referred voltage and current noise [87]. This is commonly done when calculating the 

noise figure for op amps. Because of the multi-gain stage design, the input referred noise will be 

amplified after each stage. We consider an amplification design with only two stages. We start 

with the investigation of the input referred noise relative to the closed loop circuit design. 

In general, the input referred noise can be expressed as either superposition of the input 

signal and the noise or part of a closed loop, because a closed loop op amp has the same input 

referred noise voltage as the open-loop op amp, illustrated in Figure 3.3.5. 

 

   

Figure 3.3.5. Block diagram of amplifier transfer function showing input referred noise having 

same magnitude whether it is inside or outside the feedback loop. 

 

Thus, the two diagrams depicted above have the same transfer function: 

 𝑣𝑜𝑢𝑡 = (𝑣𝑖𝑛 + 𝑣𝑛)
𝐴1

1 + 𝛽𝐴1
 (3.3.4.1) 

where vn is the input referred noise of the open-loop circuit with the gain of A1.  
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Now, the gain stage magnitude and order are optimized based on the input referred noise. 

The two gain stages used for the proposed design are of 10 and 100, which satisfies the magnetic 

field dynamic range of triaxial sensors within the 50 cm range. Each gain stage is designed using 

the same closed loop circuit to minimize different SNRs between different gain stages. 

The effect of order of gain stages on the input noise seen at the output is analyzed below. 

The design is optimized with minimum amplification of the input referred noise. The second stage 

noise is examined in detail because this stage is used when tracking signal is very weak, where 

SNR is very low. The first stage noise analysis is not as significant because the first stage is used 

alone only when the second stage is saturated, i.e., the first stage alone will not be used when the 

signal is weak. Define input referred noise as vn,in. In the first stage, vn,in is multiplied by the closed 

loop gain. At the input of the second stage, the total noise seen is the sum of the input referred 

noise of the second stage input plus the output amplified noise from the first stage (added in power 

domain). This total noise is now multiplied by the gain of the second stage to get the total output 

noise. Figure 3.3.6 compares the two possible designs. 

 

 

 

Figure 3.3.6. Two possible gain stage designs. 

 

From this analysis, the design of a larger gain in the first stage with a smaller gain in the 

second has a lower output noise with a 4.94 vn,in reduction. This translates into nearly 5 times lower 

input referred noise at the second stage op-amp output. The noise behavior of the second stage is 

vital because most of the long-distance tracking involves weak signals, where only the second 

stage is used. Thus, the two-stage op amp is designed with a gain of 100 in the first stage and a 

gain of 10 in the second stage. The op-amp input referred noise is controlled by selecting a low-

noise op amp for the design to minimize the effect of op-amp noise on the measured sensing signal. 

The op amp used in this design is AD8692 by Analog Devices. It has an input referred noise of 

Closed Loop 

Gain = 100 

Closed Loop 

Gain = 10 
vn,in 

100vn,in + vn,in 

=√10001 vn,in 

1000.05vn,in 

Closed Loop 

Gain = 10 
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vn,in 

10vn,in + vn,in 

=√101 vn,in 

1004.99vn,in 
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6.5 nV/sqrt (Hz) at 10 kHz when operating with single supply at 3 V, which matches the input 

range of the ADC for this system. 

This two-stage dynamic range amplifier is simulated to verify its amplification and noise 

figure. Figure 3.3.7 below shows the circuit of this two-stage amplifier. The bandwidth is required 

so that the gain is maximized at 32 kHz, the frequency used for this system. As mentioned earlier, 

since the circuit architecture features wide bandwidth, slight mismatch in resistor and capacitor 

values will not cause the gain to change much. 

 

 

Figure 3.3.7. Two-stage amplifier. 

 

Figure 3.3.8 below shows a frequency sweep simulation plotting magnitude (dB) and phase 

(deg). Stage 1 curve is in green, and the curve for stages 1 and 2 combined is in blue. The results 

show a gain of over 100 (40 dB) for the first stage and 1000 (60 dB) for the second stage, clearly 

within the target. 
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Figure 3.3.8. Frequency sweep simulation. 

 

Next, the DC offset at the output is analyzed. The input DC of the op amp is biased at 

Vdd/2=3/2 V=1.5 V. This DC offset voltage must be kept with minimal change once it gets to the 

output of the second stage into ADC. The datasheet value of the offset of AD8691 is 2 mV. With 

a gain of 10 in the second stage, the offset at the output will be around 20 mV. This means that the 

input into the ADC could have a DC offset of around 4 mV, which is negligible relative to the 3 

V swing available.  

This hypothesis was tested in simulation, where a 2 mVp-p 32 kHz sine wave was stimulated 

into the two-stage amplifier. The DC output of the first stage (i.e., input of the second stage amp) 

and the DC output of the second stage amp are measured. Figure 3.3.9 shows the results. Both the 

yellow and purple lines show DC shifts under 1 mV, which accurately reflects the theoretical 

prediction (the DC offset should be under 4 mV). 

 

Figure 3.3.9. Simulation for DC offset shift. 
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Next, the frequency tones and higher order harmonics are analyzed for the circuit to verify 

the two-stage amplifier circuit’s linearity. An FFT is run on the simulated voltage for both the 

input and output of the 1st stage of amplification shown below in Figure 3.3.10.  

 

 

 

Figure 3.3.10. Fourier analysis simulation closed loop amplification of stage 1 (V(vout1)) and 

stage 1+2 (V(vout2)).  

 

After that, a parametric sweep for input voltages ranging from 300 μV to 30 mV is 

performed on the FFT. These simulated values are compared to the measured ones. Table 3.3.4 

and Figure 3.3.11 below depict the results. As shown by the results, similar to the transmitter, the 
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2nd order harmonic can be safely ignored, with more than 20 dBv difference between the 2nd 

harmonic and the fundamental tone. However, the 3rd order harmonic cannot be ignored. Thus, 

post-processing software filters are used to reject this tone. 

 

Table 3.3.4. Simulated frequency domain magnitudes of 1st, 2nd, and 3rd harmonics with unit in 

dBv (a) and unit in dBm (b). 

(a) 

Input (dBv) 
Fundamental 

Tone (dBv) 

Output 2nd 

Harmonic (dBv) 

Output 3rd 

Harmonic (dBv) 

−30.47 5.18 −18.33 −7.88 

−33.99 4.82 −18.61 −11.66 

−35.92 4.09 −21.67 −19.48 

−40.07 0.50 −38.72 −42.29 

−42.51 −2.00 −41.23 −44.71 

−46.03 −5.52 −44.80 −48.30 

−52.08 −11.54 −50.71 −53.91 

−55.16 −14.64 −53.97 −57.21 

−57.09 −16.45 −86.59 −82.48 

−58.43 −17.78 −111.35 −119.09 

−60.01 −19.41 −114.33 −126.14 

−61.95 −21.31 −118.35 −135.30 

−64.45 −23.81 −123.67 −147.13 

−67.97 −27.33 −130.72 −145.04 

 

(b) 

Input (dBm) 
Fundamental 

Tone (dBm) 

Output 2nd 

Harmonic (dBm) 

Output 3rd 

Harmonic (dBm) 

−17.47 18.18 −5.33 5.12 

−20.99 17.82 −5.61 1.34 

−22.92 17.09 −8.67 −6.48 

−27.07 13.50 −25.72 −29.29 

−29.51 11.00 −28.23 −31.71 

−33.03 7.48 −31.80 −35.30 

−39.08 1.46 −37.71 −40.91 

−42.16 −1.64 −40.97 −44.21 

−44.09 −3.45 −73.59 −69.48 

−45.43 −4.78 −98.35 −106.09 

−47.01 −6.41 −101.33 −113.14 

−48.95 −8.31 −105.35 −122.30 

−51.45 −10.81 −110.67 −134.13 

−54.97 −14.33 −117.72 −132.04 
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Figure 3.3.11. IP2 and IP3 plots of 1st stage amplifier. 

 

3.3.5 Analog Front End Integration 

The analog front end integration involves amplifying a pair of triaxial coils. Thus, the 

designed two-stage dynamic range amplifier circuit is replicated 6 times, one for each sensing coil. 

Figure 3.3.12 below shows the PCB of the analog front end. 
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Figure 3.3.12. Analog front end. 

 

The triaxial coils on the LC sensing PCB are connected to the analog front end via SMA 

cables. Analog front end #1 is for one triaxial coil, and analog front end #2 is for the second triaxial 

coil. Note that the two analog front ends are identical in design, with the only exception of their 

wired connection to triaxial coils and to the microcontroller ADC. Figure 3.3.13 below shows the 

block diagram for the integration of the analog front end into the system. Both stages of the 

amplified signals are fed into the microcontroller ADC. Thus, the sensing system utilizes 12 

channels for 12 signals (6 coils with 2 possible amplifications). The STM32 microcontroller ADC 

used for the proposed system consists of 3 ADCs. Because of this restriction, only 3 coils in one 

triaxial receiver are sampled at a time. A firmware amplitude detection algorithm extracts the 32 

AFE#1

AFE#2

Triaxial coil 
inputs

Operation 
amplifiers 

Power and ADC
connections
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kHz measured B-field, and an amplifier selection algorithm with hysteresis selects the appropriate 

gain. For instance, if the amplitude detection is used on the second stage, and the signal is saturated 

or near 3 V, the ADC will select the first stage channel for that individual coil in the next cycle. In 

contrast, if the first stage amplification amplitude drops below 300 mV, the second stage is selected. 

Hysteresis in the gain selection process is performed by having a tolerance between the thresholds 

specified so that borderline measurements will not flip-flop amplifier selections every time cycle. 

This is vital because the relative SNRs of the different stages are not the same, which may lead to 

a reduction in calculated position precision.  

 

  

Figure 3.3.13. Block diagram of analog front end. 

 

We now test the entire transmitter and sensing system to confirm that measured properties 

are consistent with those from simulations. We examine the SNR for the B-field measurement over 

distance and estimate the position jitter based on the positioning algorithm detailed in the next 

chapter. For this design, the 3DCC10 sensing coil and 1.5 mm diameter designed plastic 

transmitter coil are tested, along with the transmitter LC tank circuit and sensing LC tank circuit. 

For the position determination, the SNR needs to be above the noise floor over the test range. 

Specifically, for the system to function at 50 cm distance, all 3 individual coils in each triaxial 

receiver should have SNRs above the noise floor. In the study, we define the noise floor using the 



 

 

111 

sensing (Rx) system noise and the measured B-field in fundamental tone as the measured signal. 

The measurement SNR needs to be above the critical SNR, a threshold where the measured B-

field amplitude is equal to the Rx system noise magnitude. This can be seen in Figure 3.3.14.  

 

 

 

Figure 3.3.14. Voltage level at different distances, with emphasis on critical SNR. 

 

First, a preliminary test is performed. The sensing coil (Rx) and transmitter coil (Tx) are 

placed 20 cm apart. The voltage across the sensing coil (after amplification) is recorded. The 

amplifier used here is the second stage because the second stage amplifier is used for weak signals 

with poor SNR, the bottleneck of the system for position precision. Afterwards, the sensing coil 

and transmitter are moved farther apart by 10 cm, and then the voltage is recorded again. The two 

coils are slowly moved farther apart until the sensor coil voltage is no longer measurable, where 

measurable threshold is defined by the oscilloscope noise profile. The oscilloscope is set at a fixed 

amplification throughout the tests. The triaxial coil voltages were recorded across 3 channels (Ch1, 

Ch2, and Ch3). First, the oscilloscope's baseline noise floor was determined. The 3 channels were 

grounded, and the reference and trigger channels were changed through these tests. The test setup 

is shown in Figure 3.3.15. Tables 3.3.5 and 3.3.6 show the null measurement results, by analyzing 

the mean and standard deviation of the measured voltages across each grounded channel. 
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Figure 3.3.15. Oscilloscope null noise measurement test. 

 

Table 3.3.5. Null noise measurement with transmitter coil as reference. 

 Mean (mV) Stdev (uV) SNR (dB) 

Ch1 4.40 94.86 33.33 

Ch2 3.68 97.70 31.52 

Ch3 2.57 86.17 29.48 

 

Table 3.3.6. Null noise measurement with Ch4 probe as reference. 

 Mean (mV) Stdev (uV) SNR (dB) 

Ch1 4.28 117.40 31.24 

Ch2 3.31 113.50 29.30 

Ch3 2.43 102.80 27.47 

 

 

From these tests, it was concluded that voltage measurement values below 5 mV RMS 

were inaccurate. 

In this preliminary test below, we want to find out whether the sensor coil voltage is 

measurable beyond 50 cm. The RMS voltage is recorded across distance (Figures 3.3.16 and 

3.3.17). 
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Figure 3.3.16. Measured voltage by distance between Tx and Rx. 

 

Figure 3.3.17. Measured voltage by distance between Tx and Rx in terms of separate harmonic 

tones. 

 

The results indicate that at ranges 70 cm or greater, the measured voltage drops below 5 

mV, which is 5 μV unamplified. Based on this test, the absolute maximum range for reliable 

detection is 70 cm for the system. Table 3.3.7 summarizes the voltage magnitude over distance 

between the transmitter coil (Tx) and the sensing triaxial coils (Rx). 
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Table 3.3.7. Voltage level and measured frequency domain magnitudes of 1st, 2nd, and 3rd 

harmonics. 

Distance 

between 

Tx and Rx (cm) 

Measured 

RMS 

Voltage (mV) 

Fundamental 

Tone (dB) 

2nd 

Harmonic 

(dB) 

3rd 

Harmonic 

(dB) 

Difference between 

1st and 2nd  

Harmonics 

Difference between 

1st and 3rd  

Harmonics 

20 57.88 −10 −25 −55 15 45 

30 22.69 −18 −33 −59 15 41 

40 11.17 −26 −38 −64 12 38 

50 8.79 −30 −44 −67 14 37 

60 6.5 −33 −53 −71 20 38 

70 5.63 −36 −64 −75 28 39 

 

The IP2 and IP3 plots for the amplifier are obtained by measuring the first 3 harmonic 

magnitudes over distances ranging 5–50 cm (Table 3.3.8). Ranges greater than 50 cm were not 

measured because noise levels were too high, which would cause the data unreliable. Figure 3.3.18 

shows the IP plot of the analog front end used for the system. 

Table 3.3.8. Measured frequency domain magnitudes for first three harmonic tones. 

  Distance (cm) Input (dBm) Stage 1 Output (dBm) Stage 1+2 Output (dBm) 

Fundamental 

Tone 

5 −29.7 −9.8 2.1 

10 −31.5 −13.0 −3.1 

15 −36.2 −16.3 −6.3 

20 −38.0 −21.2 −8.3 

25 −40.9 −24.6 −11.9 

30 −41.5 −25.7 −13.4 

35 −43.8 −28.0 −15.9 

40 −46.6 −30.6 −19.2 

45 −47.2 −32.2 −20.3 

50 −47.6 −35.0 −23.4 

 

Second 
Order 

Harmonic 

5  −35.5 −25.8 

10  −30.5 −20.2 

15  −31.2 −20.9 

20  −35.1 −21.8 

25  −35.8 −22.6 

30  −36.2 −24.3 

35  −36.0 −25.6 

40  −35.9 −25.0 

45  −37.1 −26.7 

50  −36.2 −27.1 

 

Third Order 

Harmonic 

5  −28.8 −8.6 

10  −31.8 −25.2 

15  −34.0 −26.4 

20  −39.4 −27.4 

25  −42.6 −29.1 

30  −43.1 −29.4 

35  −43.1 −31.0 

40  −44.4 −31.9 

45  −45.0 −32.7 

50  −45.0 −34.0 
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Figure 3.3.18. IP2 and IP3 plots of the 1st stage amplifier (left) and 2nd stage amplifier (right). 

 

3.3.6 Sensitivity 

Next, the frequency response of the measured signal is obtained. This is to investigate the 

effect of sensitivity at various positions. The B-field sensed by a triaxial receiver is measured at 

various distances relative to the transmitter coil, and the SNR is determined, where the noise is 

defined by the standard deviation of the signal received. This is to verify that the SNR within the 

tracking range is significantly higher than the critical SNR. In addition, using the positioning 

algorithm, the position and orientation errors are simulated at different B-field SNRs. White noise 

is simulated with a constant magnitude at 32 kHz. The white noise magnitude is adjusted based on 

the simulated SNR in Matlab. From the simulation, we see that the target SNR is 40 dB for the 

proposed system. Figure 3.3.19 depicts the simulated position and orientation error at an SNR of 

40 dB.  
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Figure 3.3.19. Position algorithm error when SNR = 40 dB (no filter applied). 

 

The goal is to have a deviation of position under 5 mm and 1 deg (unfiltered) so that the 

filtered deviation will be under 1 mm and 0.1 deg. Next, the sensing coil is measured at two 

different distances. Figure 3.3.20 below depicts the frequency responses of measured triaxial 
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receiver signals (x, y, z) at two of the tested distances of x = 20 cm and x = 40 cm. The Tx 

orientation is in the +x direction.  

 

 

Figure 3.3.20. Frequency response of receiving x, y, z coils measured at 20 cm in x distance from 

Tx to Rx (upper) and 40 cm in x distance (lower). 
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The frequency response plots (Figure 3.3.20) indicate that at 20 cm, the SNR for the 

strongest fields is approximately 60 dB, and at 40 cm, the SNR is approximately 40 dB. The 

measurement test results of the coils verify that the actual position jitter will be within the 5 mm 

target at 40 cm.  

Coil sensitivity is defined as the conversion of H-field to measurable voltage. A higher 

conversion allows for a higher voltage. All three triaxial coils have roughly equal sensitivity of 50 

mV/A/m. To confirm this sensitivity value, the measured voltage at known positions was 

converted to H-field in unit of A/m. The test consists of the Tx coil oriented in the positive x 

direction at y = 0 cm, z = 8 cm, and varying x. The Hx, Hy, and Hz of the sensing coil are recorded. 

A COMSOL simulation of the transmitter coil with the same geometry and number of turns is run 

in the AC/DC module. The test results show that the measured magnetic field strength is consistent 

with the magnetic field simulated using COMSOL’s AC/DC module. Figure 3.3.21 illustrates the 

Tx performance with the coil’s axis oriented in the x-direction. 

 

 

Figure 3.3.21. Measured vs. simulated magnetic field strength. 
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3.3.7 Sensing Coil Test 

The previous test was performed using an oscilloscope to measure the amplified sensing 

voltage. However, the sensing system measurements in the proposed system are performed using 

the STM32 microcontroller ADC during live-time tracking. The noise profile of the ADC may not 

be the same as that of the oscilloscope. Because of this, a separate test is performed to verify the 

SNR results obtained through the oscilloscope. 

The same 3DCC10 sensing coil and the designed 1.5 mm diameter plastic transmitter coil 

are used in the tests. In these tests, the sensing coil and transmitter coil are placed 15–20 cm apart 

in the z direction, and the two sensing coils are placed 32.53 cm apart from one another, which 

was the optimal distance determined as detailed below. The signed peak-to-peak voltage across 

the sensing coil (after amplification) is recorded using the STM32 microcontroller ADC for each 

test position within the tracking area over time. A set of 100 samples are recorded for each position, 

and from these 100 samples, the mean and standard deviation are determined. The SNR can then 

be back calculated from these values. All 3 coils within each triaxial coil are tested separately for 

the verification. 

First, the total harmonic distortion of the sensing coils, measured after 2 stages of 

amplification, using the analog front end, is evaluated over different positions. Tables 3.3.9 and 

3.3.10 below along with Figures 3.3.22 and 3.3.23 show the measured fundamental tone and the 

second and third order harmonics (at 64 kHz and 96 kHz, respectively). From these data 

summarized in the tables and figures, the total harmonic distortion can be computed and analyzed.
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Table 3.3.9. Rx1: Fundamental tone and harmonic magnitudes.  

x distance 

(cm) 

Fundamental tone (dB) 2nd order harmonic (dB) 3rd order harmonic (dB) 

x coil y coil z coil x coil y coil z coil x coil y coil z coil 

10 10.29 -16.88 12.35 -59.22 -63.41 -47.83 -56.67 -46.54 -52.00 

15 5.96 -24.84 3.42 -57.97 -64.18 -54.68 -70.32 -60.95 -46.14 

20 1.65 -29.19 -3.15 -61.92 -67.41 -54.68 -62.28 -64.12 -52.58 

25 -2.83 -33.94 -9.43 -67.27 -67.53 -55.42 -64.99 -72.36 -58.66 

30 -7.06 -38.32 -15.19 -67.98 -66.95 -55.32 -72.52 -78.40 -63.29 

35 -10.85 -41.35 -20.30 -67.84 -66.71 -55.08 -79.80 -80.65 -63.40 

40 -14.02 -42.85 -24.57 -67.15 -66.97 -54.72 -78.55 -80.93 -68.90 

45 -16.89 -44.34 -28.69 -67.53 -65.45 -54.68 -66.05 -79.55 -72.60 

50 -19.58 -43.46 -32.39 -68.03 -64.98 -55.24 -81.52 -78.07 -79.53 

 

Table 3.3.10. Rx2: Fundamental tone and harmonic magnitudes.  

x distance 

(cm) 

Fundamental tone (dB) 2nd order harmonic (dB) 3rd order harmonic (dB) 

x coil y coil z coil x coil y coil z coil x coil y coil z coil 

10 6.97 -8.05 12.00 -66.78 -67.33 -58.81 -42.43 -45.58 -51.69 

15 4.40 -17.33 3.58 -61.43 -70.18 -59.57 -61.91 -48.90 -47.34 

20 -0.05 -25.79 -4.05 -71.91 -69.56 -59.34 -71.41 -56.58 -53.61 

25 -4.38 -32.91 -10.54 -72.66 -70.32 -59.78 -68.74 -69.58 -60.84 

30 -8.27 -38.49 -16.04 -72.68 -69.11 -58.86 -74.50 -80.80 -66.31 

35 -11.80 -43.08 -20.71 -72.56 -68.16 -59.02 -79.00 -81.40 -73.16 

40 -14.96 -46.19 -24.69 -70.15 -68.35 -59.32 -80.21 -80.33 -70.21 

45 -17.77 -48.38 -28.03 -70.81 -70.60 -59.31 -79.13 -81.43 -79.20 

50 -20.41 -48.75 -30.90 -72.66 -69.08 -60.10 -79.95 -80.81 -80.75 
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Figure 3.3.22. Rx1 measured voltage values at different x distances. 

 

 

Figure 3.3.23. Rx2 measured voltage values at different x distances. 

 

From these results, we see that the harmonic distortion is only significant at far distance (–

30 dB attenuation of harmonic relative to the fundamental, which is 3% THD between Tx and Rx, 

dominated by the second order harmonic. This is because the second order harmonic does not vary 

over distance.  3% THD is negligible for the proposed system and only happens in the worst case 
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at 50 cm distance, outside of the heart mapping area. Most points have –50 dB attenuation of 

harmonic relative to the fundamental, resulting in only 0.3% THD. 

Figures 3.3.24 and 3.3.25 below show the signed peak-to-peak measured voltage (as the 

measure of B-field generated from the transmitter) in relation to the simulated ideal voltage at 

different test positions (distance in cm) for the 6 coils. The standard deviation (indicated by error 

bars) ranges from 1 to 3 mV for all test positions. From this, we can determine that the average 

SNR is in fact 40 dB based on a 200 mV average amplitude and 2 mV standard deviation. This 

matches the frequency tests performed on the coil in Figure 3.3.20. This 40 dB SNR allows us to 

track the position of the Tx coil with a deviation in position no larger than 5 mm and 1 deg 

unfiltered or 1 mm and 0.2 deg filtered. In other words, this system will be able to track position 

and orientation accurately at the target specifications, within the target range. 

 

 

Figure 3.3.24. Rx1 measured voltage values at different positions. 
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Figure 3.3.25. Rx2 measured voltage values at different positions. 

 

3.3.8 Sensing Coils Configuration 

To achieve the effective tracking of a transmitter, sensors must be optimally placed to 

maximize magnetic field measured by the coils, providing necessary data to allow position 

calculation [50]–[52]. For our simple system with two triaxial sensing coils, we choose the sensor 

positions recommended in [42]. Specifically, for the system to track a catheter in a 252525 cm 

volume, the receiver coils are placed at the corners of the tracking area (0, 0, −0.5) cm and (23, 23, 

−0.5) cm.  Figure 3.3.26 below shows the setup of the two Rx coils along with this connection. 

Based on the results of multiple simulations for two receivers, McGary [42] reports that a 

diametrically opposed detector configuration is the best for minimizing position errors. Similar 

findings are also reported by Talcoth and Rylander [50], using an optimization method, for 

multiple receivers or transmitters in a circular arrangement. The distance between the receivers is 

determined by the sensitivity of the sensing coils and empirical tests (receivers in the xy plane, and 

Tx in the positive z direction). 
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Figure 3.3.26. Two 3DCC10 sensing coil setup. 
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4. MAGNETIC POSITIONING FIRMWARE  

4.1 Firmware Optimization 

In this chapter, we describe the magnetic tracking models and the selection of positioning 

algorithm for the firmware to translate the sensed B-field from the transmitter into the transmitter 

coil’s position and orientation. The post-processing is performed all on the microcontroller. This 

is necessary to achieve the fast position update rate required for live-time position tracking. 

The firmware code is optimized for parallel processing, which allows for the 

microcontroller to multitask. For the proposed system, the microcontroller is programmed to 

sample the amplified sensing coil signals, while simultaneously computing the position using 

measured signals in the previous cycle. Each position calculation involves five steps. First, the 

three ADCs in the microcontroller sample in parallel the three B-field signals. The sampling rate 

is 2.4 MSPS, well above the 32 kHz operating frequency. There are seven signals to measure, 

including six from the sensing coils and one from the transmitter coil. The signal form the 

transmitter coil is required for computing its phase relative to those of the sensing coils. These 

seven signals are split into three groups. The first group includes three measured sensing coil 

signals from one triaxial receiver. The second group consists of the other three signals from the 

second triaxial receiver. The third group includes the transmitter coil voltage along with two 

sensing coils signals, one from each triaxial receiver. This forms the active feedback sensing 

described above in Section 3.2.9.  

These groups are sampled cyclically, with only one group sampled per position calculation 

cycle. The other two groups are stored in memory for position calculation in this cycle. In step 2, 

amplitude and phase are extracted using an amplitude and phase detection algorithm (a matched 

filter). In step 3, calibration and compensation are performed based on non-idealities determined 

for each coil. The calibration is described in the calibration section in the next chapter. Once the 

sign and magnitude of the B-field are determined for the group, the position algorithm takes the 

six signed amplitude values from sensing coils and computes the position in step 4. In the last step, 

a Kalman filter reduces the noise in the computed position and orientation based on the position 

and orientation values from previous cycle. The filter delay cannot be significantly higher than 

five milliseconds; otherwise, the system latency will be poor.  
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Figure 4.1.1 shows the entire firmware cycle, depicting how the Rx and Tx coils are 

sampled simultaneously by three ADCs and how the data are used to compute the position. 

 

 

Figure 4.1.1. ADC data sample for position calculation.  

 

Next, the timing is described along with the position data transfer from the microcontroller 

to the GUI on a computer. The target update rate is 200 readings/sec, which allows for a rapid live-

time tracking much faster than sensing coil tracking systems (type 1). As illustrated in Figure 4.1.2, 

the cycle starts with t0–t1 for the ADC sampling. The sampling of the next group signals is 

performed in parallel with the amplitude detection, position computation, and filtering of the 

previous cycle's data. Thus, the total cycle time of single position update is given by t1–t4.  

The total cycle time is estimated by coding an LED blink for each cycle. The LED voltage 

is recorded on an oscilloscope. Using time domain trace, the period of the LED blink is computed, 

and the total time for one cycle is 0.63 ms. The single cycle time is significantly faster than the 

target 200 readings/sec. Because of this, the time tn (sending data to GUI）occurs after every 8 



 

 

127 

cycles of t1–t4. This allows for a reduction in perceived filter latency. The position gets updated to 

the user visually at a rate of 200 readings/sec.  

 

 

Figure 4.1.2. Timing of microcontroller computations. 

 

 

4.2 Positioning Algorithm 

In this section, we discuss the positioning algorithm. The goal of the algorithm is to 

calculate the position (x, y, and z in a reference frame) and orientation (azimuth and elevation) of 

the transmitter using the 6 signed B-field magnitudes measured from sensing coils. The magnetic 

moment vector of the transmitting coil (𝑚𝑥, 𝑚𝑦,𝑚𝑧) is used to compute the azimuth and elevation 

angles. Thus, a minimum of six independent equations are required to solve the six unknowns [28], 

[30]. The general idea for tracking the transmitter is illustrated in Figure 4.2.1.  

The major challenge in selecting a positioning algorithm is the high degree of nonlinearity 

in the B-field equations. It means that an iterative position algorithm typically cannot ensure 

universal convergence in the tracking area. To mitigate the problem, we examined and tested two 

possible algorithms that can be used for this 1 transmitter 2 triaxial sensing system.  
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Figure 4.2.1. Tracking system overview. 

 

4.2.1 Algorithm 1: Position Solver 

The first algorithm is based on the dipole field model as described in Section 2.2.3. The near 

field generated by a transmitting coil can be approximated by the following dipole field equation: 

 𝐁 =


0

4𝜋
(
3(𝐦 𝐫)𝐫

𝑟5
−

𝐦

𝑟3
) (4.2.1.1) 

where 
0
 is the permeability of free space, 𝐦 the dipole moment vector of the transmitting coil, 

and 𝐫 the vector of length r from the position of transmitter (Tx) to the receiving coil (Rx) at the 

position 𝐫𝑟𝑒𝑐. 
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 We define the tracking coordinate frame with the receiving coils as reference. Each of the 

three coils in a triaxial receiver is oriented in the x, y, and z direction, respectively. Equation 

(4.2.1.1) can be rewritten in explicit vector components of x, y, and z by letting: 

 𝐁 = [

𝐵𝑥

𝐵𝑦

𝐵𝑧

]          𝐦 = [

𝑚𝑥

𝑚𝑦

𝑚𝑧

]         𝐫 = [

𝑟𝑥
𝑟𝑦
𝑟𝑧

] (4.2.1.2) 

Substituting (4.2.1.2) into (4.2.1.1), we have: 

 [

𝐵𝑥

𝐵𝑦

𝐵𝑧

] =
𝜇0

4𝜋
(
3(𝑚𝑥𝑟𝑥 + 𝑚𝑦𝑟𝑦 + 𝑚𝑧𝑟𝑧

𝑟5
[

𝑟𝑥
𝑟𝑦
𝑟𝑧

] −
1

𝑟3
[

𝑚𝑥

𝑚𝑦

𝑚𝑧

]) (4.2.1.3) 

and 

 𝑟 = ‖𝐫‖ = √𝑟𝑥2 + 𝑟𝑦2 + 𝑟𝑧2 (4.2.1.4) 

 Bx, By, and Bz are the three B-field signed values measured by a receiver.  Using these 

measured B-fields values, the position algorithm calculates vector r and the transmitter orientation 

defined by vector m. Note that r is the distance vector from transmitter to receiver, and we define 

the position of transmitter rtran using both r and receiver location rrec. This is done by using the 

coordinate frame defined in Figure 2.2.3, and thus 

 𝐫 = 𝐫𝑟𝑒𝑐 − 𝐫𝑡𝑟𝑎𝑛 (4.2.1.5) 

where 

 𝐫𝑟𝑒𝑐 = [

𝑟𝑥
𝑟𝑒𝑐

𝑟𝑦
𝑟𝑒𝑐

𝑟𝑧
𝑟𝑒𝑐

]         𝐫𝑡𝑟𝑎𝑛 = [

𝑟𝑥
𝑡𝑟𝑎𝑛

𝑟𝑦
𝑡𝑟𝑎𝑛

𝑟𝑧
𝑡𝑟𝑎𝑛

] = [
𝑥
𝑦
𝑧
] (4.2.1.6) 

Note that the receiver location 𝐫𝑟𝑒𝑐  is known and fixed. Thus, when the algorithm computes 

distance vector 𝐫, 𝐫𝑡𝑟𝑎𝑛 = (𝑥, 𝑦, 𝑧) (Tx position) can be determined. 

 The dipole equation (4.2.1.3) is only for one triaxial receiver and transmitter relation. The 

position algorithm utilizes two B vectors measured by two separate triaxial receivers, 𝐁1 and 𝐁2, 

each with three components in x, y, and z. The distances from the transmitter to the two triaxial 

receivers are r1 and r2, respectively. These dipole equations need to be rearranged to obtain an 

efficient algorithm. As explained by McGary [42], the same magnetic moment of the transmitter 

m is observed by both triaxial receivers, and thus m = m1 = m2. Essentially, the algorithm involves 

the minimization of the difference between m1 and m2, min [𝑎𝑏𝑠(𝐦1 − 𝐦2)], or finding the roots 

for 𝐦1 − 𝐦2 = 𝟎 by solving r1 through iterations. 

 Specifically, the dipole equation (4.2.1.1) is written in matrix notation: 
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 𝐁 =


0

4𝜋𝑟3
(
3𝐫𝑇𝐦

𝐫𝑇𝐫
𝐫 − 𝐦) (4.2.1.7) 

The transmitter magnetic moment 𝐦  can be isolated for a triaxial receiver away from the 

transmitter described by vector r: 

 𝐦 =
4𝜋𝑟3


0

(
3𝐫𝐫𝑇

2𝐫𝑇𝐫
− 𝐈) 𝐁 (4.2.1.8) 

 

(a)      (b) 

Figure 4.2.2. Tracking the transmitter with two fixed receivers. 

 

Because we have two triaxial sensing coils that measure 𝐁1 and 𝐁2 transmitted from the single 

transmitter with 𝐦 shown above in Figure 4.2.2, we have m = m1 = m2 or:  

 


0
𝐦

4𝜋
= 𝑟1

3 (
3𝐫1𝐫1

𝑇

2𝐫1
𝑇𝐫1

− 𝐈)𝐁1 = 𝑟2
3 (

3𝐫2𝐫2
𝑇

2𝐫2
𝑇𝐫2

− 𝐈) 𝐁2 (4.2.1.9) 

 

Because the locations of the two receivers are known, define the distance between them as 𝐩: 

  𝐩 = 𝐫2 − 𝐫1 (4.2.1.10) 

and 

 𝐫2 = 𝐩 + 𝐫1 (4.2.1.11) 

 

Since 𝐩 is known, (4.2.1.9) can be rewritten as a function of 𝐫1 only by plugging (4.2.1.11) into 

(4.2.1.9), and we obtain the expression for 𝐦1 − 𝐦2 = 𝟎 as: 

x

z

y

Tx

Rx1

Rx2

m

r1

r2

p

rtran
rrec2

rrec1
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 𝐹1(𝐫1) = 𝑟1
3 (

3𝐫1𝐫1
𝑇

2𝐫1
𝑇𝐫1

− 𝐈)𝐁1 − ‖𝐩 + 𝐫1‖
𝟑 (

3(𝐩 + 𝐫1)(𝐩 + 𝐫1)
𝑇

2(𝐩 + 𝐫1)𝑇(𝐩 + 𝐫1)
− 𝐈)𝐁2 = 𝟎 (4.2.1.12) 

 

This is a vector function for a system of three nonlinear equations with three unknowns 

𝐫1 = (𝑟1𝑥, 𝑟1𝑦, 𝑟1𝑧), which can be solved by Newton's method (see (2.3.1.8) in Section 2.3.1). 

Using the result of  𝐫1, we can calculate the transmitter position 𝐫𝑡𝑟𝑎𝑛 = (𝑥, 𝑦, 𝑧) using (4.2.1.5) 

and its orientation using (4.2.1.8). The transmitter position is calculated by solving 𝐹1(𝐫1) = 0 

(4.2.1.12) as a nonlinear least-squares problem. In this case, we implement Newton’s method 

following McGary [42] by defining: 

 𝐻(𝐫, 𝐁) =
3

2
(𝑟𝐫𝑇𝐁)𝐫 − 𝑟3𝐁 (4.2.1.13) 

The Jacobian of H is:  

 𝐻′(𝐫, 𝐁) =
3

2
((𝑟𝐫𝑇𝐁)𝐈 +

𝐫𝑇𝐁

𝑟
𝐫𝐫𝑇 + 𝑟𝐫𝐁𝑇) − 3𝑟𝐁𝐫𝑇 (4.2.1.14) 

The derivative of F1 in (4.2.1.12) is:  

 𝐹1′(𝐫) = 𝐹1
′(𝐫, 𝐁1, 𝐁2) = 𝐻′(𝐫, 𝐁1) − 𝐻′(𝐫 + 𝐩, 𝐁2) (4.2.1.15) 

 

 
𝐫(𝑘+1) = 𝐫(𝑘) − [𝐹1′(𝐫)]

−1𝐹1(𝐫) (4.2.1.16) 

The above equation is used to solve 𝐫1. Using the result of 𝐫1, we can calculate the transmitter 

position  𝐫𝑡𝑟𝑎𝑛 = (𝑥, 𝑦, 𝑧) using (4.2.1.5) and its orientation using (4.2.1.8). 
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Figure 4.2.3. Orientation angles.  

 

Using the estimated orientation �̂�, azimuth angle  and elevation angle   (Figure 4.2.3) 

can be calculated as follows: 

 𝑚 = √𝑚𝑥
2 + 𝑚𝑦

2+𝑚𝑧
2 (4.2.1.17) 

 𝜃 = sin−1
−𝑚𝑦

𝑚
 (4.2.1.18) 

 𝜑 = tan−1
𝑚𝑥

𝑚𝑧
 (4.2.1.19) 

 

This positioning algorithm was simulated with a Tx to Rx z distance of 15 cm. B-field with 

SNR of 60 dB was simulated at various x and y positions within the heart mapping area. Its 

expected performance is shown below in Figure 4.2.4. 

 

 

 

 

 

x

z

φ

θ

m
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Figure 4.2.4. Simulated position and orientation errors. 

 

 



 

 

134 

4.2.2 Algorithm 2: Position Search 

The second algorithm tested is based on a position search method. Unlike the first 

algorithm, based on the McGary algorithm [42], which uses triaxial receiver coils as the reference 

frame, this algorithm searches for possible receiver positions of Rx1 and Rx2, based on the 

reference transmitter coil position, where the transmitter is located at the origin of the coordinate 

frame.  

First, define the magnetic dipole equation in this coordinate frame. Here, we assume that 

the transmitter is oriented in the +z direction, 𝐦 = (0,0,𝑚𝑧) [86]. Because the transmitter location 

is fixed at the origin, a triaxial sensing coil is located at 𝐫 = (𝑟𝑥, 𝑟𝑦, 𝑟𝑧), and from (4.2.1.3), we have 

the three transmitting B-field components: 

 𝐵𝑥 =


0

4𝜋
(
3𝑚𝑧𝑟𝑥𝑟𝑧

𝑟5
) (4.2.2.1) 

 

 𝐵𝑦 =


0

4𝜋
(
3𝑚𝑧𝑟𝑦𝑟𝑧

𝑟5
) (4.2.2.2) 

 

 𝐵𝑧 =


0

4𝜋
(
𝑚𝑧(2𝑟𝑧

2 − 𝑟𝑥
2 − 𝑟𝑦

2)

𝑟5
) (4.2.2.3) 

 

However, the measured three B-field components from the triaxial receiver are not in the 

transmitter’s coordinate frame as the x, y, and z components. Instead, the measured B-field is in 

the receiver’s coordinate frame u, v, and w, as Bu, Bv, and Bw from each of the coils in the triaxial 

receiver. Figure 4.2.5 shows the coordinate frames. This algorithm is different from the above 

discussed first algorithm in that the positions for Receivers 1 and 2 are unknow in the xyz frame at 

the beginning of the search. The goal is to estimate the Rx1 and Rx2 positions and orientation in 

the uvw frame relative to the Tx centered at (0, 0, 0) with +z orientation in the xyz frame. 
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Figure 4.2.5. Transmitter as reference frame and two receivers on iso-power surface. 

 

We need to relate Bx, By, and Bz in the transmitter coordinate frame to the Bu, Bv, and Bw in 

the sensing coordinate frame. Note that, despite in different frames, the B-field magnitudes in 

transmitter’s xyz frame and receiver’s uvw frame should be identical 𝐵𝑢𝑣𝑤 = 𝐵𝑥𝑦𝑧, i.e., 

 √𝐵𝑢
2 + 𝐵𝑣

2 + 𝐵𝑤
2 = √𝐵𝑥

2 + 𝐵𝑦
2 + 𝐵𝑧

2 (4.2.2.4) 

The fact that the B-field magnitudes are the same is important here, because the B-field 

magnitude represents an iso-power surface of the transmitter. From this, we may define iso-power 

surfaces of Tx for Rx1 (surface 1) and Rx2 (surface 2), respectively. These surfaces include all the 

possible positions for Rx1 and Rx2. Using these iso-power surfaces, the Rx1 and Rx2 positions and 

orientation are estimated. 

The search algorithm starts by determining the Rx1 position on surface 1 using the 

measured B-field magnitude. Using Equations (4.2.2.1) through (4.2.2.3), we can express the B-

field magnitude on surface 1 in terms of the elements of vector 𝐫1 for Rx1 as: 

𝐵1𝑥𝑦𝑧 =
𝜇0𝑚𝑧

4𝜋
√

𝑟1𝑥
4 + 𝑟1𝑦

4 + 4𝑟1𝑧
4 + 2𝑟1𝑥

2𝑟1𝑦
2 + 5𝑟1𝑥

2𝑟1𝑧
2 + 5𝑟1𝑦

2𝑟1𝑧
2

(𝑟1𝑥
2 + 𝑟1𝑦

2 + 𝑟1𝑧
2)5

= 𝐺(𝑟1𝑥, 𝑟1𝑦, 𝑟1𝑧) 

(4.2.2.5) 
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 At this step, the transmitter to receiver orientation is not considered because measurements 

in the sensing coil frame uvw are translated into xyz using the iso-power relationship, and 𝐵1𝑥𝑦𝑧 is 

known. 

The position of the first triaxial sensing coil is now estimated through a search process. 

Start with a guess position, (𝑟1𝑥
0 , 𝑟1𝑦

0 , 𝑟1𝑧
0 ), which is not necessarily on surface 1. To obtain the next 

position on surface 1 (𝑟1𝑥, 𝑟1𝑦, 𝑟1𝑧), for a fixed 𝑟1𝑥, 𝑟1𝑦 is calculated as: 

𝑟1𝑦 =
𝑟1𝑦

0

𝑟1𝑧
0 𝑟1𝑧 (4.2.2.6) 

Now solve 𝑟1𝑧 using: 

𝐵1𝑥𝑦𝑧 = 𝐺 (𝑟1𝑥,
𝑟1𝑦

0

𝑟1𝑧
0 𝑟1𝑧, 𝑟1𝑧) (4.2.2.7) 

Next, search through 𝑟1𝑦 by varying the slope in (4.2.2.6) as: 

𝑟1𝑦
0 ± 𝛥𝑟1𝑦

𝑟1𝑧
0      (4.2.2.8) 

In summary, the search proceeds by solving 𝑟1𝑧 on surface 1 first, then 𝑟1𝑦, and finally 𝑟1𝑥. 

For each search position, Equations (4.2.2.1) through (4.2.2.3) are used to calculate 𝐁1𝑥𝑦𝑧 which 

is measured by Rx1 as 𝐁1𝑢𝑣𝑤. Note that since Rx1 is in the uvw frame, a perfect match can only be 

found if we rotate 𝐁1𝑥𝑦𝑧 (changing the Tx orientation m): 

𝐁1𝑢𝑣𝑤 = 𝐑𝐁1𝑥𝑦𝑧 (4.2.2.9) 

where R is the rotation matrix. Similar to algorithm 1, we do not consider rotation around the z-

axis of the transmitter for a 5DOF system:  

𝐑 = 𝐑𝑧(0)𝐑𝑦(𝜃)𝐑𝑥(𝜑) = 𝐑𝑦(𝜃)𝐑𝑥(𝜑) (4.2.2.10) 

𝐑 = [
cos sin𝜑sin𝜃 cos𝜑sin𝜃
0 cos𝜑 −sin𝜑

−sin𝜃 sin𝜑cos𝜃 cos𝜑cos𝜃
] (4.2.2.11) 

So, using Equation (4.2.2.9), the transmitter’s orientation R can be computed given 𝐁1𝑢𝑣𝑤 and 

𝐁1𝑥𝑦𝑧.  
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After that, the position of sensing coil 2 on surface 2 is determined. Since Tx2 is also fixed 

in the uvw frame, and the transmitter to sensing coil orientation is already known from the rotation 

matrix R, a closed form solution can be used. Specifically, 𝐁2𝑢𝑣𝑤 measured by Rx2 and the same 

R can be used to calculate the B-field in the xyz frame 𝐁2𝑥𝑦𝑧. In other words, the measured uvw 

components of the three sensing coil voltages are converted into B-field xyz components: 

𝐁2𝑥𝑦𝑧 = 𝐑−1𝐁2𝑢𝑣𝑤 (4.2.2.12) 

Once 𝐁2𝑥𝑦𝑧 is known, 𝐫2 on surface 2 can be computed (𝐁2𝑥𝑦𝑧 = 𝜇0𝐇2𝑥𝑦𝑧) as in [88]: 

𝑟2𝑥 =
𝐻2𝑥

𝐻2𝜌
𝜌 (4.2.2.13) 

𝑟2𝑦 =
𝐻2𝑦

𝐻2𝜌
𝜌 (4.2.2.14) 

𝑟2𝑧 = 𝑘𝜌 (4.2.2.15) 

where 

𝐻2𝜌 = √𝐻2𝑥
2 + 𝐻2𝑦

2  (4.2.2.16) 

𝜌 = √
3𝑚𝑧𝑘2

4𝜋(1 + 𝑘2)
5
2𝐻2𝜌

3
 (4.2.2.17) 

𝑘2 =
±3𝐻2𝑧

4𝐻2𝜌
+

√9(
𝐻2𝑧

𝐻2𝜌
)
2

+ 8

4
 

(4.2.2.18) 

 Finally, the distance between Rx1 on surface 1 and Rx2 on surface 2 is calculated as follows: 

𝑑 = √(𝑟2𝑥 − 𝑟1𝑥)2 + (𝑟2𝑦 − 𝑟1𝑦)
2
+ (𝑟2𝑧 − 𝑟1𝑧)2 (4.2.2.19) 

From Figure 4.2.5, the distance between Rx1 and Rx2 is p. The magnitude of vector p should be 

equal to the computed distance d for the correct relative positions among the transmitter and the 

two receivers. 
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 If 𝑑 = 𝑝, then the positions of Rx1 and Rx2 in the xyz frame are correct, and the Tx position 

can be estimated; otherwise, the search on surface 1 repeats. Thus, the objective of the algorithm 

is to minimize the error in magnitude of d and p: 

min(𝑑 − 𝑝) (4.2.2.20) 

Figure 4.2.6 summarizes the above algorithm 2 in a block diagram.  

 

 

Figure 4.2.6. Block diagram for position search algorithm. 

 

Both of these algorithms are tested using simulations in Matlab. Test positions are swept 

through the tracking area, and system SNR is set at 40 dB. The system test results suggest that 

algorithm 2 does not offer better performance in terms of computation speed and precision in 

position estimation than algorithm 1. Thus, algorithm 1 is used in the final system testing.  
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4.3 Kalman Filter 

This section describes the filtering applied to the position and orientation computed from 

the position algorithm. This is necessary for achieving millimeter level accuracy and 0.1 mm 

variation in position because the post-process filtering can lower the position variation. The filter 

is constrained by latency, where filter latency may not exceed the system update rate by 5 frames. 

Gaussian/IIR filters are easier and more efficient to implement in real-time, but suffer from poor 

response time, resulting in high latency.  

In addition, Gaussian/IIR filters suffer from high pole sensitivity, which leads to instability 

[89]. FIR/moving average filters have the advantage of stability and linear phase shift but require 

a sizable buffer resulting in more post-processing time. Kalman filters can achieve substantially 

improved performance although at the cost of computational complexity. Thus, a Kalman filter is 

implemented in the system. Kalman filter is a unique filter that has minimal latency, while being 

able to significantly reduce the noise in the system. Most Kalman filters are applied in tracking 

systems with multi-sensor fusion, where the data from multiple types of sensors (e.g., 

accelerometer, gyroscope, and magnetometer) are integrated, and the position is determined [55], 

[90]. However, integrating additional sensors in the catheter is not feasible. A catheter with IMU 

described in [38] is 6 mm in diameter and 25 mm in length. In this system, in order to have enough 

data to improve tracking precision, the position algorithm runs multiple times at 1.6 kHz, and the 

position is updated to user interface at 200 Hz, so 8 data points are filtered for each position update. 

The Kalman filter is applied to each position calculation. 

A Kalman filter tracks the estimated (prediction) state of an object and updates the estimate 

based on measurements and state transition models [91]. In the prediction step, the Kalman filter 

estimates the next state vector at current time t based on the previous state vector results at time t 

–1, which consists of position values (x, y, z) and two orientation values (yaw and pitch). At the 

update step, measurement values are the position and orientation estimates from the positioning 

algorithms (Figure 4.3.1). Since the positioning algorithm involves an iterative solver to find roots 

of a system of equations, the inverse Jacobian of the objective function affects the convergence of 

the position solution. The reciprocal of the determinant of the Jacobian is a good measure of the 

variance of measurement noise and is used to construct the Kalman gain (the weight for the 

correction). The system noise covariance matrix is optimally tuned to produce the best estimations. 

This process is repeated for every position calculated by the algorithm. By applying a Kalman 
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filter on the position calculation for five times before the position is visually updated, the position 

error/variance can be reduced, while the latency is kept low at around 50 ms. 

 

 

Figure 4.3.1. Kalman filter algorithm flow. 

 

Specifically, the Kalman filter works as follows: 

 �̂�𝑡|𝑡−1 = 𝐅𝑡�̂�𝑡−1|𝑡−1 (4.3.1) 

where �̂� is prior prediction (25) with the first row including three position and two orientation 

values estimated at t–1, and initial values in the second row are set to zeros; 𝐅 = [1 dt; 0 1] with dt 

= 0.001 as the sampling interval. 

 The initial error covariance matrix 𝐏  (22) and system noise 𝐐  (22) are empirically 

determined. 

 𝐏𝑡|𝑡−1 = 𝐅𝑡𝐏𝑡−1|𝑡−1𝐅𝑡
T − 𝐐𝑡 (4.3.2) 

The Kalman gain is: 

 𝐊𝑡 = 𝐏𝑡|𝑡−1𝐇𝑡
T(𝐇𝑡𝐏𝑡|𝑡−1𝐇𝑡

T + 𝐑𝑡)
−1 (4.3.3) 

where 𝐇 = [1 0], and 𝐑 is the inverse of the Jacobian determinant (a scalar). 

 The measurement vector 𝐳 (15) is given by the three position and two orientation values 

estimated at t: 

 𝐳𝑡 = 𝐇𝑡𝐱𝑡 (4.3.4) 

The posterior prediction estimates are: 
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 �̂�𝑡|𝑡 = �̂�𝑡|𝑡−1 + 𝐊𝑡(𝐳𝑡 − 𝐇𝑡�̂�𝑡|𝑡−1) (4.3.5) 

with error covariance matrix being updated as: 

 𝐏𝑡|𝑡 = 𝐏𝑡|𝑡−1 − 𝐊𝑡𝐇𝑡𝐏𝑡|𝑡 (4.3.6) 

 

4.4 Optimal Detection 

This section describes the methodology for extracting the amplitude and phase of the 

measured sensing signals. This system only operates at a single frequency of 32 kHz. Thus, only 

a single tone digital filter is necessary. The single tone filter used for the proposed design is a 

matched filter. Note that higher order harmonics (especially 3rd harmonic as seen in IP3 plot of the 

amplifier) will be rejected and thus do not need to be considered. 

The mathematical operation of the matched filter works as follows. If the received signal 

is considered to be a sinusoidal wave where its phase is unknown, then the signal can be expressed 

as a superposition of its sine and cosine components where amplitude A is the sine component 

amplitude and amplitude B is the cosine component amplitude: 

 𝐴sin𝜃 + 𝐵cos𝜃 (4.4.1) 

The sine and cosine components are extracted using a reference sine wave and a cosine wave. 

These two waves have the same 2.4 MHz sampling rate as well as the same amplitude.  

 (𝐴sin𝜃 + 𝐵cos𝜃)sin𝜃 = 𝐴sin2𝜃 + 𝐵sin𝜃cos𝜃 (4.4.2) 

By multiplying these reference waves and accumulating the computed values through 

addition, a time average of the 32 kHz sine and cosine components of the measured signal sample 

points is obtained.  

 
2

𝑛
∑𝐴sin2𝜃𝑖 + 𝐵sin𝜃𝑖cos𝜃𝑖

𝑛

𝑖=1

=
2

𝑛
𝑛 (𝐴 ∗

1

2
+ 𝐵 ∗ 0) = 𝐴 (4.4.3) 

Similarly, amplitude B can also be obtained by using a reference cosine: cos𝜃. 

Through these components, the magnitude is extracted through an RMS average of the two 

components, and phase is extracted through arctan of sine and cosine components:  

 𝐴𝑚𝑝𝑙𝑖𝑡𝑢𝑑𝑒 = √𝐴2 + 𝐵2 (4.4.4) 
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 tan (𝑃ℎ𝑎𝑠𝑒) =
𝐴

𝐵
 (4.4.5) 

 𝑃ℎ𝑎𝑠𝑒 = tan−1
𝐴

𝐵
 (4.4.6) 

 

The block diagram below illustrates how the amplitude and phase of the received signal are 

determined (Figure 4.4.1). This optimal detection method is applied to all 6 signals from the 6 

sensing coils and to the voltage of sensing transmitter coil signal. 

 

 

Figure 4.4.1. Optimal detection. 

 

The phase directly translates into the sign of the AC wave. The signed amplitudes obtained 

from this method are then used to calculate the position of the transmitter.  
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4.5 Algorithm Convergence Speed 

The system solves the position of the Tx coil using positioning algorithm 1. The algorithm 

is adopted from McGary [42] which calculates the transmitter position by solving a system of 

equations. The goal is to verify that the algorithm can correctly solve for the position in the tracking 

area and can function with high accuracy and speed, even when SNR is low. Figure 4.5.1 shows a 

simulation of a 2525 cm x-y area with the simulated B-field used in the algorithm having an SNR 

of 30 to 40 dB, with no post-processing filter applied. As seen in Figure 4.5.1, the number of 

iterations that the position algorithm takes to converge is around 3–5. The condition of 

convergence is when the distance between the current and next calculated position is less than 0.01 

mm. 

 



 

 

144 

 

Figure 4.5.1. Number of iterations to converge in position algorithm. 
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4.6 Computational Cost 

The method to compute the algorithm computational cost is described below. To estimate 

the simulation execution time, first, the execution time of Matlab simulation on a desktop computer 

is obtained for the algorithm. Using the model detailed in [92], the average execution time per time 

step is determined. Afterwards, this execution time step is used to estimate the execution time on 

the STM32 microcontroller used for this system. 

 

 

Figure 4.6.1. Computational cost – the execution time per time step [92].  

 

This total time is separated into two parts: the task execution time (TET) and the hardware 

latency time (HLT). The time that the program is not running is considered the idle time (IT). As 

illustrated in Figure 4.6.1,  

 𝑇𝑠𝑚𝑖𝑛 = 𝑇𝐸𝑇𝑚𝑎𝑥 + 𝐻𝐿𝑇𝑚𝑎𝑥 (4.2.1.20) 

For the proposed system, the goal is to make the time step smaller than 5 ms for all combined post-

processing portions. Thus, the minimum step size Tsmin = 5 ms, where the maximum execution and 

latency time cannot exceed this value. 

Besides the minimum step size, we examine the computational cost, the cost of addition, 

multiplication, and other mathematical operations based on the Big O notation. The Big O notation 

defines the upper bound of the algorithm cost, meaning that it provides the worst case computation 

cost [93]. 
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Figure 4.6.2. Visual Big O meaning [94]. 

 

For a given function g(n), O(g(n)) is defined to be the set of functions shown in Figure 

4.6.2: 

 𝑂(𝑔(𝑛)) = {𝑓(𝑛): there exist potsitive constant 𝑐 and 𝑛0 such that 

 0  𝑓(𝑛)  𝑐𝑔(𝑛) for all 𝑛 ≥ 𝑛0} 
(4.2.1.21) 

 

Functions commonly used in the analysis of algorithms is shown in Figure 4.6.3. 

 

Figure 4.6.3. Comparing factors [94]. 

 

To calculate the overall Big O, the algorithm is broken up into individual operations. The 

Big O of each operation is calculated and then summed up. The constants are not considered when 

determining the Big O. After the summation, the highest order term is considered the Big O for 

time complex [95]. 
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Big O is focused on the asymptotic properties. However, for the proposed system, the input 

size is limited due to the limited measurement within a relatively small tracking range. Thus, we 

analyze the computational cost based on the clock cycles of the STM32 microcontroller. 

Specifically, the number for each type of mathematical operations (e.g., multiplication and 

addition) is first counted for each firmware block in Tables 4.6.1–4.6.3. Then, the numbers of 

operations are summed across all blocks for one iteration (i.e., one position estimation) in Table 

4.6.4. Next, the corresponding clock cycles for these operations are calculated using data on clock 

cycles per operation for each type of operation from the microcontroller’s data sheet from 

STMicroelectronics [96] also in Table 4.6.4. Finally, the computation time for one position update 

is estimated using the time per clock cycle also from the data sheet (Table 4.6.5). The resulting 

8.92E-04s = 0.892ms < 5ms. 
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Table 4.6.1. Computation cost for optimal detection and mismatch. 

Line Computation  Big O Multiplication Division Addition Square root Trigonometric 
Conversion, 

absolute, or negation 

1 Sine Accumulate (1 Sample) O(n2) 1 0 2 0 0 1 

2 Cosine Accumulate (1 Sample) O(n2) 1 0 2 0 0 1 

3 614 Samples Line 1 and Line 2 Total   1228 0 2456 0 0 1228 
           

 Magnitude and Phase Extraction         

4 Magnitude Calculation O(n2) 2 0 1 1 0 0 

5 Phase Calculation (angle conversion)   1 1 0 0 0 0 

6 Phase Calculation (inverse tangent)      0 1 0 

7 Lines 3,4, 5, 6 total (for 3 Rx coils)   3693 3 7371 3 3 3684 
           

 Phase calculation 3 Rx coils (worst case 

assumes sign switching and phase shift) 
        

1 
Calculating phase difference between Tx 

and Rx 
  0 0 6 0 0 0 

2 Shift phase to normalize around 0 degrees   0 0 3 0 0 2 

3 Switch sign    0 0 0 0 0 3 

4 Lines 1-3 total   0 0 9 0 0 5 
 Total for optimal detection   3693 3 7389 3 3 3694 

           

 Mismatch (3 Rx coils)         

 Gain mismatch    3 0 0 0 0 0 
 Orientation mismatch   9 0 6 0 0 3 

 Coupling correction   9 0 6 0 0 3 
 Position mismatch    0 0 6 0 0 6 
 Total for mismatch   21 0 18 0 0 12 
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Table 4.6.2. Computation cost for position algorithm. 

Line Computation Big O Multiplication Division Addition Square root Trigonometric 
Conversion, absolute,  

or negation 

 Resfun (residual function)        

1 x'*x O(3) 3 0 2 0 0 0 

2 x*x' O(9) 9 0 0 0 0 0 

3 ((line 1)^(3/2)) O(n1.5) 0 0 0 1 0 0 

4 (3*(line 2)/(2*(line 1))-eye(3)) O(n2) 0 10 3 0 0 0 

5 (line 4 expression)*B1 O(9) 9 0 6 0 0 0 

6 line 5 x line 3 O(n2) 3 0 0 0 0 0 

7 lines 1-6 total for x  24 10 11 1 0 0 

8 x+p  0 0 3 0 0 0 

9 lines 1-6 total for x+p and subtraction from line 7  24 10 14 1 0 0 

10 lines 7-9 total  48 20 28 2 0 0 

 Jacfun (Jacobian function)        
11 (line 1)^(1/2) O(n0.5) 0 0 0 1 0 0 

12 x'*B1 O(3) 3 0 2 0 0 0 

13 (line 11)x(line 12) O(n2) 1 0 0 0 0 0 

14 (line 12)/(line 11)x(line2) O(n3) 9 1 0 0 0 0 

15 x*B1'  O(9) 9 0 0 0 0 0 

16 (line 11)x(line 15) O(n2) 9 0 0 0 0 0 

17 B1*x' O(9) 9 0 0 0 0 0 

18 3*(line 11)*(line 17) O(n2) 10 0 0 0 0 0 

19 (3/2)*[(line 13)*eye(3)+line 14+line 18]  9 0 12 0 0 0 

20 lines 11-19 total for x  59 1 14 1 0 0 

21 lines 11-19 total for x+p and subtraction from line 12  59 1 23 1 0 0 

22 lines 20-22 total  118 2 37 2 0 0 

 Update        
23 inv(Jacfun) O(27) 36 1 14 0 0 4 

24 line 23*resfun O(9) 9 0 6 0 0 0 

25 x-line 24  0 0 3 0 0 0 

26 Total  45 1 23 0 0 4 

         

 Complete position algorithm (1 iteration)        

 Resfun(line 10) +Jacfun(line 22) +update (line 26)  211 23 88 4 0 4 

 Total 5 iteration loop (position calculation)  1055 115 440 20 0 20 

 Closed loop orientation (orifun)  21 0 9 0 0 0 

 Orientation normalized magnitude  3 0 2 1 0 0 

 2 Orientation Euler angles  2 2 2 0 2 0 

 Shift position coordinate frame and typecasting  0 0 3 0 0 3 

 Total for position algorithm  1081 117 456 21 2 23 
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Table 4.6.3. Computation cost for Kalman filter. 

Line Computation Multiplication Division Addition Square root Trigonometric 
Conversion, absolute, 

or negation 

 Prediction for X and P       

1 Prediction state vector (52) 5 0 5 0 0 0 

2 Prediction covariance matrix (22) 4 0 6 0 0 0 

         

 Updating X and P       

3 y vector (measurement residual) 0 0 5 0 0 0 

4 Kalman gain and S 0 2 1 0 0 0 

5 Update state vector (52) 10 0 10 0 0 0 

6 Update covariance matrix (22) 4 0 4 0 0 0 

 Total for Kalman filter 23 2 31 0 0 0 

 

Table 4.6.4. Total computation cost in clock cycles for one iteration (position estimation). 

Component Multiplication Division Addition Square root Trigonometric 
Conversion, absolute,  

or negation 

Optimal detection 3693 3 7389 3 3 3694 

Mismatch 21 0 18 0 0 12 

Position algorithm  1081 117 456 21 2 23 

Kalman filter 23 2 31 0 0 0 

Convert position/orientation data for 

transmission 5 0 0 0 0 3 

Total number of operations in 1 iteration  4823 122 7894 24 5 3732 

Clock cycles per operation 1 14 1 14 48 1 

Total clock cycles for each operation 4823 1708 7894 336 240 3732 

Total clock cycles of all operations 18733      
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Table 4.6.5. Computation time for one position update. 

Total clock cycles for all computations (1 iteration) 18733 

1 clock cycle time (sec) (clock runs at 168MHz) 5.95E-09 

Total time (sec) for 1 iteration of post processing 1.11E-04 

Total time (sec) before 1 GUI update rate (8 iterations) 8.92E-04 

 

4.7 Link Budget Analysis 

Analysis of communication power gains and losses across the system is important. Such 

analysis gives insight into the amount of power margin on the receiving end. This indicates if the 

sensing system is well above the critical SNR so that position algorithm can accurately determine 

the catheter tip’s position. Link budget is a method to calculate the gains and losses in the system. 

It varies based on the frequency operation, along with powers, such as transmitter driver power, 

receiver sensitivity, and amplifier gains. Signal losses, such as SMA connector loss, cable losses 

(twisted pair wire on the transmitter side and SMA coaxial cable on the sensing side), and loss 

through free air space and human body. 

For the proposed system, the link margin (𝐿𝑚𝑎𝑟𝑔𝑖𝑛) is defined as the sum of all the power 

gains in the transmitting (Tx) and sensing (Rx) systems and subtracting the losses incurred in the 

system [97], [98]. 

 𝐿𝑚𝑎𝑟𝑔𝑖𝑛 = 𝑃𝑑𝑟𝑖𝑣𝑒𝑟 + 𝐿𝑡𝑝𝑤 − 𝐿𝑚𝑎𝑔 − 𝐿𝑐𝑜 + 𝐺𝐴𝐹𝐸 − 𝑆𝑟𝑥𝐴𝐷𝐶 (4.7.1) 

 

where 𝑃𝑑𝑟𝑖𝑣𝑒𝑟 is the op-amp driver gain; 𝐺𝐴𝐹𝐸  is the analog front end gain; 𝐿𝑡𝑝𝑤 is the loss incurred 

through the twisted pair wire for the Tx; 𝐿𝑚𝑎𝑔 is the magnetic loss incurred through distance and 

human body; 𝐿𝑐𝑜 is the coax cable for the Rx; and 𝑆𝑟𝑥𝐴𝐷𝐶 is the sensitivity of the Rx coil and the 

ADC which defines the minimum power before the transmitter signal becomes unmeasurable by 

the sensing coil and ADC. Ptxcoil is the B-field transmitting power; Prxcoil is the measured B-field 

by the sensing coil; Pmin is the power received after all the losses before amplification; and PADCin 

is the input power received by the microcontroller ADC from the amplified sensing coil voltage 

(Figure 4.7.1). 
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Figure 4.7.1. Forward link budget calculation. 

4.8 Algorithm Divergence Correction 

The convergence of the positioning algorithm is directly affected by the triaxial coil 

locations. The optimal receiver coil positions have been described in the sensing coil design section. 

However, even with the optimal layout identified by Monte Carlo simulations or other methods, 

there still exist certain transmitter coil positions/orientations at which the algorithm is unable to 

converge correctly. This is typically because the set of measured B-fields result in a flat objective 

function in the root-finding algorithm near a correct position. A flat objective function occurs when 

the Jacobian function has a determinant value of zero (vectors are not linearly independent, and 

unique roots cannot be found). Even a Jacobian function with determinant close to zero can cause 

divergence as the system may determine a wrong search direction resulting from an abnormally 

large search step size (see discussions in Section 2.3.1). This region of flat objective function 

increases when SNR decreases, because jitter can cause a normally converging position to diverge 

to a wrong position. Thus, it is necessary to have an additional model step to correct divergence in 

the position algorithm. Figure 4.8.1 below shows an example of flat object function. Because the 
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objective function has flat portions, the rooting finding algorithm is unable to determine which 

direction is the maxima or minima.  

 

 

Figure 4.8.1. Flat objective function in search algorithm. 

 

In this case, the distance vector r in (4.2.1.16) is a 31 vector, and there are three search 

directions in x, y, and z. The algorithm will not converge if any one of the three step sizes cannot 

be properly determined.  This is especially a problem when the determinant of the Jacobian (𝐹1
′) is 

smaller than the residual function 𝐹1which leads to an abnormally large step size in the search 

iteration in the Newton’s method. We developed and implemented fixes to navigate around this 

problem as discussed below. 

A solution to the divergence problem is to introduce a second pair of triaxial receivers so 

that four receivers are used in the system. Figure 4.8.2 illustrates the possible four triaxial receiver 

layout. 
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Figure 4.8.2. Four triaxial receiver layout. 

 

Figures 4.8.3 and 4.8.4 show simulation results with two pairs of Rx. We select the pairs 

of Rx by taking two on main diagonal and the other two in the off diagonal. Thus, the first pair is 

at the current system locations: (0, 0, −0.5) cm and (23, 23, −0.5) cm, and the second pair is at 

different locations: (0, 23, −0.5) cm and (23, 0, −0.5) cm. The results are further illustrated in 

Figure 4.8.5. It can be seen that small determinant values occur at different sample point positions, 

which means that the two Rx pairs can be used in alternation to avoid small determinants and to 

calculate the Tx position. 
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Figure 4.8.3. Location of positions tested. 

 

 

Figure 4.8.4. Simulated determinant for text positions for two different Rx pairs (groups). Rx 

group 1: (0, 0, −0.5) and (23, 23, −0.5); Rx group 2: (0, 23, −0.5) and (23, 0, −0.5). 
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Figure 4.8.5. Simulated determinant for text positions for two different Rx pairs (groups). Rx 

group 1: (0, 0, −0.5) and (23, 23, −0.5); Rx group 2: (0, 23, −0.5) and (23, 0, −0.5) at Z=20cm. 

 

However, in practice such an implementation removes the speed advantage of the system. 

This is because six additional sensing coils must be measured. The algorithm complexity will 

increase to accommodate the additional measurement values. Thus, if the same number of ADCs 

are used, the tracking speed will be cut in half. In addition, even if the tracking speed could be 

maintained, there are still shared diverging positions between the two Rx groups. Thus, this fix 

was not implemented. 

 Another more promising fix to mitigate the problem is by slightly changing the distance 

vector (p) between Rx1 and Rx2 so that the Jacobian determinant is no longer small. Figure 4.8.6 

below illustrates such a shift, where the p vector in green dashed line is altered slightly when the 

algorithm detects a divergence. 
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Figure 4.8.6. p-vector shift shown by dashed lines. 

 

Note that the small change in p in the z direction rotates the receiver (Rx1-Rx2) plane, which 

effectively alters the Tx orientation from the Rx perspective and changes the Jacobian equation 

through changing p in (3.4.15), which results in a slightly different set of B1 and B2 and a larger 

determinant. 

In most cases, the diverging positions can be easily identified. This is because certain 

magnetic moments (Tx orientations) cause the Jacobian determinant to approach zero values more 

easily. In the current Rx layout, this occurs at +z and −z of the Tx orientation. In these cases, we 

shift Rx reference position (dashed lines) along the z axis up to 5 mm. For the +z orientation of Tx 

positions, we shift Rx in the negative z direction, and vice versa.  

Because the orientation is incorrect when the system diverges, the algorithm cannot solely 

detect divergence based on orientation of the Tx coil. In addition, when the algorithm diverges, it 

may converge to a local minimum, due to the highly nonlinear nature of the B-field equation and 

the possibility of multiple roots. 

To improve the reliability of the divergence check, a new procedure is implemented to 

check both the orientation and position changes within one position calculation. In this procedure, 

a position divergence check condition is implemented by taking advantage of the fast update rate 

of the tracking system. If the orientation angle changes greater than 40° and/or the position changes 

greater than 3 cm in one axis (5.2 cm in distance), the system considers this position incorrect due 
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to divergence. Note that the position calculation rate is at 1.6 KHz. With 5.2 cm in distance change, 

we are assuming that the system’s tracking coil does not move faster than 85 m/sec.  

When a divergence is detected, the position algorithm is rerun using the same measured B-

fields but with a difference in p vector. With a new Jacobian determinant, which is larger, the 

position algorithm will correctly converge. Figures 4.8.7−4.8.9 below depict example positions’ 

X, Y, and Z values with and without the p-vector distance correction. 

 

 

Figure 4.8.7. The effects of p-vector correction on X position. 
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Figure 4.8.8. The effects of p-vector correction on Y position. 

 

 

Figure 4.8.9. The effects of p-vector correction on Z position. 
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Note that the limitation of the above fix is that it may lead to increased errors, because of 

the nonlinear nature of the B field. Because the p vector is shifted, the calculated position will be 

shifted as well. To correctly compensate position shift is challenging. The algorithm checks to see 

if the compensation is correct by doing the same position and orientation check (3 cm per axis and 

40° rotation) again. If the system still detects divergence, the previous position point is used. This 

is shown in the magenta curves where the corrections include both the p-vector shift correction 

and the position orientation final check. 
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5. SYSTEM INTEGRATION AND CALIBRATION 

5.1 Hardware Integration 

The complete heart shape mapping system hardware is described in this section. Using the 

proposed transmitter and sensing system designs, the overall system level diagram is depicted in 

Figure 5.1.1. The transmitter section consists of a transmitter driver PCB placed at a fixed location 

and a transmitter coil attached to the catheter tip with a one-meter long twisted pair wire connection 

to the driver. The sensing section consists of two triaxial sensors with a parallel tuning capacitor 

on a PCB and analog front end to amplify measured signals from the six coils. Both sections are 

connected to the STM32 microcontroller, where post-processing is performed all on 

microcontroller firmware, including measurement using ADC, algorithms for position and 

orientation, filtering, and calibration.  A USB connection allows for the position data to be sent to 

the user computer to a GUI to display the position results at a rate of 200 Hz. 
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Figure 5.1.1. Tracking system diagram. 

 

5.2 Potential Electrical System Integration in Medical Environment 

The current system transmits universal asynchronous receiver-transmitter (UART) serial 

data through USB to the user interface. There are other potential methods for sending the data to 

the user. A block diagram of the potential electrical system integration is shown in Figure 5.2.1. 

One method is to communicate with an external Windows computer through USB channel utilizing 

human interaction device (HID) protocol. A universal HID protocol allows the system to be usable 

on any computer that supports HID.  If the user prefers a wireless communication, Bluetooth data 

transfer is possible through an HC-05 receiver from the STM32 microcontroller used in the 
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proposed system. It will use the standard BLE protocol, so any smartphone, tablet, or computer 

that supports BLE protocol can read the data. 

 

 

Figure 5.2.1. Electrical system integration (with planned future connection). 

 

5.3 Mechanical Integration 

Mechanical integration in a medical test environment involved on-site collaboration with 

the sponsor of the research project reported in this thesis, Nexturn company. The system was tested 

inside a mock operating room with a patient phantom on top of an operating table. The tiny 

transmitter coil is attached to the tip of a medical catheter, and the wire is integrated onto the 

catheter line by winding it around the catheter (Figure 5.3.1). 
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Figure 5.3.1. Transmitter coil with twisted pair wire wrapped on catheter. 

 

The transmitter driver is placed on the side of the patient table. The diagnostic catheter is 

guided via medical robotic arm. This robot can precisely adjust the catheter handle’s and tip’s 

position and orientation (Figure 5.3.2). 

 

 

Figure 5.3.2. Catheter installed in medical robot, with patient mannequin. 
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The patient phantom is lying on the bed with a 3D-printed heart. For the demonstrations, 

the two triaxial coils are screwed underneath the patient table (Figure 5.3.3). The vertical tracking 

distance between the receiver and 3D-printed heart is approximately 10–20 cm.  Six SMA coaxial 

cables connect the sensing coils to the microcontroller, where the on-board ADC samples the 

measurements, and a micro-USB to USB cable connects to the main computer. 

 

 

 

Figure 5.3.3. Reference sensing coils placed underneath patient table. 
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Figure 5.3.4. Real-time tracking of catheter. 

 

The complete test assembly at Nexturn is shown in Figures 5.3.4 and 5.3.5. A 3D point 

cloud is used to map the locations of the diagnostic catheter tip. A 2D GUI may also be used as 

seen in the figures for knowledge of the position of catheter tip. 

 

    

Figure 5.3.5. Graphical user interface for the position/orientation of catheter tip 2D (left) and 3D 

heart (right). 

 

A semi-translucent 3D heart, which has the exact dimensions of the 3D-printed heart is 

placed in the point cloud visual display (Figure 5.3.6). The GUI displays the location of the catheter 
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tip, based on the transmitter coil calculated position using green and red colors. The red regions 

mark already visited locations, and green regions mark locations visited within the last 10 frames. 

The goal is to verify that the green and red mapped regions are within the boundaries of the 3D-

printed heart. In addition, to verify the catheter tip location, a camera is placed inside the phantom, 

pointed at the 3D-printed heart to verify the location of the catheter tip with respect to the heart. 

From this, a 3D mapping of the interior of the heart can be successfully generated. 

 

 

 

Figure 5.3.6. Point-cloud GUI representation of catheter tip and camera pointed at the tip. 

 

5.4 System Calibration 

This section describes the calibration methods used to improve the system accuracy and 

precision. System calibration will be performed after the exterior system setup is completed, 

because the knowledge of hardware specifications of this system is necessary. The following 

calibrations are applied to account for the effects of position, gain, orientation mismatches of the 
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sensing coils, along with the effect of the coupling among sensing coils’ B-fields.  Calibration is 

done using a separate XYZ station (Figure 5.4.1). This XYZ station was used for calibration during 

Nexturn’s mock medical test. The XYZ station used for calibration during tests at Purdue will be 

shown in the experimental setup section in the next chapter.  

 

 

Figure 5.4.1. XYZ test station for calibration. 

 

The calibration procedure is described below. The goal of calibration is to measure and 

correct mismatches to reduce error. However, in cases where directly measuring the mismatch is 

not feasible, compensation may be determined empirically. One of the examples is the Rx position 

mismatch due to minor inconsistencies in drilling holes to secure the receivers. The relative 

locations of the two receivers can be compensated through trials. Consider the coordinate frame 

illustrated in Figure 5.4.2, Rx1 and Rx2 should ideally have exactly the same x and y distances 

relative to the origin shown, but small errors remain after installation. The position can be 

compensated through comparison of measured and simulated B-fields and relevant adjustments. 
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Figure 5.4.2.Tx and two Rx locations with the midpoint of the two Rx as reference. 

 

5.4.1 Gain  

Analog Front End (AFE) Gain Stage Mismatch 

The dynamic range amplifier minimizes the effect of PVT variations. For the amplifier 

gain calibration it is assumed that the temperature is constant, and the mismatch is due to the 

tolerances of resistor and capacitor values, causing different closed loop gains for the six 2-stage 

amplifiers. Let Bx1, By1, Bz1 be amplitude values measured across each of the triaxial Rx1 coils and 

Bx2, By2, Bz2 be amplitude values measured across each of the triaxial Rx2 coils. Let A1, A2, …, A6 

be the gain values for the six amplifiers for each individual coil. Then each Ai has the possibility 

to be set to either 100 or 1000. 

 𝐵𝑜𝑢𝑡 = 𝐵𝑖𝑛𝐴𝑖(1 − 𝑚𝑖) (5.4.1.1) 

where mi with i = 1 to 6 is the % gain mismatch parameter. For example, if ideal A = 1000 and 

actual A = 990, mi = 1% = 0.01. 

So for Bx1 we have, 

x
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 𝐵𝑜𝑢𝑡𝑥1 = 𝐵𝑥1 ∗ 𝐴1 ∗ (1 − 𝑚1) (5.4.1.2) 

By measuring Bin and Bout , we can solve for m 

 𝑚𝑖 = 1 −
𝐵𝑜𝑢𝑡

𝐵𝑖𝑛𝐴𝑖
 (5.4.1.3) 

The values of 𝑚𝑖s are set in the microcontroller firmware and applied to the ADC sampled signals 

after the amplitude and phase of the B-field are extracted. 

Coil Gain Mismatch 

The triaxial coils are geometrically different, which results in different Qs and sensitivities. 

This will in turn lead to different B-field to sensing voltage conversions. Thus, coil gain mismatch 

needs to be correctly compensated.  Most experiments done so far use an LCR meter to measure 

inductance and capacitance separately. However, it is impossible to measure inductance using an 

LCR meter when the triaxial coils are attached to the PCB with a tuned capacitor. Thus, an 

alternative method is used to measure the actual inductance, resistance, and capacitance of the 

sensing system. 

A test bench is created as shown in Figure 5.4.3 below. A test capacitor with known 

capacitance (1nF) is connected in series with the sensing LC circuit. The test capacitor is used for 

capacitive sensing. A function generator (VAC) with frequency near the operating frequency of 32 

kHz is applied to the circuit, and the magnitude and phase of the signal across the test capacitor 

(between nodes A and B) and sensing LC circuit are determined. The impedance can also be 

determined. To solve for all three unknowns, different VAC frequency values (1−2 kHz away from 

the previous test frequency) may be applied, and a system of equations is obtained. The minimum 

number of VAC required is two because two measurements result in two real and two imaginary 

impedance values allowing to solve for three unknowns using four equations. This is to determine 

the actual resistance and inductance of each coil, along with the actual tuning capacitance. 
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Figure 5.4.3. Mismatch test bench. 

 

The procedure is repeated for each of the six sensing coils. The system of equations used 

to solve for the inductance and resistance of the sensing coil, tuning capacitor, and parasitic 

capacitance of the coil, and related circuitry is described below. First, define Z1 (known) as the 

impedance of the test capacitor: 

 𝑍1(𝜔) =
1

𝑗𝜔𝐶𝑡𝑒𝑠𝑡
 (5.4.1.4) 

 

Next define Z2 (with L, R, and Cparasitic + Ctune as unknowns) as the impedance of the sensing LC 

circuit taking into account of the coil’s resistor. 

 
𝑍2(𝜔) =

1

1
𝑗𝜔𝐿 + 𝑅

+ 𝑗𝜔(𝐶𝑝𝑎𝑟𝑎𝑠𝑖𝑡𝑖𝑐 + 𝐶𝑡𝑢𝑛𝑒)
 

(5.4.1.5) 

Let Vout be the node B’s voltage magnitude, Vin the node A’s voltage magnitude, and phase 

difference is between Vin and Vout. Two equations relating to the magnitude and phase can be 

expressed as follows. 

 

and
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Magnitude 

 |
𝑍2

𝑍1 + 𝑍2
∗ 𝑉𝑖𝑛(𝜔)| − 𝑉𝑜𝑢𝑡(𝜔) = 0 (5.4.1.6) 

Phase 

 tan−1 (
Im(

𝑍2
𝑍1 + 𝑍2)

Re (
𝑍2

𝑍1 + 𝑍2)
) − 𝑝ℎ𝑎𝑠𝑒_𝑑𝑖𝑓 = 0 (5.4.1.7) 

As stated before, since there are three unknowns: R, L, and 𝐶𝑝𝑎𝑟𝑎𝑠𝑖𝑡𝑖𝑐 + 𝐶𝑡𝑢𝑛𝑒 , at least four 

equations (two magnitudes and two phases being the minimum) must be generated. The number 

of equations in the system depends on the number of frequencies, n, tested. Thus, there are possibly 

2n equations. After the three unknowns are determined, the gain can be estimated using the quality 

factor equation with the actual tuned frequency: 

 𝑄 =
𝜔𝐿

𝑅
 (5.4.1.8) 

Once the quality factor is determined for each coil, the effective gains can be obtained for 

all six sensing coils in the system. These effective gains may be further compensated through 

empirical tests as well.  

5.4.2 Orientation 

In this section, the correction is for general orientation mismatch, i.e., we only consider the 

orientation mismatch of the triaxial coils relative to the xyz coordinate frame. These mismatches 

are due to small installation errors (e.g., soldering and drilling imperfections) in the setup of the 

XYZ test station. Here we assume that the coils in the triaxial receivers are orthogonal to each 

other. We will consider orthogonality among the three coils for mutual coupling analysis in the 

next section. 

Consider Q as the rotation matrix. Gimble lock possibility is minimal because the 

orientation mismatch rotation angles do not exceed 1−2 degrees. Thus, the Euler angle 

representation is used here as follows. The angles are rotated intrinsically in the (z-y-x) order: 

 𝐐 = 𝐐𝑥𝐐𝑦𝐐𝑧 (5.4.1.9) 
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where 

 𝐐𝑥 = [
1 0 0
0 cos 𝜑 −sin 𝜑
0 sin 𝜑 cos 𝜑

] (5.4.1.10) 

 𝐐𝑦 = [
cos 𝜃 0 sin 𝜃

0 1 0
−sin 𝜃 0 cos 𝜃

] (5.4.1.11) 

 𝐐𝑧 = [
cos𝛹 − sin𝛹 0
sin𝛹 cos𝛹 0

0 0 1
] (5.4.1.12) 

Thus, we have: 

𝐐 = [

cos 𝜃 cos𝛹 − cos 𝜑 sin𝛹 + sin 𝜑 sin 𝜃 cos𝛹 sin𝜑 sin𝛹 + cos 𝜑 sin 𝜃 cos𝛹
cos 𝜃 sin𝛹  cos 𝜑 cos𝛹 + sin 𝜑 sin 𝜃 sin𝛹 −sin𝜑 cos𝛹 + cos 𝜑 sin 𝜃 sin𝛹

−sin 𝜃 sin 𝜑 cos 𝜃 cos𝜑 cos 𝜃
] 

(5.4.1.13) 

 This rotation matrix can be applied separately to the Bx, By, and Bz fields of each of the 

sensing coils to get the rotated B-field Bxrot, Byrot, and Bzrot. As a result, we have: 

 [𝐵𝑥𝑟𝑜𝑡 𝐵𝑦𝑟𝑜𝑡 𝐵𝑧𝑟𝑜𝑡] = 𝐐[𝐵𝑥 𝐵𝑦 𝐵𝑧] (5.4.1.14) 

 To apply this equation, position and B-field amplitude values are measured at various 

positions with fixed orientation. Afterwards, a Matlab program is run, which sweeps through a set 

of possible gain, position, and orientation values for each of the six coils. The set of mismatch 

correction values is identified to minimize the difference between the simulated and measured B-

field values. Note that because the sweeping range required is unknown, this process is repeated 

with a different sweeping range until the optimal orientation angle correction values of each of the 

triaxial receivers are obtained. 

5.4.3 Mutual Coupling 

 Ideally, each of the coils in a triaxial receiver will have a measured B-field value 

independent from another. However, due to imperfections in winding and internal orientation 

mismatch among the coils, each of the three coils induces a B-field on others. This causes inductive 

coupling. Thus, a mutual coupling compensation must be implemented as follows. Letting Bu be 

the uncompensated B-field value, we have: 

 𝐵𝑐𝑥 = 𝑚11𝐵𝑢𝑥 + 𝑚12𝐵𝑢𝑦 + 𝑚13𝐵𝑢𝑧 (5.4.1.15) 
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 𝐵𝑐𝑦 = 𝑚21𝐵𝑢𝑥 + 𝑚22𝐵𝑢𝑦 + 𝑚23𝐵𝑢𝑧 (5.4.1.16) 

 𝐵𝑐𝑧 = 𝑚31𝐵𝑢𝑥 + 𝑚32𝐵𝑢𝑦 + 𝑚33𝐵𝑢𝑧 (5.4.1.17) 

where mij is the mutual inductance factor of coil j that exists with respect to coil i. Note that this 

mij factor is determined empirically by generating a B-field on one of the 3 coils and measuring 

the B-field induced on the 2 other coils. Figures 5.4.4−5.4.5 below show the induced field (red 

curve and black curve) based on the generated field from one of the coils within each of the triaxial 

Rx coils. From here, we can derive the mij factor by calculating the ratio between the generated 

field and induced field. This ratio is also based on the induced field’s phase in relation to the 

generated field. 
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Figure 5.4.4. Rx1 induced field measurement. 
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Figure 5.4.5. Rx2 induced field measurement. 
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6. SYSTEM SETUP AND TESTING 

6.1 Prototype System Setup 

In the test system, the transmitter coil is attached to a 3D-printed structure, where its 

position can be adjusted precisely using an XYZ test station, and its orientation can be adjusted 

using a rotation module. The two sensing coils are screwed on a wooden board and placed on a 

wooden table. The complete test bench is illustrated in Figure 6.1.1. 
   

 

 

Figure 6.1.1. Test bench. 

 

Figure 6.1.2 below shows the base for the XYZ position test station. The metallic base has 

three separate knobs, which precisely control the position in the x, y, and z directions. Each full 

rotation of a knob adjusts the position in one axis by 2 mm. Because the base for the XYZ station 



 

 

178 

is a metallic structure that can significantly distort the magnetic field, a wooden platform was built 

and attached to the base with a height of 1 m, leaving enough distance between the metallic base 

and the transmitting and sensing coils.  

 

 

Figure 6.1.2. XYZ test station used for the test. 

 

Data were collected across various positions in increments of 4 cm. The control knobs of 

the XYZ test station were adjusted to achieve specified positions. Then, the x, y, and z position 

values were measured and recorded by the tracking system for each fixed orientation. 

The sensing coil position and coordinate frame are shown in Figure 6.1.3. The two triaxial 

Rx coils are placed in a xyz coordinate frame at (0, 0, −0.5) cm and (23, 23, −0.5) cm. The coil z 

position is offset by 0.5 cm because the diameter of the Rx coil is 1 cm, and the top of the Rx coil 



 

 

179 

is at z = 0 cm. The Tx coil was moved in the tracking area from −1.5 cm to 23.55 cm in both the x 

and y directions, and 10 cm to 25 cm in the z direction. 

 

    

Figure 6.1.3. Coordinate frame. 

 

Figure 6.1.4 shows the test tracking range for the prototype system. The size of a human 

heart is approximately 12 cm8 cm6 cm [99]. The tracking range needs to cover at least double 

the heart volume. Thus, the target tracking position range for this system is 25 cm25 cm25 cm 

depicted by the 3D red box. 60 unique positions, at 7 different orientations, were tested within this 

range to evaluate the position and orientation accuracy of the system (Table 6.1.1).  

 

Table 6.1.1. Tracking position tests. 

  Position Change X Position Change Y Position Change Z 
Orientation Change 

Azimuth 

Range −1.5cm to 23.5cm −1.5cm to 23.5cm 10 to 25cm 0 to 180deg 

Increment 4cm (1.5cm on edges) 4cm (1.5cm on edges) 5cm 30deg 
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Figure 6.1.4. Position tracking area: test area shown by 3D red box. 

6.2 Test Results 

This section details the position test results for the positions and orientations summarized 

in Table 6.1.1. Since biological tissues have magnetic permeability that is very close to the 

magnetic permeability of free space, we assume that the magnetic field generated by the 

transmitting coil is not altered in a patient's body. However, proving the reliability of this 

assumption is too challenging as no direct investigation into the effect of biological tissues on EM 

fields for tracking systems has been published [100]. Hence, our measurements are performed in 

normal laboratory conditions.  

First, the receiver coil B-field magnitude and phase are confirmed through measurement 

using an oscilloscope. The received voltage shown in Figure 6.2.1 has noise. The only noise that 

will propagate through to the position calculation is the noise at 32 kHz frequency. The rest of the 

noise at different frequencies is removed in the amplitude and phase detection algorithm (single 

tone detection), which isolates the amplitude and phase of only the operating frequency at 32 kHz. 

x

y

z

25cm

10cm

23.5cm
-1.5cm

-1.5cm

23.5cm



 

 

181 

 

 

Figure 6.2.1. Voltage measured in receiver and transmitting coils. 

 

Note that the phase is used to determine the sign of the amplitude. For example, a phase of  

−90 degrees means that the amplitude is positive and a phase of +90 degrees negative. The phase 

also allows us to check any B-field interference from unwanted sources, because the interfering 

B-field will cause the phase to incorrectly deviate, which is more pronounced if the interfering B-
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field has opposite sign to the transmitting B-field. From our results, we notice that the biggest 

interference is caused by the twisted pair wire which carries the current to the transmitting coil. 

Despite most of the B-field being cancelled out by the wire geometry, some of the induced B-field 

survives and is measurable by the receiving coils. To mitigate this, the wire is shielded, which 

successfully reduces the interfering B-field and lowers phase deviation. 

6.2.1 Static Tests 

 First, static position tests were conducted. Over 60 unique positions were evaluated, and 

the coil was rotated at each of these positions, with 7 unique orientations described in Table 6.1.1. 

Figures 6.2.2 through 6.2.8 depict the (x, y, z) position results within the tested volume at each of 

the 7 unique orientations. Test results for different angles at different z positions are shown in 

Figures 6.2.9 through 6.2.12. 

 

 

 

Figure 6.2.2. 0-degree azimuth orientation position result. 
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Figure 6.2.3. −30-degree azimuth orientation position result. 

 

 

 

Figure 6.2.4. −60-degree azimuth orientation position result. 
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Figure 6.2.5.  −90-degree azimuth orientation position result. 

 

 

 

Figure 6.2.6. −120-degree azimuth orientation position result. 
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Figure 6.2.7. −150-degree azimuth orientation position result. 

 

 

 

Figure 6.2.8. −180-degree azimuth orientation position result. 
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Figure 6.2.9. z = 10cm orientation angle varying result. 

 

 

 

Figure 6.2.10. z = 15cm orientation angle varying result. 
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Figure 6.2.11. z = 20cm orientation angle varying result. 

 

 

 

Figure 6.2.12. z = 25cm orientation angle varying result. 
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Each static position is measured 100 times. The resulting position and orientation errors, 

means, and standard deviations are computed. Tables 6. 2.1 and 6.2.2 summarize the results. 

 

Table 6.2.1. Position error of static position tests. 

Azimuth (deg) Mean position error (mm) Standard deviation position (mm) 

  x y z d x y z d 

0 0.83 0.75 0.40 1.37 0.40 0.39 0.18 0.50 

−30 1.47 1.41 0.69 2.41 0.72 0.84 0.33 1.00 

−60 0.58 0.67 0.48 1.19 0.19 0.28 0.22 0.30 

−90 0.56 0.52 0.53 1.10 0.20 0.19 0.26 0.32 

−120 0.42 0.59 0.55 1.06 0.18 0.26 0.24 0.33 

−150 0.88 1.37 0.72 1.98 0.52 0.76 0.34 0.81 

−180 1.32 1.38 0.58 2.26 0.70 0.74 0.26 0.90 

Overall 0.86 0.96 0.56 1.62 0.41 0.49 0.26 0.60 

 

Table 6.2.2. Orientation error of static position tests. 

Azimuth (deg) Mean orientation error (deg) Standard deviation orientation (deg) 

  azimuth elevation overall azimuth elevation overall 

0 1.24 1.00 2.24 0.30 0.32 0.53 

−30 0.97 0.85 1.82 0.40 0.36 0.66 

−60 0.54 0.70 1.24 0.11 0.11 0.18 

−90 0.54 0.65 1.20 0.11 0.08 0.14 

−120 0.57 0.58 1.15 0.12 0.14 0.22 

−150 1.92 1.46 3.38 0.63 0.38 0.85 

−180 2.12 1.87 3.99 0.53 0.48 0.91 

Overall 1.13 1.02 2.15 0.32 0.27 0.50 

 

 

One observation is that the errors of static position tests at 0 and −180 azimuth angles are 

larger than test results closer to the −90 azimuth angle. Elevated errors at those two angles are 

related to the fact that the determinant is very small (closer to 0). This is illustrated in Figures 

6.2.13 and 6.2.14 below, where there are significantly more positions with very small determinant 

at 0 degrees than at −90 degrees. As explained in the above divergence correction section 4.8, 

when the determinant is close to or equal to 0, the algorithm will fail to find a position. Thus, the 



 

 

189 

divergence correction is necessary. However, the fix cannot eliminate the errors completely, as 

seen in Table 6.2.2 in the 1st row and 7th row (0 and −180 degree azimuth tests). 

 

 

Figure 6.2.13. Determinant for azimuth angle: −90 degrees. 

 

 

Figure 6.2.14. Determinant for azimuth angle: 0 degrees. 

6.2.2 Dynamic Tests 

In addition, dynamic tests were performed on the Tx coil. The position data were calculated 

at a rate of 1.6 kHz, with a visual update rate of 200 Hz while the system was moving by either 

adjusting the x-y-z position or adjusting the azimuth orientation. The slower visual update rate was 
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used to minimize latency between the unfiltered and filtered results, which is described in the filter 

design section. Figures 6.2.15−6.2.20 and Figures 6.2.21−6.2.24 depict the unfiltered and filtered 

results for position and orientation changes, respectively. The filter latency is determined by 

analyzing the time delay between the unfiltered data and the filtered data.  As we can see, the 

dynamic tests confirm that the system operates with minimal latency (The latency time and settling 

time are estimated as 15 ms and 62.4 ms, respectively). In addition, the max position variation 

within the test area is determined from the plots to be 3.44 mm. 
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Figure 6.2.15. Dynamic test: position change (a). 

 

 

Figure 6.2.16. Dynamic test: position change (b). 
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Figure 6.2.17. Dynamic test: position change (c). 

 

 

Figure 6.2.18. Dynamic test: position change (d). 
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Figure 6.2.19. Dynamic test: position change (e). 

 

 

Figure 6.2.20. Dynamic test: position change (f). 
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Figure 6.2.21. Dynamic test: orientation change (a). 
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Figure 6.2.22. Dynamic test: orientation change (b). 
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Figure 6.2.23. Dynamic test: orientation change (c). 
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Figure 6.2.24. Dynamic test: orientation change (d). 
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We also calculate the jitter for all the dynamic test points by taking one standard deviation. 

Tables 6.2.3 and 6.2.4 show these jitter values for the position and orientation angle. 

 

Table 6.2.3. Dynamic position tests: jitter (mm). 

z distance 10cm 15cm 20cm 25cm 

x direction 0.05 0.11 0.18 0.03 

y direction 0.04 0.08 0.15 0.03 

z direction 0.05 0.09 0.25 0.05 

Overall distance 0.05 0.10 0.22 0.05 

 

 

Table 6.2.4. Dynamic orientation tests: jitter (deg). 

z distance 10cm 15cm 20cm 25cm 

azimuth 0.04 0.07 0.10 0.18 

elevation 0.03 0.04 0.07 0.23 

Combined 0.06 0.08 0.11 0.18 

 

 

In summary, the test results indicate that the position determined by the algorithm is very 

close to the expected position with the mean position error across all static tests being 1.6 mm, 

which is sufficient for the application of heart shape mapping to catheter ablation.  

While the position algorithm works well for most points tested, certain points/orientations 

have relatively larger error and standard deviations. Some points are outliers, like the one shown 

in Figure 6.2.23, at around t = 12.65 sec. The orientation data has a spike, despite the position data 

not having a spike. There are other points with relatively low accuracy, such as those at the 

orientation of 0 or 180°, where the average error exceeds 2 mm. This is attributed to the divergence 

problem mentioned in the previous chapter. The divergence fix causes a position offset, which in 

turn increases mean position and orientation errors. Also, due to SNR variation over distance, 

positions with weak B-field signals for all 3 coils have increased position jitter.  
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6.3 Repeatability 

For this analysis, we examine the static position and orientation test measurements for –90° 

azimuth and 0° elevation with same position changes, using results from two different trials. One 

set of test data was collected on 10/17/2021 and the other on 10/23/2021. In both trials, the 

transmitting coil was moved along the same position and orientation iterations. The variation 

observed in the measurements is analyzed using the method described in [101]. 

For repeatability, the tests results suggest that the y position values are nearly identical in the 

two trials. In addition, the orientation values of azimuth and elevation are also identical in the two 

trials. However, the x and z position values have slight offsets, where all the position values are 

shifted by a constant value. This value changes depending on the z height of the transmitter coil. 

Table 6.3.1 below shows the offset values found at different positions. 

 

Table 6.3.1. Offsets in position test results.  

z height 

(cm) 

x shift 

(mm) 

z shift 

(mm) 

10 1.3 1.2 

15 1.3 1.2 

20 0.2 1.6 

25 –1.4 0 

 

These shifts occur because of the imperfection of the XYZ test station. The z-axis control 

is enabled using a screw at the station’s base and zip-tie in the middle. Imperfect flexibility can 

cause the transmitter coil to slightly tilt along the xz direction, which may change between different 

tests, affecting the position results. However, these offsets can be easily compensated in post 

processing. 

 The mean error and standard deviation are also compared. The observed x and z position 

shifts (Table 6.3.1) were applied to the trial 2 data. Tables 6.3.2 and 6.3.3 and Figures 6.3.1 and 

6.3.2 show the comparison of trial results. 
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Table 6.3.2. Comparison of mean and standard deviation of position errors. 

Trial 

ID 

Azimuth 

(deg)  

Mean position error (mm)  Standard deviation position (mm) 

x y z d x y z d 

Trial 1 − 0.56 0.52 0.53 1.1 0.2 0.19 0.26 0.32 

Trial 2 − 0.64 0.53 0.65 1.25 0.21 0.14 0.27 0.29 

 

Table 6.3.3. Comparison of mean and standard deviation of orientation errors. 

Trial 

ID 

Azimuth 

(deg)  

Mean orientation error (deg) Standard deviation orientation (deg) 

azimuth elevation overall azimuth elevation overall 

Trial 1 − 0.54 0.65 1.2 0.11 0.08 0.14 

Trial 2 − 0.58 0.61 1.2 0.1 0.08 0.13 

 

 

  

Figure 6.3.1. Trial 1 (left) and Trial 2 (right) position test results. 
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Figure 6.3.2. Trial 1 (left) and Trial 2 (right) orientation test results. 

 

As seen in the position results, the differences in x and z position errors are larger (about 0.1 

mm) than the y position errors (about 0.01 mm). There is no significant change in standard 

deviation of position errors. The orientation error is nearly identical with mean errors only differing 

in 0.04 degrees and standard deviation differing in 0.01 degrees. This amounts to approximately 

1.7 mm variation in position and 0.02 degree variation in orientation. 

6.4 System Comparison 

Through the position and orientation tests, the proposed magnetic tracking system has 

demonstrated its ability to track the transmitter coil in both static and dynamic environments at an 

update rate of 200 Hz. The tracking accuracy of newly developed system is comparable to other 

existing systems. Table 6.4.1 provides a comparison of this system’s accuracy and update rate with 

published experimental results of similar magnetic tracking systems used in the medical 

environment. Our system is unique in its compactness and its simple algorithm which allow for 

low latency, while providing high accuracy. In addition, to our knowledge, this is the first 

operational system which tracks a moving transmitting coil with plastic resin core using two 
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triaxial sensors. Most commercially available systems (NDI Aurora, Ascension 3D, and Polhemus) 

employ a ferrite core sensing coil instead, and such tracking systems suffer from slow update rates. 



 

 

 

2
0
3
 

 

 

 

Table 6.4.1. System comparison. 

 

  This Work 

NDI Aurora 

Planar 

(5DOF) [35] 

Ascension 3D 

Guidance 

Short [35] 

Ascension 3D 

Guidance 

Flat [35] 

Polhemus Isotrak 

II [102] 

O’Donahuge 

et al.  [100] 

Plotkin et al. 

[33] 

Roetenberg et al. 

[53] 
Hu et al. [103] 

Test environment Laboratory 
Radiology 

Suite 

Radiology 

Suite 
Radiology Suite Operating Room Laboratory Laboratory Laboratory Laboratory 

Test volume 
25cm25cm 

25cm 

18cm18cm 

18cm* 

18cm18cm 

18cm* 

18cm18cm 

18cm* 

18cm15cm 

12cm 

25cm25cm 

25cm 

28.8cm28.8cm 

20cm** 

80cm80cm 

80cm 
45cm distance 

Test update rate 200Hz 39.86Hz 190Hz 160Hz n/a 22.6Hz 50Hz 1.7Hz  

Position precision 

(stdev) 
0.60mm 0.67mm 0.18mm 0.48mm n/a 0.7mm 0.6mm 2.4mm n/a 

Orientation 

precision (stdev) 
0.5deg n/a n/a n/a n/a 0.8deg 0.4deg 2.6deg n/a 

Mean position 

error 
1.62mm 0.76mm 0.34mm 0.61mm 3.2mm 1.2mm 1mm 7.6mm*** 1.8mm 

Mean orientation 

error 
2.15deg n/a n/a n/a 2.9deg 1deg 0.6deg 5.9deg*** 1.54deg 

    * Test area was not provided in the original paper but provided in [28]. 

    ** Test was done with 20 cm vertical distance and transmitter array of 28.8 cm  28.8 cm. 

    *** RMS error. 
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6.5 System Cost Estimation 

The proposed system is unique in that its cost is significantly lower than most existing 

magnetic tracking systems on the market with comparable accuracy. Table 6.5.1 shows the 

estimated hardware costs for the complete system, which totals approximately $270 (including 

rechargeable Li-ion battery). This figure includes once off costs involved in low volume 

production of PCBs, SMA cables, and connectors. Large scale manufacturing would see a 

significant decrease in the system cost as the majority of system costs are related to PCB, SMA 

cables, and connectors since each triaxial coil requires 1 SMA cable and 2 connectors which make 

up approximately $66 of system cost.  These components are commercially available, and the 

PCBs used are simple and compact. The only cost hard to estimate is the transmitter coil which 

was wound using a custom motor setup. So, the total cost is more than just the cost to print the 3D 

resin core and the copper wire. 

 

Table 6.5.1. System cost breakdown. 

Module Cost ($) 

Transmitter coil manufacturing 10 

2 Triaxial sensing coils 45 

STM32 microcontroller  15 

Analog front end  30 

Transmitter driver board  40 

Battery 50 

SMA Cable/Connectors 80 

Total 270 
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7. SUMMARY AND FUTURE WORK 

7.1 Conclusions 

Cardiac ablation is a minimally invasive, low risk procedure that can correct heart rhythm 

problems. Current techniques which determine catheter positioning while a patient is undergoing 

heart surgery are usually invasive, often inaccurate, and require some forms of imaging. In this 

study, we develop a unique real-time tracking system which can track the position and orientation 

of a medical catheter inside a human heart with fast update rate of 200 Hz and high precision. This 

thesis details the analysis, design consideration, and implementation of the system for a diagnostic 

catheter to map the shape of the heart. 

The system utilizes a magnetic positioning method involving a new solution algorithm and 

innovative designs of magnetic field detection hardware and software. The successful 

implementation of the EM tracking system demonstrates that this type of positioning has the 

benefits of not needing a line-of-sight between emitter and sensor. The proposed system can be 

applied to other medical applications in need of real-time positioning. 

Specific contributions of the study include a novel design of an air core single uniaxial 

transmitter (1.5 mm in diameter) placed on a medical catheter tip and two triaxial receivers placed 

in reference locations. Such a design employs a minimal number of coils, allowing for simple 

implementation of EM tracking.  Magnetic field magnitude measurements from the six sensing 

coils are sampled by a microcontroller ADC, and the firmware executes an efficient positioning 

algorithm to determine the position and orientation of the catheter.  

The system has been successfully evaluated through simulation and laboratory tests. The 

results of both static and dynamic tests performed on the system show that the average tracking 

accuracy is 1.6 mm, which is well suited for catheter-based tracking. 

In summary, this system has several advantages over existing systems reported in the 

literature. Specifically, 

(1) The tracking system concept is based on an efficient theoretical model developed by McGary 

[42], which needs only two fixed triaxial receivers. In contrast, other systems typically require 

additional sensors or transmitters [33], or rotating sensors [104], [105]. 
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(2) The hardware of the system is simpler and easier to manufacture than other systems [32], [58], 

[106]. 

(3) The system has a low-cost advantage over other systems on the market. 

The uniaxial transmitter in this system has the following advantages: 

• Simple and compact circuitry, 

• Op-amp driver minimizing noise and distortion of output current to the transmitter, 

• PLL feedback design to minimize phase and other sideband noise, and 

• Active feedback power regulation for high SNR inductor current under heat constraints. 

The sensing circuit has the following advantages: 

• Two stage amplification, with automated adaptive gain control for a wide dynamic range and 

resistance to PVT variations, 

• Compact two triaxial coil design for 5DoF tracking, allowing for simple and low cost 

implementation for large scale manufacturing, and 

• Tracking algorithm in the form of microcontroller firmware for fast, low-latency tracking, 

instead of a separate offline software used in many other tracking systems with slow update 

rates. 

Finally, the proposed system has been shown to have comparable accuracy with existing 

products on the market. Through the system’s unique and novel hardware and firmware, the study 

contributes to the advancement in EM tracking applications in the medical and other fields.  

 

7.2 Future Work 

7.2.1 Additional Sensing Coils and Layout Optimization 

The optimization of sensing coil locations may further improve tracking system accuracy 

and reduce position algorithm divergence. A relevant optimization procedure is proposed in [50]. 

The procedure is based on the characterization of the Fisher information matrix [107] of an EM 

tracking system. The sensing errors can be minimized by maximizing the FIM. However, the 

complexity involved in constructing the FIM and the independent assumption of sensing error 

distribution make the procedure less effective for the proposed system. As noted in the divergence 

correction section, although adding more sensing coils allows for more information to be available 
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for position calculation, it also increases the system complexity which affects the update rate as 

well as other system performance. Thus, improvements and simplifications in the procedure to 

optimize sensing coil layout should be investigated in future studies for this type of EM tracking 

systems.  

7.2.2 Commercialization and Medical Device Classification 

The proposed system is intended for catheter ablation treatment of arrythmia. However, for 

this system to be commercialized and sold for medical applications, it must adhere to all the 

guidelines specified in relevant documents. For certification in the United States, an EM tracking 

system for application would be a Class II device. Few devices currently fall under the one Tx and 

multiple Rx system in the medical environment. The certification of this device may involve 

additional efforts compared to other systems with conventional architectures. 

7.2.3 6DOF Tracking 

A drawback of the proposed EM tracking system is limited to 5DOF. As of now, certain 

EM tracking systems on the market have 6DOF sensors. However, the implementation of tiny 

6DOF coils is difficult due to size limitation. One method is to have a two-coil combined Tx, with 

slight angle tilt between the two coils (Figure 2.4.3). The non-symmetric core design allows for all 

three Euler angles to be tracked. Another method is to have two slanted winding coils on the same 

core axis, where the slants are orthogonal to each other. Initial COMSOL simulations using a 

staircase geometric setup to mimic such coil windings have shown that it is possible to generate 

two different B-fields using the two coils with the same core. However, winding a slanted coil has 

its own challenges. 

7.2.4 Multi-Catheter Support 

The proposed system supports one frequency. However, the hardware can be easily 

adjusted to support multiple frequencies. This will allow for different transmitter coils operating 

at different frequencies on different catheter tips. For the sensing system, the amplifier is wideband, 

so there is no need for a new amplification system. The amplitude and phase algorithms only need 
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to be adjusted to accommodate the new frequencies. However, frequency mixing among different 

transmitter frequencies will require corrective compensation for a successful implementation. 
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