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ABSTRACT

Current global efforts in building information research include the development of low-

cost, high-reliability sensing systems capable of quantifying metrics such as human occu-

pancy, indoor environmental quality, and building system dynamics. Such information is of

high value for model development, building energy management, and improving occupant

comfort. Further, indoor air quality (IAQ) has been a growing concern in recent years, only

to be expedited by the COVID-19 pandemic. A common provisional measure for IAQ is

carbon dioxide (CO2), which is regularly used to inform the ventilation control of build-

ings. However, few commercially available sensors exist that can reliably measure CO2 while

being low cost, exhibiting low power consumption, and being easily deployable for use in

applications such as occupancy monitoring.

This work presents research related to the initial development and evaluation of low-cost,

stable, and easily deployable sensors for monitoring indoor CO2 levels in buildings. Two

different types of sensors are presented that have the potential to perform as well as current

commercially available CO2 sensing technologies, at significantly lower costs. The first is

a chemiresistive sensor that is fabricated using a carbon nanotube thin film in conjunction

with a blend of branched poly(ethylenimine) (PEI) and poly(ethylene glycol) (PEG), which

serves as a CO2 absorbing layer. The second is a resonant mass sensor, functionalized with

similar polymer-based materials, including a blend of PEI and poly(ethylene oxide) (PEO).

Prototype sensors were assessed in a bench-top environmental test chamber which varied

temperatures, relative humidity levels, CO2 concentrations, as well as other gas constituents

to simulate typical and extreme indoor conditions. The results indicate that the proposed

system could ultimately serve as an attractive alternative to commercial CO2 sensors that

are currently available.
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1. INTRODUCTION

1.1 CO2 Sensing in Building Applications

In the United States, buildings account for nearly 40% of total energy consumption

[ 1 ]. Although the average American spends nearly 90% of their time indoors, individual

spaces in buildings typically have low or no occupancy much of the time [ 2 ]. Thus, there is

significant opportunity for reducing energy use by decreasing ventilation rates and adjusting

thermostat temperatures according to measured occupancy. Currently, there is a global effort

in building-information research to develop low-cost, high-reliability sensing systems, capable

of quantifying metrics such as human occupancy, indoor air quality (IAQ), and building

system dynamics. Such information is of high value for model development, building energy

management, and improving occupant comfort. In particular, a promising technology for

improving sensing systems in smart buildings is low-cost and easily deployable CO2 sensors.

CO2 concentration is a common surrogate measure for both human occupancy and IAQ

monitoring [  3 ]–[ 7 ]. In the process of metabolizing food, humans consume oxygen and expel

CO2. The rate at which oxygen is consumed and CO2 is generated depends on physical

activity. As such, CO2 can be an indicator of both occupancy and overall activity within

a space. Further, since baseline CO2 concentrations are much lower than baseline oxygen

concentrations (0.0004% vs 21% respectively), an environmental change in CO2 is much more

significant than an environmental change in oxygen [ 8 ].

Additionally, CO2 monitoring is important from an IAQ perspective. CO2 concentrations

in buildings can range from those seen in pristine environmental conditions (i.e., ~400 ppm)

to 3,000 ppm, depending on the occupancy of the confined space [  9 ], [  10 ]. Moreover, CO2

exposure at as low of a concentration as 1,000 ppm, has been shown to affect cognitive

performance, including decision making and problem resolution [ 11 ]–[ 13 ]. Thus, appropriate

indoor air quality monitoring and building ventilation is extremely important for ensuring

healthy buildings.

As the Internet of Things (IoT) technologies begin to translate into the buildings sector,

new opportunities are arising with the advent of distributed sensing networks to improve

building operation [  14 ]. For example, some studies have shown the possibility of estimating
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building air leakage by monitoring CO2 concentration decay patterns [  15 ], [  16 ]. Others have

suggested using CO2 sensing for occupancy detection to provide localized comfort control

[ 17 ]–[ 19 ]. Thus, there is a need for low-cost and easily deployable sensors for monitoring

indoor CO2 levels in buildings. There are many successful commercial CO2 sensors on

the market; however, few were designed with building systems in mind or show long-term

reliability while remaining low cost and low power.

1.2 Low-Cost Commercial CO2 Sensors

Considering low-cost CO2 sensors, metal-oxide and nondispersive infrared (NDIR) sen-

sors, are among the most common commercially available technologies. Metal-oxide sensors

operate by measuring a change in the resistance of a metal oxide film, due to the adsorption

of a target analyte. This change may result in an increase or decrease in resistance, depend-

ing on the target analyte and the sensing material being used. Since CO2 is an oxidizing

gas, an n-type material, such as the tin dioxide used by Mizuno et al., results in an increased

material resistance in the presence of CO2 [ 20 ]. Alternatively, works such as Chapelle et

al., which used a p-type material (copper oxide and spinel ferrite) resulted in a decreased

resistance in the presence of CO2 [ 21 ]. Metal-oxide sensors are a relatively low-cost option

for CO2 monitoring and thus, material enhancements for improved sensing performance con-

tinues to be a topic of research [  22 ]–[ 26 ]. However, accuracy below 2,000 ppm tends to be

poor, which is insufficient for most indoor CO2 monitoring applications [ 27 ].

For applications below 2,000 ppm, such as indoor air monitoring, NDIR sensors are

most common. NDIR sensors operate based on principles of molecular spectroscopy and are

commonly used for gas sensing applications. Most gas molecules will absorb infrared light

at specific wavelengths. In the case of CO2, the 4.26 µm absorption band is the strongest

and most selective relative to other air constituents. Thus, attenuation of this wavelength

is measured to determine CO2 concentration according to the Beer-Lambert law [  28 ]. The

main components of an NDIR sensor include an infrared light source, an infrared detector,

and an optical bandpass filter which limits infrared intensity outside the molecule-specific

wavelength. The infrared light is directed toward the detector with sample gas filling the
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space in between. Since the attenuation of infrared light is proportional to the density of CO2

molecules in this path, temperature and pressure corrections must be applied for accurate

measurement of CO2 concentration.

NDIR sensors for CO2 sensing applications have been well documented in the literature

and continue to be improved [  29 ]–[ 33 ]. Further, their use in building applications, such as

indoor air quality monitoring and demand-controlled ventilation, have been demonstrated

extensively [ 34 ]–[ 39 ]. However, even though NDIR sensors have proven successful in several

building applications, they have also fallen short in many regards. For example, several

studies have shown that commercial NDIR CO2 sensors are often prone to error when used

for indoor air monitoring [  40 ]–[ 43 ]. In addition, though still considered low-cost, these sen-

sors typically market for more than $100; which is a non-trivial cost when considering the

number of sample points being selected within a building. Additionally, NDIR sensor power

consumption is on the order of hundreds of mW, making battery-powered, wirelessly-deployed

operation challenging. This is due, in large part, to the infrared source inherent to the sensor

technology. Recently, improvements have been made with the use of light emitting diodes

[ 44 ]–[ 46 ]. However, given the previously noted limitations, alternative methods for CO2

measurement should be evaluated.

1.3 Polymer-Functionalized Sorption-Based CO2 Sensors

Several polymers such as poly(aniline) (PANI), poly(pyrrole) (PPy), polyethersulfone

(PES), and poly(3,4-ethylenedioxythiophene) (PEDOT) have shown viability for CO2 sens-

ing applications [ 47 ]–[ 50 ]. It is proposed that the sensing mechanism of such polymers is

based on the reaction between different types of amines and CO2 [ 51 ]. Similarly, an emerging

class of CO2 sensitive materials exists with the use of polymerized ionic liquids (PIL) [  52 ]–

[ 55 ]. Specifically, imidazolium-based PILs have shown effective with respect to the reversible

uptake and high solubility of CO2 [ 56 ]–[ 59 ]. These PILs have shown impressive results in

sensing applications where, for example, Willa et al. demonstrated a sensor that could detect

CO2 at 150 ppm and ambient conditions [  60 ]. Further, Li et al. demonstrated a PIL-based

CO2 sensor with sub-ppb sensitivity [  61 ]. The PIL-wrapped carbon nanotubes in this work
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were highly sensitive to CO2; however, there was also a demonstrated cross-sensitivity to

oxygen, which may prove problematic for environmental CO2 monitoring.

Another polymer that has shown high sensitivity to CO2 is poly(ethylenimine) (PEI).

Several studies have shown PEI to be viable for the capture and storage of CO2 [ 62 ]–[ 66 ].

Additionally, PEI has been studied for its use in several sensing applications. For instance,

Kiga et al. developed a field-effect transistor (FET) gas sensor using PEI in conjunction with

carbon nanotubes (CNT) and ionic liquids [  67 ]. This sensor detected CO2 and NH3 via a

change in the source/drain current flowing through the CNTs. Additionally, Ma et al. used

PEI as the CO2 sorbent material in a Fabry-Perot cavity for detection with an optical sensor

in the range of 7.6-86.9% [ 68 ]. A PEI integrated, all-dielectric photonic crystal slab sensing

platform was presented by Chang et al., which had quick response times but saturated at

CO2 levels above 600 ppm [  69 ]. PEI combined with starch has been shown by Star et al. to be

more effective than PEI alone for developing CO2 sensitive FETs [  70 ]. PEI and poly(ethylene

glycol) (PEG) in a combined polymer system have shown promise for the development of

CO2-sensitive chemiresistive devices, in conjunction with graphene [  71 ]. Similar to the starch

in Star et al., hygroscopic PEG was found to improve charge transfer in humid air [ 70 ].

1.4 Overview of the Dissertation

The work herein presents the development and evaluation of low-cost CO2 sensors for

building applications. Chapters 2-5 present novel, low-cost and low-power CO2 sensors

based on CO2 sorption on a functional polymer material. Chapter 2 presents a polymer

composite-based chemiresistive CO2 sensor that leverages a blend of PEI and PEG as the

CO2 absorbing layer. This polymer blend was cast onto a carbon nanotube thin-film, which

served as the charge carrying sub-layer. Chapter 3 presents a resonant mass CO2 sensor

functionalized with a PIL (poly(1-methyl-3-(4-vinylbenzyl)-1H-imidazol-3-ium)) hexafluo-

rophosphate [PMVBI-PF6]). Sensors were functionalized via an inkjet printing technique

and the resulting devices could detect as low as 100 ppm CO2. Using a similar sensing plat-

form, Chapter 4 presents a resonant mass sensor functionalized with a polymer blend of PEI

and PEO. A rather simple micropipetting technique was used for functionalization; however,
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these sensors were found to detect as low as 5 ppm CO2. Chapter 5 presents a study which

characterizes the temperature-dependent kinetics of the PEI-PEO functionalized resonators

presented in Chapter 4. Chapter 6 takes the lessons learned from the benchtop testing per-

formed in Chapters 2-5 and explores full-scale implementation of CO2 sensors in the built

environment, while discussing directions for future work. This includes preliminary data

on the sensors developed in Chapter 4 in a room-sized environmental test chamber. Addi-

tionally, a demonstration on the basic feasibility of using low-cost, low-power CO2 sensor

networks for occupant localization is presented. Finally, Chapter 7 provides a summary of

the work presented herein and key conclusions that can be drawn.
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2. A CARBON NANOTUBE-FUNCTIONAL POLYMER

COMPOSITE FILM FOR LOW-POWER INDOOR CO2

MONITORING

The following chapter is reprinted, in part, from Z.A. Siefker et al. “A Carbon Nanotube-
Functional Polymer Composite Film for Low-Power Indoor CO2 Monitoring” which appeared
in IEEE Sensors Journal [ 72 ]. This chapter was a shared effort in which Z.A. Siefker de-
signed, conducted, and analyzed experiments and data for the sensing system. N. Bajaj and
A. Boyina assisted in the conduction of the sensing experiments. X. Zhao designed, con-
ducted, and analyzed experiments associated with the materials preparation, performance,
and characterization. J.E. Braun, G.T. Chiu, B.W. Boudouris, and J.F. Rhoads conceived
the project, designed experiments, and directed the research.

2.1 Introduction

With the the onset of the COVID-19 pandemic, indoor air quality (IAQ) has been a

source of increased concern in the built environment [  73 ]–[ 75 ]. Indoor air pollutants such as

viruses, molds [  76 ], [  77 ], volatile organic compounds (VOC) [ 78 ], [ 79 ], and carbon dioxide

(CO2) [  80 ]–[ 82 ] gas can be harmful to occupants. Further, poor IAQ has been shown to

reduce occupant performance and productivity [ 83 ]–[ 85 ]. CO2 is commonly monitored in

building heating, ventilation, and air conditioning (HVAC) systems as a proxy measure

of IAQ [ 3 ]–[ 5 ], and for the purposes of occupancy monitoring [  6 ], [  7 ]. Reliable and low-

power CO2 sensing is valuable across this and several other application spaces; however, few

commercial CO2 sensors show long-term reliability while remaining low cost and low power.

Considering low-cost CO2 sensors, metal-oxide and nondispersive infrared (NDIR) sen-

sors, are among the most common commercially available technologies. Metal-oxide sensors

are a relatively low-cost option for CO2 monitoring; however, accuracy below 2,000 ppm

tends to be poor [  27 ]. For applications below 2,000 ppm, such as indoor air monitoring,

NDIR sensors are most common. However, several studies have shown that commercial

NDIR CO2 sensors are often prone to error [  40 ]–[ 42 ]. Additionally, NDIR sensor power con-

sumption is on the order of hundreds of mW, making battery-powered, wirelessly-deployed

operation challenging. Such sensors are outside of the range of power consumption generally

considered viable for long-term energy harvesting using, for example, indoor photovoltaic
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cells [ 86 ], [  87 ]. This is due, in large part, to the infrared source inherent to the sensor tech-

nology. Recently, improvements have been made with the use of light emitting diodes [ 44 ]–

[ 46 ]. However, given current limitations, alternative sensing modalities should be evaluated.

Poly(ethylenimine) (PEI) has frequently been shown to be viable for the capture and

storage of CO2 [ 62 ]–[ 66 ]. Further, given its strong affinity to CO2, PEI has been researched

for use in several sensing applications. For instance, Kiga et al. developed a field-effect

transistor (FET) gas sensor using PEI in conjunction with carbon nanotubes (CNT) and

ionic liquids [  67 ]. This sensor detected CO2 and NH3 via a change in the source/drain

current flowing through the CNTs. Additionally, Ma et al. used PEI as the CO2 sorbent

material in a Fabry-Perot cavity for detection with an optical sensor in the range of 7.6-

86.9% [  68 ]. In a final example, a PEI integrated, all-dielectric photonic crystal slab sensing

platform was presented by Chang et al., which had quick response times but saturated at

CO2 levels above 600 ppm [ 69 ]. Other methods in the literature for CO2 sensing include

resonant sensing using microelectromechanical systems (MEMS) [  88 ], [  89 ] and photoacoustic

methods [ 44 ], [  90 ]. This work considers another class of sensor, chemiresistive sensors, which

offer significant promise in low-cost and low-power sensing [ 91 ]–[ 95 ].

PEI combined with starch has been shown by Star et al. to be more effective than

PEI alone for developing CO2 sensitive FETs [ 70 ]. PEI and poly(ethylene glycol) (PEG)

in a combined polymer system have shown promise for the development of CO2-sensitive

chemiresistive devices, in conjunction with graphene [ 71 ]. Similar to the starch in Star et

al., hygroscopic PEG was found to improve charge transfer in humid air [  71 ]. Thus, a blend

of PEI and PEG was selected as the functional material for this work. This polymer blend

was cast onto a CNT thin film and a printed circuit board (PCB) substrate. The CNT

film bridged gold-plated electrode pairs, created via low-cost commercial PCB fabrication

processes, which provided an alternative to the graphene layers. Prototype sensors were

assessed in a bench-top environmental test chamber that simulated typical and extreme

indoor environmental conditions. Among all of the test conditions considered, the sensors

performed particularly well and gave a clear response to CO2.
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2.2 Materials and Methods

2.2.1 Material Sourcing

CoMoCATTM Signis® SG65i semiconducting single wall carbon nanotubes, chlorosul-

fonic acid, polyethylene glycol (Mn = 300 g mol-1) and branched polyethylenimine (Mn =

10,000 g mol-1) were purchased from Sigma-Aldrich, and the materials were used as received.

Commercially-available CNT systems were screened based on manufacturer specifications.

In particular, attention was paid to the relative aspect ratios of the CNTs and the amount

of residual surfactant and catalysis present in the CNTs. CoMoCATTM CNTs were selected

for this particular application due to the relatively long length and relatively low residual

impurity levels that were present in these materials.

2.2.2 Device Fabrication

The PCB substrate consisted of 12 gold-plated electrode pairs, created via low-cost com-

mercial PCB fabrication processes. To prepare the CNT thin film sub-layer, 3 mg of CNTs

were added to 3 mL of chlorosulfonic acid. The mixture was allowed to stir under inert

conditions for 3 days to form a thick solution of CNTs. 20 µL of solution were sandwiched

between two glass slides, and the thin films were generated by manually pressing and sliding

across the glass slides, in a manner similar to what has been reported previously [  96 ]. To

transfer the thin film, the glass slides were gently placed into water to peel the thin film.

The free-floating films were deposited onto the PCB substrates by sliding the substrates

below the thin film and gently lifting onto pre-patterned electrodes with 150 µm spacing

(Figure  2.1 ). To make the polymer system, 0.2 g of PEI and 0.6 g of PEG were dissolved in

20 g of methanol to generate a solution of 1% of PEI and 3% of PEG. This solution was then

diluted by methanol to generate a solution of 0.1% of PEI and 0.3% of PEG. The polymer

solution was then cast onto the CNT thin films over the PCB substrates, followed by the

removal of methanol by drying for 5 hr in a fume hood.
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Figure 2.1. Step-by-step device preparation including a CNT bath in chloro-
sulfonic acid, the formation and delamination of a CNT thin-film, the transfer
of the CNT thin film to the test substrate, and the polymer casting to complete
the composite sensor. The substrate presented shows one set of electrodes with
the CNT thin film and a separate set of bare electrodes that are intentionally
not covered with CNTs for visual demonstration purposes.

2.2.3 Testing Procedure

Prototype sensors were tested in a 114 mm-diameter and 20 mm-tall cylindrical aluminum

chamber (Figure  2.2 ). The base was the PCB substrate housing the sensors and the top was

a glass window for observation. The 9.5 mm diameter air inlet was located on the aluminum

wall and the 9.5 mm diameter air outlet was fixed to the PCB base. The chamber was

supplied with gas via an inline flow distribution system with gas sources of nitrogen, air,

CO2, and a mixture of 1% CO2 balanced with nitrogen. The gas sources were connected to

parallel mass flow controllers (MFC, MKS Instruments 1179C) which were used to administer

the gas at the reported concentrations. Optional, inline bubblers (ChemGlass, AF-0085)

were used to introduce humidity, as well as select confounding vapors. All of the gas lines

were connected to a manifold, the output of which was connected directly to the chamber
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inlet. Thermoelectric coolers (TEC; Laird CP10-31-05) were attached to the exterior of the

test chamber for temperature control of the test environment. A schematic describing the

benchtop testing system is shown in Figure  2.2 .

Prior to starting each test, the PCB substrate was secured in the testing chamber. At

the start of each test, baseline test conditions were developed by flushing the chamber with

the carrier gas (air or nitrogen). The chamber was brought to the test-specified temperature

and humidity before pulses of CO2 were introduced. Higher concentration CO2 pulses were

alternated with the reported baseline while maintaining a volumetric flow rate of 500 ccm

throughout the test. The sensor resistance was measured using a bench-top digital multime-

ter (DMM; Keysight 34401A) and a custom LabVIEW program, sampling at a rate of 0.5

Hz.

Figure 2.2. The benchtop testing system for the chemiresistive sensors. An
inline flow distribution system fed the test chamber via a side port. The flow
exited via a hole in the PCB substrate. Resistance was measured across the
functionalized electrodes of the PCB substrate using benchtop DMMs and was
recorded via LabVIEW.

24



2.3 Results and Discussion

2.3.1 Dynamic Range of Sensor

Figure  2.3 shows the change in resistance of a device exposed to CO2 under two different

scenarios: one with a background of air and the other with a background of nitrogen. Upon

increasing the CO2 concentration, the device resistance dropped until reaching a steady-state

value. When the CO2 concentration was reduced back to the baseline condition, the device

resistance increased and recovered to the initial resistance. The overall response to increased

levels of CO2 is nearly identical with both carrier gases, indicating only a minor influence

of non-CO2 air constituents (e.g., oxygen). As such, nitrogen was favored as the carrier gas

to give control of baseline CO2 levels, which were typically held at 400 ppm as this is the

approximate concentration of carbon dioxide in “fresh” outdoor air.

Figure 2.3. Sensor change in resistance (blue line; left y-axis) when exposed
to increased levels of CO2 (shaded red bars; right y-axis) in a background of
air (78% nitrogen, 21% oxygen, and 0.12% carbon dioxide) and a background
of pure nitrogen. A steady background of 40% relative humidity is maintained.
The change in resistance with a background of air is offset for visual clarity
by 4 Ω.
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Figure  2.4 shows the sensor response to CO2 in the range of 450-20,000 ppm. Sensor

response is defined as
R − Rb

Rb

× 100%, (2.1)

where R is the measured electrical resistance, and Rb is the baseline electrical resistance at

the start of each 1 hour CO2 pulse. The range of CO2 levels includes concentrations rele-

vant to indoor air monitoring (i.e., ≤ 3,000 ppm [  9 ], [ 10 ]) and much higher concentrations,

more relevant to industrial applications. As shown by the inset in Figure  2.4 , a response

is detectable as low as 450 ppm on a background of 400 ppm, which is beyond the reso-

lution necessary for indoor air monitoring. Also noteworthy is that, across this range of

concentrations, a relatively linear response is demonstrated with an interpolated sensitivity

of 2×10-4% (ppm of CO2)-1; which is competitive with some commercial NDIR CO2 sensors

[ 97 ].

Figure 2.4. Quantified sensor response and interpolated sensitivity to CO2
concentrations ranging from 450-20,000 ppm on a background of 400 ppm CO2
and 40% relative humidity (Inset: response at 450 ppm on a background of
400 ppm).
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2.3.2 Sensing in the Built Environment

CO2 sensors for the built environment must operate across a particular range of tem-

perature, humidity, and CO2 levels. These conditions have been thoroughly studied by the

engineering society, ASHRAE, which specializes in advancing the built environment. There-

fore, a test region was developed using the 0.5 clo and 1.0 clo comfort zones stipulated by

ASHRAE Standard 55 [  98 ]. This region of interest is depicted on the psychrometric chart

in Figure  2.5 and spans 22 – 26 °C and from 20%-80% relative humidity (RH). Testing was

performed near the extremes of this region, as well as near the center, at CO2 concentrations

between 400 ppm and 2,000 ppm. A background of 400 ppm CO2 was maintained to simulate

fresh outdoor air.

Figure 2.5. Psychrometric chart highlighting the range of environmental
conditions for CO2 sensor testing. This region spans across the 0.5 clo and 1.0
clo comfort zones stipulated by ANSI/ASHRAE Standard 55-2010 [  98 ] (Inset:
A time series representation of the sensor response to CO2 at a central test
condition of 24 °C and 50% RH).
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The inset of Figure  2.5 represents a snapshot of temporal results at a central test condition

of 24 °C and 50% RH which, is a typical indoor condition. The resistance change (line) at

each CO2 concentration (shaded regions) was calculated as

∆R

R0
= R − R0

R0
× 100%, (2.2)

where R is the measured electrical resistance, in ohms, and R0 is the electrical resistance

at the start of the temporal data set. CO2 was increased to the specified concentrations for

1 hour and likewise reduced back to the 400 ppm baseline condition for 1 hour; however,

steady-state conditions were typically achieved after approximately 20 minutes.

Figure  2.6 shows the resistance change at specified CO2 concentrations for extremes of

the temperature/humidity test region as well as at the central test condition. The narrow

temperature band had little effect on the sensor response, but the sensitivity increased at

higher humidity levels. The increased sensitivity is unsurprising because the reaction of PEI

and CO2 is facilitated by water. This is indicative of more CO2 molecules interacting with

the amino groups present.

As an alternative measure of sensor response, the rate of change in resistance is shown

in Figure  2.7 . The rate of resistance change was calculated as the change in resistance over

the course of 60 seconds or

∆R

∆t
= Ri − Rf

60 seconds
× 100%, (2.3)

where Ri is the initial electrical resistance, and Rf is the final electrical resistance, 60 seconds

after Ri. The data were taken 120 seconds after changing the upstream concentration to allow

for gas flow to the test chamber and diffusion within the test chamber.

The total resistance change is slightly more distinct as an indicator of CO2 concentration

than the rate of resistance change. However, these shifts take nearly 20 minutes to reach

a steady-state value, which may be an undesirable response time. The rate of change in

resistance, however, has a similar degree of accuracy in quantifying CO2 concentration, and

this can be computed within 1 minute of CO2 concentration change. Therefore, sensor logic
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Figure 2.6. Sensor response showing the total resistance change for a range
of temperature and relative humidity, typical of indoor air conditions.

Figure 2.7. Sensor rate of change in resistance at specified temperature and
relative humidity points.
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may be developed such that the rate of change in resistance will provide a more immediate

output and the total change in resistance can be used to maintain long-term accuracy.

2.3.3 Sensor Responsiveness

The response time (τ response) of a CO2 sensor can be defined as the time to reach 90% of the

maximum response after the introduction of additional CO2. The recovery time (τ recovery)

of a CO2 sensor can be defined as the time to reach 10% of the preceding response after

removing CO2 and returning to baseline conditions. The response and recovery times of the

sensor were calculated at a central test condition of 24 °C and 50% RH with a background

of nitrogen and 400 ppm CO2 (Figure  2.8 ). A slight upward trend is noticeable for both the

response and recovery times to increasing CO2 concentrations. However, for concentrations

relevant to indoor CO2 monitoring (400-2,000 ppm) there is little variance in the response

and recovery times independently.

Figure 2.8. Sensor response times and recovery times at CO2 concentrations
relevant to indoor air monitoring and at the center of the comfort zone (24 °C
and 50% RH).
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Notably, the recovery time of the device is longer (~10%) than the response time, which

is consistent with previous studies of CO2 sorption using PEI [  99 ]. As compared to NDIR

sensors, this response time is longer [  43 ]. However, for building applications, such as HVAC

control, the rise and decay of CO2 in a space has time constants on the order of several

minutes to hours [  100 ], which makes fast response times less beneficial. Likewise, control

action may be taken before the steady state is obtained and the rate of change in resistance

may be used as a faster surrogate measure.

2.3.4 Sensor Selectivity

Sensor selectivity to CO2 is important to prevent false readings in the built environment

where VOCs can be prevalent [ 101 ], [  102 ]. Prototype sensors were subjected to potentially

confounding vapors and gases, including acetone, methanol, ethanol, and carbon monoxide.

The sensor is specific to the uptake of CO2, as compared to ketones, alcohols, and a simpler

oxocarbon. Figure  2.9 shows the sensor response to CO2 and each of the selected confounding

species at a concentration of 500 ppm. Though some drift was present, the sensor responded

to pulses of CO2, while having a negligible response to the selected confounding species.

This result is promising for the application of indoor CO2 monitoring where VOCs are of

growing concern [ 103 ].

2.3.5 Comparison with Other CO2 Sensors

To evaluate the sensing properties of this work, a comparative study with other PEI-based

CO2 sensors is listed in Table  2.1 . From Table  2.1 , it is noticeable that the PEI-PEG-CNT

sensor used in this work exhibits a wide range of functional operating conditions, as well as

selectivity. The calculated sensitivity remains competitive among the other PEI-based sen-

sors considered and may be improved by optimizing device geometries. Further advantages

are apparent when one considers the low power consumption inherent to many room temper-

ature chemiresistive sensors; however, this measure is often not quantified in the literature

for our direct comparison. NDIR sensors are the most common commercially available CO2

sensors given their accuracy at a relatively low cost. However, the infrared light inherent to
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Figure 2.9. Sensor response when exposed to CO2, acetone, methanol,
ethanol, and CO in a background of nitrogen at 40% relative humidity. The
sensor was exposed to 500 second pulses at 500 ppm concentration of CO2 and
the selected confounding species. The sensor displayed selectivity to CO2 as
compared to the tested confounding species.

NDIR sensors requires relatively high power consumption and a large sensor footprint, mak-

ing them difficult to implement in embedded applications. While most commercial NDIR

sensors consume hundreds of mW, the chemiresistive devices shown in this work required

approximately 100 µW in their benchtop test setting. Thus, these chemiresistive sensors may

serve as a low-power alternative, to be used in wireless sensing, and more densely distributed

CO2 sensor networks in buildings.
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Table 2.1. A comparative study among other PEI-based CO2 sensors
Sensing Sensor Operating Dynamic Range Sensitivity Selectivity Reference

Materials Type Conditions (CO2 (ppm-1)
Concentration)

PEI/CNT/ CNT-FET Not reported 12-25% Not reported Expected to be cross- [ 67 ]
EMIM-BF4 sensitive with NH3

PEI/PVA Optical Fabry-Perot Room temperature; 7.6-86.9% 2.81x10-5nm Not reported [ 68 ]
interferometer dry gas

PEI Dielectric photonic Room temperature 20-600 ppm Not reported Not reported [ 69 ]
crystal slab

PEI/CNT/ CNT-FET Room temperature 500-100,000 ppm 1x10-3%, Not reported [ 70 ]
starch 80% RH estimated

PEI/PANI Chemiresistive 25°C 500-5,000 ppm 7.14x10-3% Not sensitive to 50 ppm [ 95 ]
50% RH CO, 5 ppm NH3,

50,000 ppm CH4,
and 50 ppb NO2

PEI/PEG/ Chemiresistive Room temperature 500-5,000 ppm 6.4x10-3% Not reported [ 71 ]
graphene 60% RH

PEI/PEG/ Chemiresistive 22-26°C 400-20,000 ppm 2x10-4% Not sensitive to 500 This work
CNT 20-80% RH ppm acetone, ethanol,

methanol, and CO
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3. A RESONANT CO2 SENSOR FUNCTIONALIZED WITH A

POLYMERIZED IONIC LIQUID

The following chapter is reprinted, in part, from Z.A. Siefker et al. “A Resonant CO2 Sensor
Functionalized with a Polymerized Ionic Liquid” from the proceedings of the 2019 IEEE
Sensors Conference [ 89 ]. This chapter was a shared effort in which Z.A. Siefker designed,
conducted, and analyzed experiments and data for the sensing system. A.K. Murray assisted
in the design of sensing experiments. X. Zhao designed, conducted, and analyzed experiments
associated with the materials preparation, performance, and characterization. N. Bajaj
designed the oscillator circuit and electronic platform. G.T. Chiu, B.W. Boudouris, and J.F.
Rhoads conceived the project, designed experiments, and directed the research.

3.1 Introduction

Carbon dioxide (CO2) gas is extensively monitored in applications such as in building

heating, ventilation, and air conditioning systems to measure indoor air quality, as well as in

laboratory and industrial environments to measure process conditions. There are many suc-

cessful commercial CO2 sensors on the market, most of which are based upon non-dispersive

infrared (NDIR), photoacoustic, electroacoustic, and electrochemical technologies; however,

few low-cost and low-power systems are available for monitoring CO2 at concentrations rel-

evant to advanced building applications. It is imperative that this technical gap is filled in

order to make advanced applications (such as building occupancy monitoring) both practical

and economical.

One particularly promising approach for CO2 monitoring is the use of small-scale resonant

sensors [  104 ]–[ 106 ]. Such devices leverage microscale resonators that have surfaces function-

alized for selective binding with various analytes of interest. These resonant elements can

be based upon microcantilevers [  107 ]–[ 109 ], other microbeam structures [  110 ], bulk acoustic

wave (BAW) transducers [  104 ], [ 111 ], surface acoustic wave (SAW) transducers, or a number

of alternate technologies.

For bulk acoustic model resonators, such as those in quartz crystal microbalances, the

added mass due to analyte/sensor interactions (averaged over the active area) induces a shift
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in the device’s resonant frequency, which can be estimated by the Sauerbrey equation [ 111 ],

[ 112 ]:

∆f = −2f 2
0 ∆m

A
√

ρµ
, (3.1)

where ∆f is the resulting frequency shift, f0 is the initial resonant frequency of the device,

∆m is the mass change, A is the active area, ρ is the density of the resonator material, and

µ is the shear modulus. Thus by measuring a given frequency shift, one can measure the

presence of a given analyte [ 113 ].

Ionic liquids offer utility in the detection of environmental CO2 concentrations [  59 ], [  114 ],

[ 115 ] due to the affinity of CO2 towards many of their ionic moieties. As such, they are

interesting candidates for use as functional layers to make the resonant elements selective for

CO2. The sensors developed herein specifically leverage polymerized ionic liquids (PILs) [  52 ],

[ 53 ], which are polymerized, solid-state variants of the low-viscosity ionic liquids. Compared

to the ionic liquids, PILs are mechanically robust enough to be of practical use. The sensing

elements used in this work are commercially available 16 MHz BAW quartz crystal timing

references. These devices prove to be reliable while remaining low-cost and low-power. After

removing the tops of the device packages, the surface of these devices were functionalized

with the PILs to enable sensitivity to CO2 adsorption down to the 100 ppm range. To

minimize drift and improve accuracy, reference resonant elements were placed adjacent to

the functionalized resonators in order to understand signal drift attributable to extraneous

environmental fluctuations, such as temperature variations.

3.2 Material Synthesis

A PIL was synthesized according to the reaction procedure shown in Figure  3.1 . An imi-

dazolium cation functionality with a hexafluorophosphate anion chemistry (poly(1-methyl-3-

(4-vinylbenzyl)-1H-imidazol-3-ium)) hexafluorophosphate [PMVBI-PF6]) was added to the

polystyrene backbone motif, as this combination has previously shown significant CO2 in-

teractions when utilized as a sorbent material for the capture of carbon dioxide from the

atmosphere [  116 ]. This material interacted readily with carbon dioxide when the PIL was
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printed into a thin film. The synthesis of the PMVBI-PF6 followed the procedure detailed

in [ 60 ].

Figure 3.1. Synthesis of the imidazolium-based PIL, PMVBI-PF6.

3.3 Device Fabrication

Pierce oscillator circuits were implemented using Texas Instruments crystal oscillator

integrated circuits (SN74LVC1GX04), with an inverter, two load capacitors (C1 = 22 pF

and C2 = 22 pF), a feedback resistor (R1 = 2 MΩ), and an isolation resistor (R2 = 510 Ω),

as shown in Figure  3.2 . The 16 oscillator circuits, aside from their crystal resonators, were

built on an “instrumentation” circuit board. A separate resonator board allowed resonators

to be functionalized and processed without affecting the oscillator feedback circuit. During

testing, the two boards were connected via spring-pin connectors. A representation of a 16-

resonator circuit board is shown within Figure  3.3 . Frequency counters were implemented

in a field programmable gate array (FPGA) within a National Instruments myRIO system

and provided a readout accurate to ±1 Hz. These frequency counters were implemented

using digital logic (LabVIEW FPGA) that sampled rising edges of the oscillator output at

a 120 MHz clock rate. The FPGA fabric accommodated 16 frequency counters, allowing

simultaneous measurement and data logging.

Functional inks were developed by dissolving 100 mg of PMVBI-PF6 into 1 mL of

dimethylformamide (DMF), in order to produce a solution suitable for the deposition process.

Resonators were functionalized by printing with a BioFluidix PipeJet P9 piezoelectrically ac-

tuated pipette with a 200 µm diameter nozzle deposition system, mounted above a AeroTech

PlanarDL-200-XY two-axis stage with submicron accuracy. The printing system was also
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Figure 3.2. The Pierce oscillator topology used for each resonant mass sensor
circuit, with the Kyocera CX3225 resonant element shown after the package
cap has been removed.

outfitted with a downward-looking telecentric lens (Edmund Optics CompactTLTM 2x with

65 mm working distace) and camera (Edmund Optics EO-1312) system, which was used for

the registration of drop placement on the printing substrate. It was shown in previous work

that the position of the functional material affects the effective sensitivity of each device

[ 117 ]. Therefore, a single 5 nL droplet was placed near the center of each resonator, in order

to maximize the sensitivity. The sixteen resonator printed circuit board was functionalized

with four resonators left unfunctionalized to serve as reference sensors capable of compensat-

ing for thermal effects during testing. The resonator circuit board was then left in a vacuum

oven for 12 hours at 40◦C to evaporate the DMF solvent, leaving behind the PIL on each

resonator.

3.4 Testing Procedure

The testing chamber was secured with an inline flow distribution system with three gas

sources: pure nitrogen, pure carbon dioxide, and dry air. The gas sources were connected

to three mass flow controllers (MFC). The dilution flow streams (nitrogen or dry air) were

connected to 500 ccm rated MFCs (MKS Instruments 1179C). The CO2 analyte stream

was connected to a 40 ccm rated MFC (MKS Instruments 1480A) in parallel. These were
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connected to a manifold, the output of which was connected to the test chamber inlet. A

schematic of the gas distribution system can be seen in Figure  3.3 . Given the chamber

volume of 163 cm3, complete gas exchange could be achieved in less than one minute at 280

ccm, allowing for relatively fast responses when the concentration was changed.

Figure 3.3. Schematic of gas distribution system and test chamber for PIL
functionalized resonator testing.

Immediately prior to testing, the functionalized resonator board was secured to the in-

strumentation board and the chamber was sealed. The chamber was flushed with pure

nitrogen at 280 ccm to create an inert environment as a baseline reference. Carbon dioxide

was then introduced to the chamber at prescribed concentrations, alternated with nitrogen

every 30 minutes, while maintaining the overall volumetric flow rate constant at 280 ccm for

each concentration change.
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3.5 Results and Discussion

Figure  3.4 shows a representative response of an unfunctionalized oscillator and an os-

cillator functionalized with PMVBI-PF6 to stepped changes of CO2 concentration. The

frequency change is shown relative to baseline conditions of pure nitrogen at a flow rate

of 280 ccm once steady state was achieved. A distinguishable response to CO2 was shown

across a wide range of concentration levels. It can be seen, especially at high concentrations,

that the responsive change in frequency is proportional to the exposed CO2 concentration

(Figure  3.5 ). The reference device does not have a response to CO2 exposure, indicating

the effectiveness of the PIL functionalization. As well, during low concentration pulses (100

ppm) it can be seen that the functionalized device has a markedly larger response to CO2

exposure than the reference device (Figure  3.6 ).

Figure 3.4. A representative oscillator response to a high concentration test
range (4,000 to 100,000 ppm) with stepped CO2 concentration changes for
a functionalized oscillator and a reference channel. This concentration range
corresponds to applications, such as industrial processes and human respiration
monitoring.
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Figure 3.5. (left) Sensor response (frequency shifts) over the 1,000 ppm to
100,000 ppm range, showing relatively linear response in the high concentration
(10,000 ppm to 100,000 ppm) range and (right) some deviation from linear
response in the low concentration (less than 10000 ppm) range .

Figure 3.6. A representative oscillator response to a lower concentration test
range (100 ppm) with stepped CO2 concentration changes for a functionalized
oscillator and a reference channel. This accuracy range corresponds to con-
centrations relevant in building occupancy and indoor air quality monitoring.
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There is some long term drift present in Figure  3.6 , as the effect of temperature change

has not yet been compensated for [ 118 ]. There are also a number of potential concerns with

the sensors, as the observed sensitivity does change from device to device. This is likely

due to a combination of variability in functionalization drop placement accuracy [ 117 ], the

amount of material deposited, and variation in the parameters describing the resonators

and other circuit components. Future work should explore quantifying and accounting for

these variations such that a consistent and accurate sensor can be developed, in addition to

increasing the overall sensitivity of the device. As well, future work should consider vapor

distractants (e.g., humidity, carbon monoxide, ozone and nitrogen dioxide) and accelerated

life testing, to verify the durability of the PIL functionalized sensor. Given the relatively

low cost and power consumption of MEMS oscillator circuits, PIL functionalized MEMS

resonators may serve as an attractive alternative to current commercially available CO2

sensors and provide useful functionality for different applications.
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4. MANIPULATING POLYMER COMPOSITION TO CREATE

LOW-COST, HIGH-FIDELITY SENSORS FOR INDOOR CO2

MONITORING

The following chapter is reprinted, in part, from Z.A. Siefker et al. “Manipulating Polymer
Composition to Create Low-Cost, High-Fidelity Sensors for Indoor CO2 Monitoring” which
appeared in Scientific Reports [ 119 ]. This chapter was a shared effort in which Z.A. Siefker
designed, conducted, and analyzed experiments and data for the sensing system. J.N. Hodul
designed, conducted, and analyzed experiments associated with the materials preparation,
performance, and characterization. X. Zhao assisted in the materials preparation. N. Bajaj
designed the oscillator circuit and electronic platform. K.M. Brayton assisted in materials
preparation and conducted DMA analysis experiments. C.F. Hansen acquired SEM images.
W. Zhao acquired AFM images. G.T. Chiu, J.E. Braun, J.F. Rhoads, and B.W. Boudouris
conceived the project, designed experiments, and directed the research.

4.1 Introduction

It is estimated that the average American and European spends nearly 90% [  2 ], [  120 ]

of their time indoors, and consequently, CO2 concentrations in buildings can range from

those seen in outdoor environmental conditions (i.e., ~400 ppm) to 3,000 ppm, depending

on the occupancy of the confined space [  9 ], [  10 ]. Moreover, CO2 is regarded as a toxic

contaminant with an OSHA time-weighted average (TWA) exposure limit of 5,000 ppm over

an 8-hour workday or a short-term exposure limit of 15,000–30,000 ppm over 15 minutes

[ 121 ]. Importantly, CO2 exposure at as low of a concentration as 1,000�ppm negatively affects

cognitive performance, including decision making and problem resolution [ 11 ]–[ 13 ]. Thus,

appropriate indoor air quality monitoring and building ventilation systems, equipped with

low-cost, high-fidelity CO2 sensors, are required. However, many current sensing technologies

suffer from limitations and drawbacks, such as arduous device fabrication techniques or high

power consumption, which limit their practical and widespread implementation in residential,

commercial, and industrial settings. Thus, there is a critical need for a low-cost, low-power

CO2 sensor that is easy to manufacture and can be seamlessly incorporated into existing

buildings to upgrade these structures into “smart buildings” in a seamless manner.
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State-of-the-art CO2 detection methods have relied primarily on gas chromatography and

spectroscopy methods, which are typically high-cost and require large instrumentation foot-

prints [ 122 ]–[ 125 ]. In particular, there has been a large push to use infrared (IR) spectroscopy

to detect CO2 gas. Typically, CO2 infrared sensors are nondispersive infrared (NDIR) sen-

sors where a broadband lamp source and an optical filter are used to select a narrow band in

the spectral region that overlaps with the absorption region of the gas of interest. However,

NDIR detection of CO2 is limited by spectral interference, a high detection limit, and inter-

ference from water vapor [ 97 ]. In fact, even many new NDIR CO2 sensors have readings that

deviate from actual CO2 concentrations by more than 75 ppm [  40 ], [ 41 ] and potentially even

greater if not regularly calibrated [  100 ]. Additionally, the infrared light inherent to NDIR

sensors, often results in bulky instrument size due to the length of the light path (> 1 cm),

and high power consumption (> 200 mW), which limits their use in embedded applications,

such as internet-of-thing-based (IoT-based) smart buildings. Recently, there has been work

in creating a handheld, low-power (i.e., <1 W), and sensitive (i.e., 50 ppm) CO2 NDIR sen-

sor capable of performing breath analysis [ 126 ]. Though intriguing, this device is not being

manufactured for indoor air quality monitoring, and therefore lags in areas of testing and

performance typical of indoor environments [  126 ]. Thus, current NDIR CO2 sensors do not

meet the power, size, and selectivity metrics necessary for a practically scalable sensor that

can meet the demands of smart building technologies suitable for the indoor monitoring of

CO2.

Microelectromechanical systems-based (MEMS-based) resonant mass sensors are a promis-

ing sensor paradigm for this application space as they exhibit high performance metrics in

gas detection due to their compact size, low cost, low power, fast response times, and high

sensitivity [  89 ], [  106 ], [  127 ]–[ 129 ]. Importantly, when microresonators are functionalized

with specific surface chemistries, target analytes non-covalently bind, or otherwise chemo-

mechanically interact, with the sensor. This change in mass on the surface induces a shift

in the resonant frequency of the device, which can be readily and precisely quantified. In

fact, cantilevered-type resonant mass sensors are sensitive enough to detect bacteria and a

single virus in air [ 130 ], [ 131 ]. Therefore, MEMS-based devices are an ideal platform for

smart building integration, if they can be functionalized with the appropriate and selective
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chemistry in a low-cost, high-throughput manner [  132 ]. Given this potential, we fabricated

a resonant mass sensor with a solution-processable polymer blend of poly(ethylene oxide)

(PEO) and poly(ethyleneimine) (PEI) coated atop the resonant platform. The selection of

these two materials was rather straightforward. First, PEI contains multiple amine groups

that have been shown to effectively perform reversible acid-base reactions with CO2 [ 133 ]–

[ 136 ]. However, due to the viscous nature of PEI, diffusion of the CO2 into the material

to perform such reactions is limited. Thus, we employed a hydrophilic, semi-crystalline

polymer, PEO, [ 137 ] in the blend with PEI to enhance the sensitivity and response rate

of CO2 uptake. The PEO has two roles when being incorporated into the PEI. First, it

disrupts intrachain and interchain PEI entanglement at the molecular level and the surface

morphology at the nanoscale level. Both of these positive disruptions facilitate increased

interactions between accessible amines and CO2. Second, the hydrophilic nature of PEO at-

tracts water into the blended thin film; in turn, this water converts the reversible acid-base

formed carbamates (i.e., the product of CO2 reacting with primary and secondary amines)

into bicarbonates freeing amines to enhance the adsorption and uptake of CO2. This critical

addition of the PEO moiety allows for the macromolecular blend to have selective and sig-

nificantly enhanced detection of CO2 relative to previous efforts. This synergetic chemical

blending and subsequent polymer processing, in combination with the resonant mass sensor

platform, allows for the fabrication of a low-cost and effective CO2 sensor. In comparison to

other CO2 sensing counterparts, this sensor is compact, with a footprint of less than 25 mm2,

and offers high sensitivity (i.e., at a detection limit of CO2 as low as 5 ppm). Moreover, these

sensors detect CO2 selectively over other polar compounds (e.g., methanol and acetone), as

well as non-polar compounds (e.g. xylene and propane). Thus, this sensing platform offers

an easily functionalized, low-cost, low-power, multi-channel sensing array capable of quick

and reliable detection.
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4.2 Experimental Methods

4.2.1 Materials

All of the chemicals were purchased from Sigma-Aldrich, and they were used as received

unless otherwise noted. The PEI utilized had a reported weight average molecular weight of

25 kg mol-1. The PEO utilized was purchased from Alfa Aesar, and it had a reported weight

average molecular weight of 100 kg mol-1. The methanol utilized to prepare the polymer

samples was anhydrous grade and stored under nitrogen. Polished silicon dioxide substrates

utilized for imaging were purchased from Silicon Valley Microelectronics.

4.2.2 General Methods

A Veeco Dimension 3100 Atomic Force Microscope (AFM) in tapping mode was utilized

for AFM imaging. For these images, the polymer samples were fabricated by depositing 1.0

µL of a 1 mg mL-1 polymer blend in methanol on a polished silicon dioxide substrate. Then,

the sample wafers were dried under vacuum (P ≤0.4 Torr) overnight to remove solvent. The

images for the 3:1 PEO:PEI, 1:1 PEO:PEI, PEO-only, and PEI-only films were acquired

using this protocol. A Hitachi S-4800 Field Emission scanning electron microscope (SEM)

was utilized to image the PEO:PEI. For these images, 1.0 µL of a 1 mg mL-1 polymer blend in

methanol solution were drop cast on polished silicon dioxide substrates and dried overnight

under vacuum. All of the polymer films were then coated with 20 nm of conducting carbon

using a SPI carbon sputter coater prior to imaging. The images for the 3:1 PEO:PEI, 1:1

PEO:PEI, PEO-only, and PEI-only films were acquired using this protocol. X-Ray diffraction

(XRD) measurements were measured with a Rigaku Cu-K� source (λ= 1.54056 Å) in parallel

beam mode. These samples were acquired while under ambient conditions. The polymer

film samples were fabricated using a 240 mg mL-1 solution of the polymer blend in methanol

pipetted into a metal mold and then annealed at 80 °C while being pressed for at least 10 min.

After pressing, these films were dried overnight under vacuum (P ≤0.4 Torr) prior to XRD

analysis being performed. A Thermo-Nicolet Nexus Fourier Transform Infrared Spectroscopy

(FTIR) with a KBr beam splitter with a 800 cm-1 - 4500 cm-1 spectra range was utilized for

45



FTIR analysis of the PEO:PEI polymer films. The polymer films were fabricated utilizing

the same protocol as discussed for XRD analysis. For Dynamic Mechanical Analysis (DMA)

of the polymer films, a TA Instruments DMA Q800 with a film tension clamp was utilized.

These experiments were conducted at a temperature ramp of 0.5 °C min-1 and at a constant

frequency of 1 Hz. The polymer films were fabricated utilizing the same general protocol as

discussed for XRD analysis.

4.2.3 Device Testing

Testing of the devices was performed using the experimental setup shown in Figure  4.1 a.

Gas tanks of nitrogen, air, and carbon dioxide were connected to a series of mass flow con-

trollers (MFC; MKS, 1179C) in parallel. A subset of nitrogen-supplied MFCs was connected

to bubblers (ChemGlass, AF-0085) for introducing humidity or select vapor distractants (i.e.,

acetone, ethanol, toluene, and xylene). The gas lines converged to a mixing manifold, the

output of which was connected directly to the test chamber inlet. A 95 mm diameter and

23 mm in height cylindrical aluminum testing chamber was used for evaluating the sensors.

A 6.4 mm gas inlet port was centrally-located on the top of the test chamber and two 6.4

mm exhaust ports were located on opposite sides of the test chamber. The small chamber

volume allowed for complete gas exchange in less than one minute, facilitating quick sensor

responses upon changing MFC flow rates.

Prior to sensor testing, the resonator board was attached to the instrumentation board.

The test chamber was flushed with nitrogen or air to create an inert environment as the

baseline for experimentation. Subsequently, the analyte gases were injected into the chamber

to achieve the reported concentrations. A frequency counter was developed in LabVIEW

to monitor the oscillation frequency of each oscillator with a 1 Hz resolution. To facilitate

parallel monitoring, the frequency counter was synthesized and executed on an NI myRio

Field Programmable Gate Array (FPGA). An FPGA consists of a collection of logic elements

between which electrical paths can be created and allows for parallel computing. Thus, each

of the 16 frequency counting loops could run simultaneously.
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Figure 4.1. (a) Schematic of the gas distribution system used for sensor
testing. Mass flow controllers (MFCs) modulated supply gases to the test
chamber containing functionalized oscillators. Bubblers connected to a MFC
were used to moderate distractant analytes and humidity levels inside the
testing chamber. A frequency counter, executed on a MyRIO FPGA monitored
the frequency of each oscillator in parallel. (b) A schematic of the Pierce
oscillator used. The resonant element, outlined by the red box, is shown on
the left of the circuit diagram. The remainder of the oscillator circuit, which
is contained on the instrumentation board, is outlined by the blue box. This
portion of the diagram contains two load capacitors (C1 and C2), a feedback
resistor (R1), and an isolation resistor (R2). A series of inverters between
the supply voltage (Vcc) and the output voltage (Vout) are used to square-
off the oscillator output signal to facilitate frequency counting. (c) A single
packaged resonant element shown on a US quarter for scale. (d) An exposed
quartz crystal resonant element. (e) A resonant mass sensing system with 16
Pierce oscillators. A resonator board (left) containing 16 resonant elements
is shown offset from the instrumentation board (right) which completes the
Pierce oscillator circuit.
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4.2.4 Device Instrumentation

An array of 16 Pierce oscillators was used as the sensing platform. Figure  4.1 shows

the Pierce oscillator circuit, which consisted of an inverter, two load capacitors (C1 = 22

pF and C2 = 22 pF), one feedback resistor (R1 = 2 MΩ), one isolation resistor (R2 = 510

Ω), and a 16 MHz quartz crystal resonator (Kyocera Corp., CX3225). The crystal oscillator

driver (Texas Instruments, SN74LVC1GX04) provided the circuit with the Pierce oscillator

inverter as well as three additional inverters, which effectively squared the oscillator output

signal. The hardware implementation of the oscillator circuit resulted in two printed circuit

boards: (i) a board containing only an array of resonators and (ii) an instrumentation board

containing the 16 sets of oscillators with spring pin connectors in place of the resonators

(Figure  4.1 e). As such, the resonator boards could be functionalized independent of the rest

of the oscillator circuit and easily interchanged without incurring high component costs.

A single crystal resonator has a small footprint (8 mm2) and low power requirement (<

200 µW) during operation. Figure  4.1 c shows a single packaged crystal resonator on top

of a United States quarter, for scale. The small size and low power requirement of a single

resonant sensor is particularly promising when considering wireless and distributed sensing

in buildings [ 14 ], [  138 ], [  139 ]. The resonant element of the Kyocera CX3225 is shown in

Figure  4.1 d, after the package cap has been removed. Functional materials were applied

directly to this exposed element.

4.2.5 Device Functionalization

PEI and PEO were dissolved in methanol to generate a solution of 0.1% (by volume) of

PEI and 0.3% (by volume) of PEO. Then, 1 µL of this solution was deposited onto each

resonator using a micropipette. The resonator board was then placed under vacuum at 70 °C

for 12 hours to remove any residual methanol, leaving behind a 3:1 PEO:PEI blend film (by

weight). Unless otherwise specified, the devices utilized in the tests were all functionalized

with the 3:1 PEO:PEI (by weight). Prior to testing, the resonator board was allowed to

equilibrate back to room temperature.
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4.3 Results

4.3.1 Sensor Response and Dynamic Range

Resonant mass sensors functionalized with a PEI-PEO polymer blend were able to detect

CO2 across an extended range of concentrations relevant to indoor air quality monitoring

(Figure  4.2 ). Critically, these sensors demonstrated a highly linear response at CO2 concen-

trations relevant to the targeted application of buildings. This range is roughly defined by

a lower bound of 400 ppm (i.e., the concentration that is typical for air outdoors, located

in unoccupied spaces) and an upper bound of 2,000 ppm. A building with well-controlled

ventilation will have CO2 concentrations around 1,100 ppm, which is the central region of

interest [  8 ]. Figures  4.2 a-c highlight sensor responses at CO2 concentrations that are rele-

vant to indoor environments. These data demonstrate sensor performance in a background

of nitrogen and a background of air (i.e., ~78% nitrogen, ~21% oxygen, and ~0.12% carbon

dioxide). In both the nitrogen and air backgrounds, the sensor response was linear and pro-

portional to the increase in CO2 concentrations above the background concentrations with

an interpolated sensitivity of approximately 0.12 Hz ppm-1 CO2 (Figure  4.2 c). The time

series data (Figures  4.2 a-b) show the resonators decreasing in frequency as CO2 is adsorbed

on top of the resonator. The added CO2 mass on the resonator decreases its resonant fre-

quency, as described, for example, by the Sauerbrey equation [ 111 ], [  112 ]. The magnitude of

the frequency shift is greater at higher concentrations due to an increased amount of CO2

adsorbing onto the resonator. Thus, the change in CO2 concentration induces a clear shift

in resonant frequency of the sensor.

Moreover, this sensor has a large dynamic range and can detect CO2 at concentrations

well beyond what is relevant to indoor air monitoring (Figure  4.2 d). Unlike the relatively

linear response demonstrated below 2,000 ppm CO2, when extended to higher concentra-

tions, a nonlinear response is apparent as the frequency shift per ppm of CO2 decreases

asymptotically. This is consistent with a Langmuir sorption model where the rate of adsorp-

tion decreases as the available surface binding sites are filled [ 140 ]. Nevertheless, this sensor

can discriminate CO2 concentrations well beyond toxic levels for human occupancy [  141 ].
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Conversely, under inert backgrounds this sensor can detect as low as 5 ppm, highlighting its

broad range and sensitivity.

4.3.2 Performance in Indoor Environments

Even in a relatively well-controlled, indoor environment, air conditions can drastically

vary in both temperature and humidity level. Thus, it is important to account for these

variables and demonstrate sensor performance across a span of potential environmental con-

ditions. A ‘comfort zone’, which describes indoor air conditions that most people find com-

fortable, has been defined by the engineering society ASHRAE [  98 ]. This region is outlined

on the psychrometric chart (Figure  4.3 a) based on indoor air temperatures and humidity

levels. Using the comfort zone as a guide, a test region was developed spanning approxi-

mately 0%-80% relative humidity (at a given temperature) and 22–26 °C, and testing was

performed near the extremes of this region, as well as near the center.

Previously, PEI has been used to effectively detect and capture CO2 [ 62 ], [  65 ], [  133 ], [  134 ],

[ 144 ]. This is because CO2 reacts with the primary and secondary amines of PEI readily to

form carbamates that can be stabilized by other primary amines or with water and create

bicarbonate ions [ 135 ]. When PEI is mixed with PEO and supported onto mesoporous

oxides, PEI is a powerful adsorbent of CO2 [ 145 ], [  146 ]. However, few studies have evaluated

the adsorption of CO2 onto blended films of PEO and PEI without a mesoporous substrate

for the purpose of measurement under indoor air conditions. PEO, when blended with PEI

enhanced the frequency response and sensitivity of the sensor to CO2 (Figure  4.3 b). Under

dry air conditions (i.e., 0% RH) the frequency response of the polymer blend is more than

twice that of PEI alone. Additionally, when increasing the background relative humidity level

to 10% and then to 80% at a constant temperature, the frequency shift response to CO2 is

nearly tripled and then quadrupled, respectively, relative to the resonator functionalized with

PEI only. Furthermore, the PEO and PEI blends have shown promising performances in both

elevated temperature and elevated humidity conditions, simultaneously (Figures  4.3 c-d).
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Figure 4.2. Sensor response to CO2 shown as a frequency shift of the resonant
element. (a) Sensor response to CO2 over time with a background of nitrogen.
The resonant frequency shift response is indicated by the blue line (left vertical
axis) and the red bars indicate when CO2 is present (right vertical axis). (b)
Sensor response to CO2 over time with a background of air. The resonant
frequency shift response is indicated by the blue line (left vertical axis), and
the red bars indicate when CO2 is present (right vertical axis). The use of
air brought the baseline CO2 concentration to 1,200 ppm. (c) Total frequency
shift of the device after 1 hour of CO2 at specified concentrations. Regardless
of the baseline conditions, a similar linear response is obtained by the sensor, as
demonstrated by the linear regression fit. (d) The dynamic range of the sensor
is shown by plotting the resonant frequency shift in response to 1 hour of CO2
in a background of nitrogen. For comparison, outdoor air CO2 concentrations
[ 142 ] are indicated by the solid blue line, healthy indoor air CO2 levels [  8 ] are
indicated by the dashed green line, poor indoor air CO2 levels [  8 ], [  143 ] are
indicated by the dashed orange line, and toxic CO2 levels [  141 ] are indicated
by the dashed red line. Additionally, the sensitivity (indicated by the change
in frequency per change in CO2 concentration,∂f

∂c
) is shown at both low and

high concentrations.
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Figure 4.3. (a) Psychrometric chart defining the ‘Comfort Zone’ air tempera-
ture and humidity range, as defined by the engineering association, ASHRAE.
Testing was performed across this region to simulate environmental conditions
expected in high performance buildings. (b) Frequency response of devices
functionalized with PEI only, and a 3:1 PEO:PEI blend ranging from 0 to
80% relative humidity (RH). Tests were performed holding temperature at 24
°C. (c) Sensor response to CO2 while varying temperature from 22–26 °C and
relative humidity from 10-80% to cover the indoor air comfort zones [  98 ]. A
baseline condition of 400 ppm CO2 in nitrogen was used to simulate outdoor
air conditions and a linear response is obtained at each condition, as demon-
strated by the linear regression fits. (d) The rate of change in frequency shift
after each increase in CO2 concentration from a background of 400 ppm. A
similar linear response is obtained at each condition, as demonstrated by the
linear regression fits.
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4.3.3 Sensor Selectivity

These sensors showed a high level of selectivity to CO2 even when other interfering

gases (i.e., distractant gases) were introduced into the chamber (Figure  4.4 ). Specifically,

these tests were performed with a variety of confounding species including propane, carbon

monoxide, acetone, ethanol, toluene, and xylene. Each test alternated between 30 minute

pulses of analyte gases and a nitrogen purge of the test chamber. CO2 and the selected

interfering gases were each introduced at concentrations of 1,000 ppm for comparison. It

should be noted that 1,000 ppm is a common CO2 level for indoor environments; however,

for the distractants considered, this concentration is well above what is considered safe

[ 136 ]. Thus, these distractant gases tested are on the extreme side of what could potentially

confound the sensors under practical operating conditions. Tests were performed to show

a CO2 pulsed alone, the distractant vapor pulsed alone, CO2 and the distractant pulsed

together, and CO2 pulsed with a background distractant level. Testing in this manner

allowed for a direct comparison of the sensor response to CO2 and the distractant, as well as

any interacting effects on the sensor when CO2 and the distractant are presented together.

For all of the distractants tested, the sensor had a distinguishable response to CO2 and a

lesser response (if any) to the distractant vapor. Acetone, for example, induced an average

shift of 128 Hz during a 30 minute pulse, whereas CO2 induced an average shift of 734 Hz

for the same time period (Figure  4.4 a). Thus, the influence of acetone, at a relatively high

concentration for indoor environments, was nearly 6 times less than the sensor’s response to

CO2 at the same concentration.

4.3.4 Polymer Film Properties Impact CO2 Detection

The optimal and reliable detection of CO2 using a 3:1 PEO:PEI blend film is due to the

ability of the semi-crystalline nature of PEO to disrupt the intermolecular interactions of

the hyperbranched PEI. PEI, a polymer with many amine branches ranging from primary to

tertiary amines, is an amorphous material that has a relatively low glass transition tempera-

ture (i.e., in our hands, it was –50 °C for a molecular weight of 25 kg mol-1). Thus, branched

PEI at room temperature exists as a highly viscous liquid due to the strong non-covalent
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Figure 4.4. Sensor response to 1,000 ppm pulses of CO2 and various distrac-
tants. (a) Zoomed frequency shift response of a sensor in response to CO2 in
the presence of acetone. The time series data shows 30 minute pulses of CO2
with a background of nitrogen, followed by pulses of acetone, pulses of CO2
and acetone together, and finally pulses of CO2 with a constant background
of acetone. (b) Frequency shift responses of a sensor in the presence of various
interfering gas analytes.

interchain amine interactions and polymer entanglements [  147 ]. PEI, when drop cast onto

a substrate and dried under vacuum, remains a uniform polymer film with minor surface

defects or disruptions (Figures  4.5 a-b) on the PEI surface until another material or polymer

is introduced into the PEI casting solution. A pristine PEI thin film has difficulty detecting

CO2 due to the high viscosity and nanostructural uniformity caused by the hyperbranched

amine interchain interactions of a PEI film (Figure  4.3 b), which can hydrogen bond and be-

come highly entangled with each other. These entangled amines, many of which are primary

amines, prevent the ready diffusion of CO2 into the material to interact, which ultimately

limits the CO2 uptake and subsequent sensor response.

When PEO is blended in a 3:1 ratio with PEI, surface features and nanoscale disruptions

in the blended polymer film were observed (Figures  4.6 a-b). This surface segregation also

occurred to a lesser degree in the 1:1 PEO:PEI blend film (Figures  4.5 c-d). These defects

and disruptions in the PEI film are indicative of altering macromolecular interactions when

PEO is incorporated into a PEI matrix. This macromolecular rearrangement promotes CO2

adsorption because CO2 can now diffuse into the PEI material and interact readily with
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Figure 4.5. (a) and (b) SEM images of a PEI film after being drop cast onto
a silicon wafer and dried for 12 hours under vacuum. The two panels show the
same film at two different magnification levels. (c) and (d) SEM images of a
1:1 PEO:PEI (by weight) blend film after being drop cast onto a silicon wafer
and dried for 12 hours under vacuum. The two panels show the same film at
two different magnification levels.

accessible primary and secondary amines which were not accessible prior to the addition of

PEO. Moreover, when incorporating the PEO into the PEI matrix there was an observed

crystal structure as seen in X-ray diffraction (XRD) (Figure  4.6 c) with characteristics re-

flections at q = 1.3 Å-1 and q = 1.65 Å-1, which is consistent with the monoclinic crystal

structure of PEO [ 148 ], [ 149 ].

When PEO is added to the amorphous PEI, PEO tries to maintain order, and this

ordering of PEO disrupts the PEI entanglements. In turn, this reduces the side chain amines

from interacting with other interchain amines. As a result, there is polymer phase separation

and surface morphology alterations in the film. When these alterations occurred, CO2 more

effectively diffused into the PEI matrix such that larger uptake occurred. Thus, as seen in a

0% relative humidity environment, the PEO:PEI blended film can interact better with CO2
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than PEI alone (Figure  4.3 b). This surface morphology alteration agrees with previous work

with similar blends when the PEO molecules physically shielded the PEI chains from one

another to reduce individual PEI-PEI chain interactions [  145 ]. This PEO-induced physical

disruption of interchain PEI amines from one another is in direct agreement that intrachain

CO2 adsorption events (i.e., rather than interchain) are a result of the PEO causing less PEI

branched amine interchain interactions, resulting in less diffusional limitations and more

reactivity between CO2 and primary and secondary amines.

Figure 4.6. (a) SEM images of a 3:1 PEO:PEI blend film. Both images
shown are of the same film but in different sections and zoom locations. (b)
AFM images of a 3:1 PEO:PEI blend films. (c) XRD patterns of PEO, 3:1
PEO:PEI blend, 2.5:1.5 PEO:PEI blend, 1:1 PEO:PEI blend, 1:3 PEO:PEI
blend, and PEI only films. (d) DMA of a 2.5:1.5 and 3:1 PEO:PEI, and PEO
only blend films.
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Furthermore, dynamic mechanical analysis (DMA) showed that a pure PEO film has

a decreased tan δ maximum value of 0.28 in comparison to films containing amorphous

PEI. This increased storage modulus in PEO reinforces our observations in the XRD data

showing that PEO maintains an ordered structure (Figure  4.6 d). Unlike PEI, which behaves

as a highly viscous liquid with many entangled amines, PEO has a low tan δ due to the

crystalline order in the material. When PEO is added into the PEI material, at 2.5:1.5

and 3:1 PEO:PEI blend films, the tan δ maximum was 0.32. As the ratio of PEO to PEI

increases, the tan δ signal decreased due to the physical disruptions of PEO solvating and

shielding branched PEI amines as PEO tries to maintain its crystal structure. As a result,

this orders the polymer matrix, creates less amine entanglements, and increased the storage

modulus in the blended material. This ordering of the PEI by PEO at the 3:1 PEO:PEI

ratio produces a tan δ maximum in the material capable of interacting with CO2. More

specifically, this tan δ maximum caused by the PEO allows for less amine entanglements,

which causes more surface area for CO2 to adsorb into the material to interact with PEI.

Thus, more CO2 can interact with PEI intrachain amines and yield a better response on the

sensor device. Therefore, due to the ability of PEO to provide some structural order to the

amorphous PEI, there is detection of CO2 on a 3:1 PEO:PEI blended film.

4.3.5 PEO Hydrophilic Properties Further Enhance CO2 Detection

In addition to providing structural changes in the PEI matrix, PEO facilitates water

uptake into the polymer matrix, and this allows for more reversible acid-base reactions to

occur between the PEI amines and CO2. When the 3:1 and 1:1 PEO:PEI blend films were

exposed to a humid environment and had their Fourier Transform Infrared Spectroscopy

(FTIR) spectra acquired, there was observed water uptake into the blend films (Figure  4.7 ).

This water uptake in the 3:1 PEO:PEI films is important when detecting CO2 because these

films showed a frequency shift response to CO2 that was significantly enhanced relative to

the resonator functionalized with PEI only (Figure  4.3 b-d).

PEI is a highly branched polymer with primary, secondary and tertiary amino groups,

and these different chemical environments interact with CO2 in distinct manners [ 150 ], [  151 ].
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Figure 4.7. (a) FTIR spectra of a 1:1 PEO:PEI polymer blend film after
being annealed and dried under vacuum to remove any excess solvent and
exposed to 40% relative humidity at room temperature for up to 5 hours. (b)
FTIR spectra of a 3:1 PEO:PEI polymer blend film after being annealed and
dried under vacuum to remove any excess solvent and exposed to 40% relative
humidity at room temperature for up to 5 hours. The broad OH stretch is
observed at 3300 cm-1.

That is, primary and secondary amino groups can directly react with CO2 to form carbamate

groups by a reversible acid-base reaction. More specifically, direct nucleophilic attack on a

free CO2 by a primary or secondary amine forms a zwitterion, which rapidly rearranges to

carbamic acid via intramolecular proton transfer. In the presence of another free amine,

which now acts as a Brønsted base, the carbamic acid may be converted into a carbamate

via intermolecular proton transfer. Thus, these carbamates are stabilized by another amine

that becomes protonated to form an ammonium ion. Under dry conditions the reaction

stops here; however, the availability of water can further convert the carbamate into stable

bicarbonate (Figure  4.8 ).

As a result, this frees an amine that then can react with more available CO2 gas. Tertiary

amines do not directly react with CO2 without water. However, there is the possibility that

water and CO2 can form carbonic acid which can be deprotonated by all of the types of

substituted amines to form bicarbonate as well. In this alternative route, carbonic acid

groups are typically deprotonated at neutral pH by a single amine (i.e., any substitution)

58



Figure 4.8. Proposed mechanisms of CO2 capture by PEI with and without
the presence of water. The intermediate step indicated in red is the key step
in this reaction process. Without the presence of water the reaction does not
proceed and the amine does not become accessible. With the presence of water
the reaction can proceed forward due to a free amine which can capture more
CO2.

instead of multiple amines. Due to a single amine being involved in the deprotonation on

the carbonic acid this allows for another amine to be available to attack other carbonic

acids that may be present. Regardless of which route is occurring (i.e., direct CO2 attack

or deprotonation of carbonic acid), water does have a major impact on how the polymer

matrix can interact with CO2. Therefore, PEO in addition to providing order to the PEI

and increasing the accessibility of the amines to reversibly react with CO2 also increases the

abundance of water in the polymer matrix when under humid conditions, and this increases

the adsorption capacity of CO2 in the blended film.

4.4 Discussion

Here, a resonant mass sensor treated with a polymer blend of PEO and PEI was presented

for the sensitive and selective detection of CO2. The synergetic blending of PEO and PEI

provided an enhanced materials platform for reversible sorption of CO2. This, combined with

a MEMS-based resonant mass sensing platform, created an exceptional sensor for indoor CO2

monitoring. The small size and low power requirement of these sensors provides the necessary

qualifications for wireless and distributed sensing in buildings [  14 ], [  138 ], [  139 ]. Further, the

readily accessible materials used to manufacture this sensor renders a device that is easy to
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procure at a low cost. Thus, this unique combination of well-known materials allows for a

novel CO2 sensor that can be seamlessly integrated into smart building environments.
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5. SORPTION KINETICS OF

POLY(ETHYLENEIMINE)-POLY(ETHYLENE OXIDE)

BLENDS AND THE IMPLICATION FOR LOW-COST,

SMALL-SCALE CO2 SENSORS

The following chapter was a shared effort in which Z.A. Siefker designed, conducted, and
analyzed experiments and data for the sensing system. J.N. Hodul designed, conducted, and
analyzed experiments associated with the materials preparation and characterization. C.F.
Hansen acquired SEM images and assisted in XPS analysis. G.T. Chiu, J.E. Braun, J.F.
Rhoads, and B.W. Boudouris conceived the project, designed experiments, and directed the
research.

5.1 Introduction

It has been estimated that people spend about 90% of their time in indoor locations in

modern society, even prior to the start of the current global pandemic [  152 ]. This time inside

involves private and public indoor environments, such as homes, gyms, schools, and work-

places. However, these interior locations can contain elevated concentrations of deleterious

gas analytes, especially when they are poorly ventilated, which can impact the indoor air

quality (IAQ) of these locations [  153 ]. Carbon dioxide (CO2) is a deleterious gas analyte that,

in poorly ventilated spaces, can exist at concentrations of upwards of several thousand parts

per million (ppm) [  9 ]. At these concentrations, CO2 can have substantial effects on human

cognitive performance with statistically significant and meaningful reductions in decision-

making performance [  12 ], [  154 ], [  155 ]. However, even at significantly lower concentrations,

CO2 is a useful IAQ metric, because it serves as a proxy measure for human occupancy and

the proportional impacts on IAQ [  8 ], [ 156 ]. Thus, there is an increasing interest in develop-

ing low-cost IAQ sensors for smart and connected buildings to monitor the concentration of

CO2 while being seamlessly integrated with existing ventilation systems. Among the poten-

tial gas sensing technologies available, microelectromechanical systems (MEMS) gas sensors

(i.e., electrochemical, acoustic, and optical sensors) are a promising avenue for low-cost and

small-scale gas sensing applications [ 89 ], [ 157 ]–[ 160 ]. In particular, adsorption-based electro-

chemical and electromechanical gas sensors have demonstrated potentials for carbon dioxide
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(CO2) monitoring in buildings [  119 ], [  161 ]–[ 165 ], which is a market that has historically been

dominated by optical non-dispersive infrared (NDIR) sensors [ 32 ], [ 35 ], [ 40 ], [ 97 ], [ 166 ]. In

principle, in electrochemical and electromechanical gas sensor devices, the adsorption of a

target gas analyte onto a chemically selective recognition layer induces a physical property

change in the material, which is then transduced into a signal by the gas sensor. This physical

property change can be a change in conductivity (i.e., electrochemical devices) or a change

in mechanical behavior (i.e., resonance frequency). Thus, the careful selection of a chemical

selective recognition layer allows for a selective gas sensor for CO2 that is compatible with

modern IAQ monitoring needs (e.g., low-power devices).

Among the potential chemically selective materials for CO2 sensing, poly(ethyleneimine)

(PEI) is an intriguing polymer as PEI can capture, and even store, CO2 [ 62 ], [ 63 ], [ 65 ], [ 66 ],

[ 99 ], [  167 ]–[ 169 ]. This viability, in part, is because PEI contains primary and secondary

amines that reversibly interact with CO2 via acid-base redox reactions [  133 ], [  135 ], [  136 ].

The ability of PEI to reversibly adsorb CO2 makes it an attractive candidate for sensing

applications [  49 ], [  68 ], [ 70 ], [ 95 ], [ 134 ], [  161 ], [  170 ]–[ 173 ]. Further, the blending of additives

into a PEI matrix can enhance the uptake of CO2 in the materials system [  70 ], [  71 ], [  134 ],

[ 145 ], [  146 ]. This is thought to occur because the additives disrupt intrachain and inter-

chain amine entanglements in the PEI matrix, which increases the available number of PEI

surface sites that interact with CO2 molecules. For example, PEI combined with starch is

more effective than PEI alone for developing CO2 sensors [  70 ], [  134 ]. Additionally, PEI and

poly(ethylene oxide) (PEO) blends have enhanced CO2 uptake relative to pristine PEI thin

films [ 119 ]. These results are important as they provide performance metrics relevant to

CO2 monitoring for a conditioned indoor environment. However, the sensing of CO2 with

a PEI-PEO polymer blend is still limited for IAQ monitoring because the materials sys-

tem was only evaluated across a limited temperature range of 4° C, whereas a much larger

temperature range is appropriate for indoor applications. Furthermore, data across a larger

temperature range is desirable for determining temperature-related sensor dependencies and

optimizing sensing material performance. Thus, characterizing the temperature-dependent

adsorption kinetics of CO2 for this polymer platform provides critical information for this

polymer system in terms of a promising end-use application.
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Here, we evaluate the role of temperature on the sorption kinetics of CO2 into PEI-PEO

blends that have been deposited on a small-scale electromechanical resonant mass sensor to

determine the underlying environmental factors that impact the practical application of the

sensor. To achieve this aim, measurements were made across an extended temperature range,

to better understand and characterize the polymer blend response. Using these data, the

temperature-dependent kinetics of the resonant mass sensor functionalized with a PEI-based

material were determined in a manner similar to other quartz crystal microbalance-based

(QCM-based) adsorption kinetic studies [  174 ]–[ 177 ]. In this way, this study establishes the

robust performance of PEI-based polymer blends, quantifies key sorption characteristics,

and provides a means by which to further develop low-cost and small-scale CO2 sensors for

indoor environments.

5.2 Experimental Methods

5.2.1 Materials

All of the chemicals used in this study were purchased from Sigma-Aldrich, and they were

used as received unless otherwise noted. The hyperbranched PEI utilized has a reported

weight-average molecular weight of 25 kg mol−1. The PEO utilized was purchased from

Alfa Aesar, and the weight-average molecular weight of the PEO was 100 kg mol−1. The

methanol utilized to prepare the polymer samples was anhydrous grade and stored under

nitrogen.

5.2.2 General Methods

A Hitachi S-4800 Field Emission scanning electron microscope (SEM) was utilized to

image the polymer samples. For these images, 1.0 µL of a 1 mg mL−1 polymer blend in

methanol solution were drop-cast on polished silicon dioxide substrates and dried overnight

under vacuum. The films were then coated with 20 nm of carbon prior to imaging using a

SPI carbon sputter coater to prevent charging during image acquisition. For the samples

that were heated, the polymer films were heated to greater than 343 K (with a maximum

temperature of 423 K) and held to isotherm for 15 minutes. The samples were then im-
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mediately sputter coated with 20 nm of carbon prior to imaging. Attenuated total internal

reflectance-Fourier transform infrared (ATR-FTIR) spectroscopy was performed using a dia-

mond substrate of a Thermo-Nicolet Nexus FTIR, using a deuterated triglycine sulfate KBr

detector with a KBr beam splitter. Under a dry nitrogen purge, 100 scans were acquired over

a range of 800 cm−1 ≤ν ≤4500 cm−1 for each sample. X-ray diffraction (XRD) measure-

ments were measured with a Rigaku Cu-Kα source (λ=1.54056 Å) in parallel beam mode.

These samples were acquired while under ambient conditions. The polymer film samples

were fabricated using a 240 mg mL−1 solution of the polymer blend (by weight ratio) in

methanol pipetted into a metal mold and then annealed at 353 K while being pressed for at

least 10 minutes. After pressing, these films were dried overnight under vacuum (P ≤ 0.4

Torr) prior to XRD analysis being performed. A TA Instruments Q20 Series differential

scanning calorimeter (DSC) was used for thermal transition analysis. The samples were

sealed in Tzero hermetic pans, were first annealed at 348 K under a nitrogen gas purge, and

then cooled to 213 K, before the trace that started at 213 K and ended at 348 K at a scan

rate of 1.1 K min−1 was collected.

5.2.3 Experimental Adsorption Apparatus and Procedure

The testing protocols utilized in this work are similar to those previously reported [ 119 ].

Experiments were performed using the setup shown in Figure  5.1 . Gas tanks of nitrogen and

1% CO2 and 99% nitrogen were connected to a series of mass flow controllers (MFC; MKS,

1179C) in parallel. The polymer blend-based resonant mass sensors were enclosed in a test

chamber with an approximate volume of 163 cm3. A recirculating chiller (Thermo Fisher;

Polar Series Accel 500 LT) and custom thermal blanket were utilized for temperature control

of the test chamber. The recirculating chiller provided a working temperature range of 248

K to 353 K. Prior to data collection at each test condition, the test chamber was flushed

with nitrogen for 3 hours at each reported temperature to allow the chamber to reach a

steady-state baseline condition. Then, CO2 gas was injected into the chamber to achieve the

reported concentrations. A frequency counter was developed in LabVIEW to monitor the

oscillation frequency of each oscillator with a 1 Hz resolution.
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Figure 5.1. Schematic of the experimental setup used for sensor charac-
terization. The mass flow controllers (MFCs) modulated supply gases to
the test chamber containing the functionalized resonators. A recirculating
heater/chiller and a thermal wrap were used to regulate the temperature of
the test chamber at the reported conditions.

5.2.4 Device Fabrication

The device instrumentation utilized in this work was previously reported [ 119 ]. This

included a small-scale resonator (Kyocera Corp., CX3225) and a crystal oscillator driver

(Texas Instruments, SN74LVC1GX04) implemented in a Pierce oscillator circuit. Upon

construction of the oscillator circuit, the cap on the resonator packaging was removed to

expose the resonant element for functionalization. To coat a pristine PEI thin film, a solution

of 0.1% (by volume) of PEI in methanol was created. For creating the 3:1 PEO:PEI thin

films, PEI and PEO were dissolved in methanol to generate a solution of 0.1% (by volume)

of PEI and 0.3% (by volume) of PEO. Then, 1 µL of each solution was deposited onto each

respective resonator. The resonators were then placed under vacuum at 343 K for 24 hours
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to remove any residual methanol leaving behind PEI and the 3:1 PEO:PEI blend, on each

respective substrate.

5.2.5 Adsorbed Mass and Resonance Frequency Correlation

Resonance frequency measurements of the small-scale resonators were employed to mon-

itor the CO2 sorption process. As CO2 adsorbs on the resonator (increasing the total mass)

the oscillation frequency of the resonator decreases, allowing real-time monitoring of the

sorption kinetics. The observed frequency shift is correlated to the deposited mass by [ 117 ],

[ 178 ]:

∆m = ∆f

Smf0
, (5.1)

where ∆m is the change in mass, Sm is the mass sensitivity of the sensor, f0 is the resonance

frequency of the unloaded resonator, and ∆f is the change in resonance frequency. Thus, an

increase in the mass of CO2 adsorbed would result in a proportional decrease in resonance

frequency.

5.3 Results and Discussion

5.3.1 Characterization of Polymer Blend

As shown previously, a 3:1 PEO:PEI polymer blend, when drop cast and dried on a

resonant mass sensor, yields a nanoscale structure that affords high-performing, robust, and

reliable CO2 gas detection sensors [  119 ]. This detection is possible due to the crystalline

features of PEO which can induce pores into a PEI matrix by disrupting the strong inter-

molecular amine interactions that can limit the interaction of CO2 with the polymer matrix.

When the amines are disrupted, the CO2 gas can then better interact with primary and

secondary amines in PEI and transduce a response to the resonator. This pore formation,

occurring at ambient temperatures, is observed via SEM imaging (Figure  5.2 a). However, it

is important to note that this detection of CO2 gas is reliant on PEO maintaining its crys-

talline structure and keeping the interchain and intrachain amines accessible to interact with
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CO2. At elevated temperatures (i.e., T > 343 K), there is a loss of the porous features in the

polymer film as observed in SEM imaging (Figure  5.2 b). This implies that the polymer film

at elevated temperature conditions is entering a melt state in which there is a disappearance

of PEO crystalline features and the reformation of strong amine intermolecular forces in the

polymer matrix. Thus, it is important to maintain an operation temperature in which the

polymer is not melted, and the porous structure is maintained, as it allows for CO2 to diffuse

into the polymer matrix and interact with free amine moieties.

Figure 5.2. SEM images of a 3:1 PEO:PEI blend film. (a) Room temperature
image of the polymer film. These images are highlighting the micron-sized
pores formed in the polymer matrix. All of the images shown are of the same
film but in different sections and locations. (b) A polymer film exposed to
temperature greater than 343 K, isotherm for 15 minutes, and then imaged.
These images are highlighting the melting of the polymer film and the loss of
porous structure. All of the images shown are of the same film but in different
sections and locations.

FTIR analysis showed that there were distinct features of both PEI and PEO expressed

in the 3:1 PEO:PEI polymer film (Figure  5.3 a). PEI N-H stretching (3270 cm−1), PEO C-H

stretching (2880 cm−1), PEI N-H bending (1580 cm−1), PEO C-C stretching (1475 cm−1),

PEO O-H bending (1380 cm−1), PEO CH2 waging (1310 cm−1), and PEO C-O-C stretching

(1090 cm−1) were observed. These spectra peak locations are consistent with previous FTIR

analysis studies of PEO and PEI [  168 ], [  179 ]–[ 181 ]. The combination of PEO and PEI

features expressed in the 3:1 PEO:PEI film without any shifts or alterations in peak locations

implied that there were no chemical bond formations occurring in the polymer blend; rather,
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Figure 5.3. (a) FTIR spectra of PEI, PEO, and 3:1 PEO:PEI polymer films.
Dashed lines highlight the spectrum peaks at 3270 cm−1, 2880 cm−1, 1580
cm−1, 1475 cm−1, 1380 cm−1, 1310 cm−1, and 1090 cm−1, which occur in the
3:1 PEO:PEI polymer sample corresponding to the peaks in PEO and PEI. (b)
XRD patterns of PEI, PEO, 3:1 PEO:PEI blend films. Highlighting the crystal
structure of PEO expressed in the 3:1 PEO:PEI polymer film. (c) DSC heating
and cooling traces of PEO and 3:1 PEO:PEI polymer films, highlighting that
PEO has a Tm of 338.15 K and Tc of 317.15 K while a 3:1 PEO:PEI film has a
Tm of 331.15 K and a Tc of 310.15 K. Upon integration, 3:1 PEO:PEI heating
and cooling peaks were 70% of the PEO peaks area, respectively.
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this was a miscible polymer blend. XRD analysis showed that a 3:1 PEO:PEI film expressed

the monoclinic crystal structure of PEO [ 148 ], [  149 ]. These characteristics occurred at q =

1.3 Å−1 and q = 1.65 Å−1 (Figure  5.3 b). There were no crystalline features observed in

the PEI because the branched PEI was an amorphous polymer. Notably, the DSC traces of

the materials showed features which correspond to the melting and crystalline properties of

PEO and the 3:1 PEO:PEI polymer blend (Figure  5.3 c). DSC heating traces of the polymer

films showed that PEO has a melting point (Tm) of 338 K and 3:1 PEO:PEI has a Tm of

331 K. PEI, a hyperbranched polymer, when incorporated into PEO did not allow for PEO

to pack its polymer chains as efficiently and thus this lowered the packing density and the

melting point in the 3:1 PEO:PEI polymer blend. This is interesting as it corresponded to

the SEM image (Figure  5.2 b), which showed melting features as the 3:1 polymer film was

heated past 333 K and lost its porosity in the polymer film.

Additionally, in the DSC cooling trace, PEO had a crystallization temperature (Tc) of

317 K while a 3:1 PEO:PEI film had a Tc of 310 K owing again to the hyperbranched nature

of PEI being incorporated into the polymer blend. This hyperbranched structure of PEI

did not allow for PEO to maintain its packing of polymer chains and thus it formed its

crystalline structure at a lower temperature (Figure  5.3 c). Upon integration of these heating

and cooling traces, the 3:1 PEO:PEI showed an integration value of 70% of the intensity of

PEO in both the heating and cooling traces, individually. Overall, a 3:1 PEO:PEI polymer

blend showed chemical and structural features of both PEO and PEI. These features play

a critical role in the performance of detecting and interacting with CO2. Additionally, it

is important to note that a 3:1 PEO:PEI polymer blend offers optimal performance under

conditions that are likely to be encountered in an interior location.

5.3.2 CO2 Adsorption-Desorption Profiles

To determine if these structural characteristics were impacting sensor performance, the

CO2 adsorption-desorption performance was measured across CO2 concentrations between

0% and 1% for both pristine PEI thin films and the 3:1 PEO:PEI blend thin films. A sample

time-series depiction of the frequency data (Figure  5.4 ) shows the sorption characteristics of
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the device and that it is a reversible process. The addition of CO2 results in a rapid decrease

in the resonance frequency of the device as CO2 interacts with the PEI and increases the

total mass of the resonator. Upon removal of CO2, immediate desorption occurs, and the

resonance frequency of the device increases, due to a decrease in total mass.

Figure 5.4. Representative time-series data showing the response of 3:1
PEO:PEI functionalized resonator to concentrations of CO2 between 0% and
1% in a 325 K environment.

Figure  5.5 a and Figure  5.6 a show the adsorption-desorption profiles of a 3:1 PEO:PEI

blend film and of a pristine PEI film, respectively, for 4 consecutive 1 hour cycles across

a range of temperatures relevant to indoor CO2 monitoring. A clear trend of increasing

temperature causing a decrease in the net amount of CO2 adsorbed, relative to the available

PEI, is seen. Further, during the four consecutive adsorption-desorption cycles, there was

no sign of deteriorating sorbent behavior. This stability is consistent with other studies

on PEI-functionalized solid sorbents where materials persisted after numerous adsorption-

desorption cycles [  99 ], [  182 ], [  183 ]. As shown in Figure  5.5 b and Figure  5.6 b, this trend

continued across a range of CO2 concentrations for each temperature condition, as indicated

by the small error bars (representing one standard deviation from the average).

Notably, the resonator coated with a 3:1 PEO:PEI blend (Figure  5.5 ) is more sensitive to

both changes in CO2 concentration and changes in temperature, as compared to the resonator

coated with pristine PEI (Figure  5.6 ). The CO2 concentration sensitivity is due, in part,
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Figure 5.5. (a) CO2 adsorption-desorption cycles at various temperatures
for a 3:1 PEO:PEI functionalized resonator in response to 1 hour on/off pulses
of CO2 at a concentration of 0.84%. (b) The mean resonance frequency shift
after 1 hour of CO2 exposure at various concentrations for a 3:1 PEO:PEI
functionalized resonator. The error bars represent one standard deviation of
the data from the average value.

Figure 5.6. (a) CO2 adsorption-desorption cycles at various temperatures for
a PEI functionalized resonator in response to 1 hour on/off pulses of CO2 at a
concentration of 0.84%. (b) The mean resonance frequency shift after 1 hour
of CO2 exposure at various concentrations for a PEI-functionalized resonator.
The error bars represent one standard deviation of the data from the average
value.
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to PEO disrupting intrachain and interchain PEI amine entanglement (Figure  5.2 a). This

disruption allows for the more accessible amines to interact with CO2, resulting in increased

sensitivity to available CO2. Further, the temperature dependence can be corroborated with

a starker decrease in accessible amines with increasing temperature [  145 ]. As temperature

increases in the system, the polymers begin to melt with an onset melting point as low as 322

K in a 3:1 PEO:PEI polymer blend (Figure  5.3 c). This melting causes the porous structure in

the polymer film to disappear (Figure  5.2 b). Hence, the disruption PEO induced into the PEI

polymer matrix no longer occurs because PEO has lost its crystalline texture (Figure  5.3 c).

This higher temperature sensitivity of the 3:1 PEO:PEI polymer blend compared to PEI

alone indicates that the system may be thermodynamically controlled, and kinetic effects

play less of a role in a PEI-dilute system.

5.3.3 Analysis of CO2 Sorption Kinetics

As shown in Figures  5.4 and  5.5 a, a 3:1 PEO:PEI coated resonator responds in a reversible

manner with respect to changing CO2 concentration (i.e., a certain partial pressure). The

surface coverage of PEI-based materials is governed by a balance of the adsorption and

desorption of CO2, and fit well with a Langmuir model [  184 ], [ 185 ]. Thus, the change of

surface coverage θ of the molecules can be described by a Langmuir equation,

dθ

dt
= ka(1 − θ)C − kdθ, (5.2)

where ka and kd are the adsorption and desorption rate constants (respectively) and C is

the concentration of CO2. Integrating Equation  5.2 we have

θ(t) = C

(C + kd/ka) [1 − e−(kaC+kd)t], (5.3)

which illustrate the time dependence of the surface coverage after the concentration change,

as a new equilibrium value is approached. In Equation  5.3 , setting

kobs = kaC + kd (5.4)
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and

kq = C

(C + kd/ka) , (5.5)

results in

θ(t) = kq(1 − e−kobst). (5.6)

Equation  5.6 shows that the surface coverage approaches the equilibrium value exponentially,

which matches the time-series data shown in Figures  5.4 and  5.5 a. As shown in Equation  5.1 ,

the frequency shift of the resonator is proportional to the mass of adsorbed CO2, and thus,

may be assumed to be proportional to the change in fractional coverage on the polymer

surface. Therefore, if the fractional surface coverage θ is measured as a function of time

t, kobs and kq can be determined by fitting the (negative) frequency shift of the resonator

to Equation  5.6 (Figure  5.7 a). Further, considering Equation  5.4 , a plot of kobs vs. C

(Figure  5.7 b) yields a line with slope ka and intercept of kd. By definition, the equilibrium

constant Keq for this process is

Keq = ka/kd. (5.7)

Thus, the free energy of adsorption ∆Gads at a given temperature can be found directly from

the equilibrium constant

∆Gads = −RT ln Keq. (5.8)

Figure  5.7 d shows the calculated free energy of adsorption for both a PEI functionalized

resoantor and a 3:1 PEO:PEI functionalized resonator. Because

∆Gads = ∆Hads − T∆Sads, (5.9)

both ∆Hads and ∆Sads can be determined by carrying out this analysis over a range of

temperatures and plotting ∆Gads vs. T (Figure  5.7 d). The negative values for ∆Gads and

∆Hads denote that the reaction occurs spontaneously and is exothermic; which is consistent

with other CO2-PEI adsorption studies [ 186 ]–[ 188 ].

Figure  5.8 shows Arrhenius plots for the adsorption and desorption constants (ka and kd)

that were obtained from the data in Figures  5.7 b and  5.7 c. Notably, across the measured

73



Figure 5.7. (a) A fit of the Langmuir adsorption isotherm (Equation  5.6 ) to
frequency data of a 3:1 PEO:PEI functionalized resonator at a concentration
of 0.84% CO2 and in a 300 K environment. (b) Fit to calculated kobs for
a 3:1 PEO:PEI functionalized resonator in a 300 K environment. (c) Fitted
relationship between kobs and CO2 concentration for pristine PEI and a 3:1
PEO:PEI blend for temperatures ranging from 300 K to 325 K. (d) Calculated
Gibbs free energy at each temperature condition for pristine PEI and a 3:1
PEO:PEI blend.
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temperatures, ka is relatively constant while kd increases with increasing temperature. This

suggests that the decrease in sensor response is due, in part, to a faster desorption rate

at higher temperatures. Further, the rate constants for the PEI and 3:1 PEO:PEI blend

functionalized resonators showed similar trends with respect to temperature. However, the

trends are slightly shifted owing to the shorter time response of the 3:1 PEO:PEI function-

alized resonator relative to the resonator functionalized with only PEI. This is, in part, due

to PEO disruption of the intermolecular chains of PEI, which makes the free amines more

readily available to interact with CO2.

Figure 5.8. Arrhenius plot showing (a) ka and (b) kd for PEI alone and a
3:1 PEO:PEI functionalized resonator. Notably, ka is relatively constant while
kd increases with increasing temperature. Thus, the decrease in response can
partly be attributed to a faster desorption rate at higher temperatures.

75



6. IMPLEMENTING CO2 SENSORS IN THE BUILT

ENVIRONMENT AND DIRECTIONS FOR FUTURE WORK

6.1 Introduction

When considering CO2 sensing in smart building applications, there are a number of

open questions as to how to effectively capture data. The effectiveness of CO2-based demand

controlled ventilation or other CO2-informed smart building controls, can be limited by the

speed and accuracy that CO2 data is obtained. This problem can be investigated at several

scales; in particular, at the sensor level (small-scale) and the room level (large-scale). The

work presented thus far was primarily conducted at the sensor level. As detailed in Chapters

2-5, metrics such as the sensor response time and sensitivity were investigated under different

environmental conditions in a well-controlled benchtop testing system. While the initial

development of these sensors has primarily focused on sensor-level characteristics, the room-

level characteristics have been largely ignored. Thus, next steps should investigate how to

integrate these sensors into the built environment.

At the room level, air-flow dynamics, diffusion, and the distance between a CO2 gener-

ation source and the sensor become important. Things like sensor location and the number

of installed sensing nodes can largely influence how a space is characterized. Further, given

recent CO2 sensor developments (including those presented in Chapters 2-5), new heuristics

can be developed that consider the use of a CO2 sensor in buildings that is truly low-cost

and low-power. Therefore, future work should investigate the nuances of sensor location and

the number of sensors necessary to define a space.

Next, it is recognized that the real-world implementation of sensing instruments can

be messy. In particular, gas sensors are prone to external influences, such as dust, air-

flow dynamics, temperature, humidity, and pressure. Therefore, it is recommended that

appropriate compensation of these factors is considered for the practical implementation of

the sensors developed herein. To do so, it is necessary to perform live and at-scale testing

of these devices, and compare them head-to-head with commercial sensing technologies.

Finally, with the advent of smart buildings and internet of things (IoT) connected sensors,

there are new opportunities to improve building operation and safety [  14 ]. For example, CO2
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sensing for occupancy detection has been suggested as a means of providing localized comfort

control [ 17 ]–[ 19 ]. Further, with recent advancements in the development of low-cost and low-

power gas sensors for building applications (including those described in Chapters 2-5) there

are new opportunities for monitoring indoor air spaces. Namely, IAQ can be cost-effectively

monitored via wireless sensor networks (WSNs) with a high degree of resolution; which

is particularly applicable for gas source identification and localization. In particular, CO2

monitoring can be implemented as a non-discriminatory means of occupancy recognition,

counting, and localization. Thus, the appropriate use of CO2 sensor networks may be a

promising avenue for occupant localization indoors.

The remainder of this chapter seeks to provide preliminary results to address these issues

and provide suggested directions for future work in this space. To do so, data was collected

in a full-scale environmental test chamber as a proof-of-concept reference point. Section  6.2 

provides a brief literature review and suggestions for future research regarding the placement

of CO2 sensors in buildings. Section  6.3 presents a room-sized environmental test chamber

and presents initial data on a PEI-PEO functionalized resonator (Chapters 4-5) operating

in this space. Lastly, Section  6.4 demonstrates the basic feasibility of using CO2 WSNs

for occupant localization and informs future work on CO2 sensor networks in the built

environment.

6.2 Placement of CO2 Sensors in the Built Environment

Placing a CO2 sensor within a building is a non-trivial task with several constraints

and considerations. To date, cost and sensor power have been the driving constraints to this

problem, where cost limits the number of sensors used and sensor power requirements dictate

that the sensors are located near a steady power source. With recent sensor developments,

including those described in Chapters 2-5, these cost and power constraints are being relaxed,

which creates opportunities for more detailed sampling of CO2 in the built environment. Such

details may be utilized for both modeling and control purposes. Furthermore, the addition

of sensor nodes will reduce the time to obtain actionable information about the ventilation

zone.
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Several previous studies have developed heuristic rules for sensor placement, based on

investigations of CO2 distribution within a space. Stymne et al. performed a study on

dispersion patterns in displacement ventilated rooms [  189 ]. It was concluded that CO2

sensors should preferably be positioned at a height slightly above the head of occupants

to ensure acceptable air quality in the breathing zone. Pei et al. studied the effect of

CO2 sensor position in a room through the assistance of experimentally validated CFD

modeling [  190 ]. This study investigated the effects of ventilation strategy, air change rate,

and the number of occupants on the distribution of CO2 in a room. The study found

that under mixing ventilation, the sensor location typically has marginal influence on the

measurement due to a fairly uniform CO2 distribution, both horizontally and vertically.

However, under displacement ventilation, a vertical gradient in CO2 distribution was evident,

posing a significant difference in measurements based on sensor location. This result is in

agreement with the study performed by Stymne et al. which similarly found a vertical

distribution with displacement ventilation. Similarly, Rackes et al. used airflow simulations

to explore the advantages of multiple sensors to capture spatial variation in small offices.

The study found additional sensors lead to minimal reductions in overall sensing error unless

there was low supply airflow [ 191 ].

Alternative to heuristic sensor placement, several studies have developed methods which

optimally place sensors based on computational constraints. Fontanini et al. developed

an algorithm for determining optimal sensor location for contaminant tracking. The study

considered three air flow fields simulated with CFD to maximize the coverage of 1-4 sensors

[ 192 ]. Rather than physics-based CFD models, data-driven approaches have also been used

for tackling the optimal sensor placement problem. Yoganathan et al. utilized clustering

algorithms to determine optimal sensor placement for office buildings [  193 ]. This study

utilized an exhaustive number of temperature, relative humidity, and luminance sensors to

completely cover the space and obtain the necessary data. However, CO2 measurements

were not considered in this study.

Though several studies have touched on optimal sensor placement, there are still op-

portunities to address this issue. Heuristic rules for sensor placement are generally helpful,

but often breakdown in atypical situations. Computational strategies can be employed to
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determine optimal sensor placement in a specific and well-defined space; however, the tools

necessary to perform such optimization calculations are often not available to the average

building owner. Data-driven optimization of sensor placement via low-cost wireless CO2

sensors may be a promising pathway but, as of this writing, has not been fully investigated.

Further, regardless of the optimization process, the optimal placement of a CO2 sensor will

likely depend on the specific sensing technology employed. More precisely, different sensing

technologies differ in how external factors interfere with their output (e.g., heat, humidity,

vibrations, etc.). Therefore it is recommended that the effect of sensor placement in indoor

environments is further explored. More specifically, it is recommended that these effects are

studied for the sensors described in Chapters 2-5, as their suitability may be significantly

affected by their location in a building. Thus, along with full-scale testing, future work might

consider investigating the location dependencies of these sensors.

6.3 Full-Scale Sensor Testing

The sensors developed herein performed well in a benchtop testing system, however, they

were not fully characterized in a larger environment. Therefore, to begin testing these sensors

in a more realistic environment, a room-sized (16 ft x 14 ft 2 in. x 9 ft ) indoor air quality

chamber (IAQC) was used (Figure  6.1 ). The IAQC had complete control of all heating,

ventilation, and air conditioning (HVAC) parameters including air flow, temperature, and

humidity. The IAQC was constructed with a well-insulated ceiling, floor, and walls to iso-

late the indoor environment from any potential effects of external temperature fluctuation.

Additionally, the chamber was equipped with a 500 cfm (14 m3/min) supply fan and return

fan. This configuration simulated a small and simple room, with one supply duct near the

floor and one return duct in the ceiling.

A prototype version of the PEI-PEO functionalized resonant mass sensing system (Chap-

ter 4) was installed in the IAQC for more realistic, at-scale testing (Figure  6.2 ). To prepare

the prototype sensors for implementation in the IAQC, a paper filter was placed over the

sensing elements to remove air contaminants (oil, dirt, etc.), and to protect against dust and
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Figure 6.1. Indoor air quality chamber (IAQC) utilized for full-scale sensor testing.

Figure 6.2. (a) A zoomed out and (b) zoomed in picture of the prototype
CO2 sensing system and commercial CO2 sensors in the IAQC. A paper filter
was placed over the prototype sensing elements to serve as a protective dust
shield.

unstable airflow. For direct comparison, two commercial CO2 sensors (Sensirion SCD41,

Telaire T6713) were co-located with the prototype sensors.

For initial testing, the IAQC was regulated to circulate outdoor air at a rate of 3 ACH.

CO2 was then injected into the IAQC in 1 hour on/off pulses. This provided a wide range
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of indoor CO2 concentrations, alternating from fresh, outdoor air (the low end of expected

indoor CO2 concentrations), to nearly 2,000 ppm (the upper end of expected indoor CO2

concentrations). A time-series plot of this test is shown in Figure  6.3 . Here, the left axis

and blue line correspond to the raw frequency shift of a prototype CO2 sensor and the right

axis and red lines indicate the measured CO2 concentration of the two commercial CO2

sensors that were co-located with the prototype sensor. Prior to any signal filtering, the raw

frequency data of the prototype sensor demonstrated a similar response time and stability

to the co-located commercial CO2 sensors, which is a promising result.

Figure 6.3. Comparison of prototype sensor with commercial CO2 sensors
in the IAQC. The left axis and blue line correspond to the frequency shift of
the prototype CO2 sensor. The right axis and red lines indicate the measured
CO2 concentration of two commercial CO2 sensors that were co-located with
the prototype sensor.

Although promising, these data simply show a first-level proof of viability for the PEI-

PEO functionalized resonant mass sensors in a full-scale environment. Therefore, the next

step on the path to commercial viability for these sensors is to perform full-scale testing

across a range of temperature, humidity, and CO2 concentrations, similar to the bench

top experiments described in Chapters 2-5. These tests should be performed for both the
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chemiresistive and resonant mass sensors, to discover and appropriately compensate for any

nuances associated with full scale environments. Such data is necessary to ensure a robust

and accurate sensor in the final phase of development.

6.4 Occupant Localization via CO2 Sensor Networks

With recent advancements in the development of low-cost, low-power gas sensors for

building applications, including those described in Chapters 2-5, there are new opportunities

for monitoring indoor air spaces. Namely, CO2 can be cost-effectively monitored via wireless

sensor networks (WSNs) with a high degree of resolution; which is particularly applicable

for gas source identification and localization. Prior gas source isolation efforts have typically

relied on inverse modeling along with computational fluid dynamics (CFD) analysis [ 194 ]–

[ 197 ]. Though promising, such methods can be computationally expensive and access to CFD

software remains a barrier for many building operators. Sensor-based methods of gas source

isolation have been utilized; however, such approaches have generally focused on applications

for mobile robotics [  198 ]–[ 200 ]. The work presented herein utilizes a series of stationary

wireless IAQ sensors for gas source localization via classification algorithms. Experimental

data was collected via wireless CO2 sensors distributed throughout the IAQC (Figure  6.1 ).

This preliminary research seeks to 1) demonstrate gas source classification via WSNs, 2)

inform optimal sensor placement at the room-level, and 3) elucidate the duration of data

necessary to characterize an indoor space. Ultimately, this study demonstrates the general

feasibility for utilizing low-cost, low-power, wireless CO2 sensors for high-resolution CO2

sensing and serves to inform future studies on CO2 sensor networks in the built environment.

6.4.1 Source Localization Approach

The proposed methodology is illustrated in Figure  6.4 a. A two-stage approach is utilized

which first seeks to identify a CO2 disturbance at the room level and then, if a disturbance

is detected, isolate the precise CO2 source location within the room, via classification al-

gorithms. Each stage of this approach provides valuable and progressively more precise

information on the location of an indoor air pollutant. The first step involves identifying
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a room-level CO2 disturbance. For an enclosed space, this can be done by utilizing a CO2

disturbance observer as illustrated in Figure  6.4 b. This approach follows a mass-balance

logic that monitors the inlet (supply air) and outlet (return air) of an enclosed space. This

assumes that any changes measured between the inlet and outlet of the room are due to a

disturbance that occurs within the enclosed space. Thus, a CO2 disturbance can be esti-

mated by subtracting the supply air duct (inlet) CO2 concentration measurement from the

return air duct (outlet) CO2 concentration measurement.

Once a CO2 disturbance has been determined to originate within a room, the second

step involves further defining the exact internal source location. At the room-level, gas

source isolation with high resolution can be particularly challenging when utilizing stationary

sensors. This is especially so for small rooms with no gas constraining boundaries (e.g., walls,

bookshelves, large furniture, etc). However, this problem can be reduced by defining zones

within a room (e.g., separate into quadrants) in which a gas source could reside. In doing so,

each region can be categorically separated and classification-type algorithms can be utilized

to identify source locations (Figure  6.4 c).

6.4.2 Experimental Procedure

To mimic an indoor environment, this work used the IAQC to collect experimental data.

Wireless IAQ sensors (AWAIR Omni) were deployed in a grid-like pattern in the test chamber

as shown in Figure  6.5 . Sensors were placed in the supply duct (S1), the return duct (S11),

and approximately 4 ft (1.2 m) above the floor on sensor trees throughout the room (S2-S10).

For the purposes of gas source classification, the room was artificially separated into four

quadrants, as labeled in Figure  6.5 b. Thus, there were 5 potential CO2 disturbance states

for the room; namely, an ‘external’ source or an internal source in one of 4 quadrants in the

room (Q1-Q4).

Experiments were performed using CO2, which can be detected and measured by the

installed IAQ sensors. To simulate gas emissions at different source locations, CO2 gas was

injected into the upstream supply duct (external source) and in the center of each of the

four quadrants in the test chamber (Q1-Q4 source). For each trial CO2 gas was injected
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Figure 6.4. (a) A two-stage logical approach to gas source isolation. (b)
A disturbance observer to estimate CO2 disturbances in a closed room. (c)
Classification algorithms to determine a gas source location within the enclosed
space.
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via a mass flow controller (MKS Instruments 1179C) for 1 hour at a rate of 350 ccm; which

is approximately the CO2 generation rate from human respiration [  8 ]. Following each trial,

the room was continuously ventilated with fresh outdoor air until a steady-state baseline

was obtained (~420 ppm CO2). Throughout the experiments, the supply and return fans

maintained constant set points and circulated outdoor air at a rate of approximately 75 cfm

(2.1 m3 min−1; ~2.2 ACH).

Figure 6.5. (a) Commercial IoT air quality sensors installed in the envi-
ronmental test chamber for propagation modeling and source isolation exper-
iments. (b) A top-down view of sensor placement within the environmental
test chamber.

6.4.3 Event Window and Data Preparation

Implementation of a gas source localization algorithm requires real-time identification

of a gas source release. Additionally, in order to develop classification models based on

experimental data, the data set needs to be divided and labeled according to each gas source

release location. Therefore, a window approach was utilized to both identify when a CO2

release occurred as well as to bound and label the data for classification modeling purposes.

To identify a sensor response to a gas source release, a 5 minute sliding window was utilized,

which identified a release event as a 25 ppm rise above baseline CO2 conditions. Once an
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event was triggered, an event window was used for source localization. This event window

began at the start of the 5 minute trigger. For initial studies reported herein, a 30 minute

event window was utilized, and the length of this time window was explored, as reported in

Section  6.4.5 . Based on this window, features were extracted for each labeled event, such

as each sensor’s mean CO2 measurement, the rate of change in CO2 concentration, and the

order in which the sensors respond to CO2.

6.4.4 Experimental Results

To start, it is helpful to understand each sensor’s time response to gas injected at each

of the 5 source locations. Such data can be useful for both distinguishing (classifying) each

of the different gas source locations and defining the minimum amount of time necessary to

obtain actionable data from each sensor. Table  6.1 compares the average time response of

each sensor to CO2 injected at each potential source location. All of the recorded times are

relative to the first sensor that responded to CO2, where a response is defined as a 25 ppm

rise above baseline conditions. Notably, the closest sensor to the gas source release was not

always the first to respond (Figure  6.5 ). This is likely due to the forced air dynamics of the

space, along with CO2 being denser than air and accumulating near the floor. For nearly all

of the sensors, the longest response times were to an external gas source. Sensor S1 (supply)

was an obvious exception and responded first to an external source of CO2, but did not

respond to any of the internal gas source releases. The longest recorded response was more

than 15 minutes for the return air duct sensor (S11) in response to an external gas source.

Thus, some disturbance information was available to all of the sensors in the space within

an approximately 15 minute time window. These data demonstrate the approximate length

of time it takes a gas to disperse through a small room with forced ventilation at relatively

low airflow rates. Thus, a larger room would likely increase the length of the response time

and higher ventilation rates would likely decrease the length of the response time.

Further comparison can be made by considering a time series sample of the experimental

data. Figure  6.6 depicts a time series representation of CO2 being injected in the supply duct

and in quadrant Q3 of the room. This illustration clearly shows how the supply side sensor
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Table 6.1. The average time to respond to a CO2 release event, relative to
the first sensor that responded. The time response is defined as a 25 ppm rise
above baseline conditions.

Sensor External Q1 Q2 Q3 Q4
Number Source Source Source Source Source

(sec) (sec) (sec) (sec) (sec)
S1 0 (first) NA NA NA NA
S2 600 267 405 220 390
S3 352 47 385 0 (first) 315
S4 520 350 315 130 0 (first)
S5 325 0 (first) 227 195 320
S6 425 205 155 265 400
S7 425 195 145 192 427
S8 667 55 0 (first) 370 470
S9 250 92 252 185 322
S10 602 415 97 272 490
S11 922 585 267 535 640

(S1) can be used as a point of comparison for distinguishing an internal source location (i.e.

Q3 source) from an external source location. As shown in Figure  6.6 , compared to all other

sensors, a distinctly higher concentration is measured on the supply side sensor (S1) when

gas was injected into the upstream supply duct (simulating an external gas source). This is

not a particularly surprising result as an external gas source will likely be more concentrated

in the supply duct and less concentrated after diffusing through a room. Whereas, for the

representative example of an internal source location (Q3 source), the supply side sensor

measured a significantly lower concentration than the rest of the room (~420 ppm CO2).

Thus, a gas source external to the room can easily be characterized by comparing the supply

air duct measurement with any other sensor measurement internal to or exiting the room

(i.e. return duct). So, as part of the two-stage approach to gas source isolation described

herein (Figure  6.4 a), once a CO2 disturbance is detected, the gas source can be identified as

internal if S1 < S2:S11.
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Figure 6.6. Time series representation of CO2 injected into two different
locations of the IAQC. As annotated in the figure, these pulses show CO2
being released in the upstream supply duct (external source) and in quadrant
Q3. A sliding window approach was utilized to identify a gas source release
and to bound the data for feature extraction.

6.4.5 Classification Modeling

Utilizing the sliding window approach previously described, features were extracted and

explored for a 30 minute window of each CO2 source release. Among these extracted features,

the mean CO2 concentration recorded by sensors S4 and S8 provided a clear separation

between the data classes. Notably, these two sensors are on opposite corners of the room

(Figure  6.5 ) and are not in the quadrants that include the supply or return diffusers. Plotting

these values in a 2-D feature space (Figure  6.7 a), one can clearly see the separation between

the source releases in each of the room quadrants.

Given the clear class separation provided by this highly-reduced feature space, basic

classification models were developed and explored using just these two features. The cross-

validated accuracy of select models are compared in Figure  6.4 c. These models were assessed

based on 4-fold cross validation between a total of 16 samples. So, 12 samples were used for

training and the remaining 4 were used for validation in each fold. Among the tested model
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types, a k-nearest neighbor model (kNN; k=1) performed particularly well. Thus, employing

this model-type, the time dependency of the sliding window utilized for feature extraction

was explored. As shown by the series of plots in Figure  6.7 , decreasing the size of the window

decreased the cross-validated accuracy of the classification model. A model based on a 15

minute time window retained a relatively low misclassification rate. However, when using a

time window of 5 minutes or less, the model accuracy quickly diminished. These observations

can be further corroborated by the time response data in Table  6.1 , where the CO2 gas is

shown to propagate throughout the entire room within approximately 15 minutes.

6.4.6 Limitations

Although promising, these data and classification models were developed under a very

specific set of experimental conditions. These experiments were performed with a single,

non-moving point source of gas injection. In addition, data was collected for only one

ventilation scenario which had a single supply and return diffuser in the room, in a single

configuration (floor and ceiling, respectively). To be utilized in a ‘real-world’ application,

a more rigorous study would need to be completed which considered different ventilation

scenarios. As well, data would likely need to be collected in the specific space where the

model would be deployed. Further, these data only represent room-temperature CO2 gas,

whereas a warmer and less-dense gas may disperse differently in a room. Finally, given

the expense of collecting experimental data, these models were constructed on a relatively

lean data set (4 samples per class). So, a more robust model might be developed based on

classification of a larger data set. However, despite these limitations, the described efforts

demonstrate the basic feasibility and potential for utilizing a sensor network and black box

modeling approach to gas source isolation in an enclosed space.

6.4.7 Discussion

A framework was presented for utilizing low-cost, wireless gas sensors for high-resolution

CO2 monitoring in buildings. The use of wireless sensor networks for CO2 source local-

ization was demonstrated based on experimental data collected in a well-controlled indoor
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Figure 6.7. Feature space representing the mean CO2 concentration at sen-
sors S4 and S8 in a (a) 30-min, (b) 15-min, (c) 5-min, and (d) 2-min time
window. As the length of the time window for feature extraction decreases,
the cross-validated model accuracy diminishes while utilizing a kNN (k=1)
classification approach.
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environmental test chamber. In these experiments, the closest sensor to the CO2 generation

source was not necessarily the first to respond, nor the sensor with the largest response.

Additionally, just two sensors provided enough information to locate a CO2 emission source,

that was at approximately the rate of human respiration, within 30 minutes. Thus, two sen-

sors (one in each specified location) are necessary for characterizing this particular air space

for occupant localization. Though limited in scope, these results are particularly promising

as they demonstrate the fundamental feasibility of occupant localization via wireless CO2

sensor networks.
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7. SUMMARY AND CONCLUSIONS

The work presented herein demonstrated a series of novel CO2 sensors capable of indoor

CO2 monitoring. Each of these sensors has the potential to be manufactured at a low cost

and operate at relatively low power, making them a potentially attractive alternative to

CO2 sensors that are currently commercially available. Further, this work presented a set

of methodologies for CO2 sensor evaluation in both benchtop and full-scale environments.

These methods may be used to inform CO2 sensor performance and some of the nuances

anticipated in building applications.

Chapter 2 presented a polymer composite-based chemiresistive CO2 sensor that leveraged

branched poly(ethylenimine) (PEI) and poly(ethylene glycol) (PEG) as the CO2 absorbing

layer. This polymer blend was incorporated with single wall carbon nanotubes (CNT), which

served as the charge carriers. Prototype sensors were assessed in a bench-top environmen-

tal test chamber which varied temperatures (22-26 °C), relative humidity levels (20-80%),

CO2 concentrations (400-20,000 ppm), as well as other gas constituents to simulate typical

and extreme indoor conditions. The results indicated that the proposed system could ulti-

mately serve as a low-power alternative to current commercially available technologies for

indoor CO2 monitoring. The potential of such a low-power sensor is particularly promising

when considering wireless deployment of sensors, which are inherently power constrained.

In addition, the solid-state architecture of this device may provide advantages for long-term

reliability.

Chapters 3-5 presented MEMS-based sensors utilizing similar resonant mass sensing plat-

forms, but differed in the functional materials and scope. The sensors in Chapter 3 were

functionalized with a polymerized ionic liquid via an inkjet printing technique. An imi-

dazolium cation functionality with a hexafluorophosphate anion chemistry (poly(1-methyl-

3-(4-vinylbenzyl)-1H-imidazol-3-ium) hexafluorophosphate [PMVBI-PF6]) was added to a

polystyrene backbone motif, as this combination has previously shown significant CO2 in-

teractions when utilized as a sorbent material for the capture of carbon dioxide from the

atmosphere. Assessments were performed in a bench-top environmental test chamber, sim-

ilar to that used for the chemiresitive sensor in Chapter 2. The oscillation frequency was
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measured using a custom digital logic-based frequency counter circuit implemented in a

field-programmable gate array (FPGA). The results show that the proposed approach, with

additional development, could serve as an alternative to current commercially available CO2

sensing technologies.

Chapter 4 presented a resonant mass sensor treated with a solution-processable polymer

blend of poly(ethylene oxide) (PEO) and poly(ethyleneimine) (PEI) for the selective and

significantly enhanced detection of CO2, relative to the PIL in Chapter 3. When semi-

crystalline PEO was blended with PEI, a physical separation of interchain amine interactions

occurred. In turn, this separation facilitated diffusion of CO2 into the material and more

interactions between intrachain amines and CO2 gas. Moreover, the hydrophilic properties

of PEO prompted water uptake into the polymer matrix which allowed for reversible acid-

base reactions between the CO2 and PEI amines to occur which facilitated mass uptake on

the mass resonator. This macromolecular blend led to highly-selective and highly-responsive

sensors.

Similarly, Chapter 5 presented a study on the temperature-dependent kinetics of the

PEI-PEO functionalized resonators. This research measured performance across an extended

temperature range (relative to Chapter 4) to better understand the capabilities and bound-

aries of the sensing system. A Langmuir model was fit to the data, from which adsorption

rate constants and basic thermodynamic parameters were calculated to describe the sorp-

tion of CO2 on the sensor. Throughout a range of temperatures relevant to indoor CO2

monitoring, these polymer materials adsorbed less and desorbed more CO2 with increasing

temperature. This was due, in part, to the melting of the polymer materials. Specifically,

in a 3:1 PEO:PEI polymer blend, such melting decreases the crystalline features of PEO

in the PEI matrix and ultimately causes a loss of porosity in the polymer films. Further,

the 3:1 PEO:PEI blended material adsorbed more CO2, at a faster rate, than PEI alone

due to the crystalline features of PEO disrupting strong interchain and intrachain amine

interactions which limit the interaction of CO2 gas into the polymer matrix. Thus, the 3:1

PEO:PEI blended polymer system provides higher sensitivity and faster response times for

indoor sensing applications over PEI alone and will perform well until the PEO moiety melts.
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Finally, Chapter 6 discussed full-scale implementation of CO2 sensors in the built envi-

ronment and suggested pathways for extending the research presented herein. This included

discussion on the placement of sensors in buildings and presentation of preliminary data

on prototype resonant mass sensors in a room-sized environmental test chamber. Lastly,

a methodology was presented, along with experimental data, that demonstrated the basic

feasibility of using CO2 sensor networks for occupant localization in the built environment.

Overall, the resonant mass sensors (Chapters 3-5) were found to be more sensitive than

their chemiresistive counterpart (Chapter 2). However, this was achieved at the cost of

slightly higher power consumption and reduced signal clarity at high humidity levels. Never-

theless, the power consumption and footprint of both of these sensors is much smaller than

most commercial sensors currently available. Such metrics make wireless and ubiquitous CO2

sensing in buildings relevant, which presents new opportunities in smart building controls.

With further development, these sensors may serve not only as an alternative to currently

available commercial CO2 sensors, but provide new data nodes throughout buildings that

were previously not economically viable. In such a case, Chapter 6 demonstrates the basic

feasibility and potential for utilizing a sensor network and black box modeling approach for

gas source isolation in an enclosed space. Therefore, with further development, these sen-

sors may also be a promising path toward cost-effective and non-discriminatory occupant

localization via wireless sensor networks.
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