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ABSTRACT 

My dissertation is composed of three independent chapters in the field of labor economics 

and international trade.  

The first chapter studies marriage market signaling and women’s occupation choice. Despite 

the general closure of gender disparities in the labor market over the past half century, occupational 

segregation has been stubbornly persistent. I develop a new model that explains these occupational 

outcomes through marriage market signaling. Vertically differentiated men have preference over 

women’s unobservable caregiving ability. Heterogenous women choose caregiving occupations to 

signal their ability to be caregivers. My model generates unique predictions on the influence of 

marriage market conditions on women’s occupational choices. I find empirical support for these 

predictions using longitudinal data on marriage rates, policy shocks to divorce laws, and shocks to 

the marriage market sex ratio driven by waves of immigration.  

The second chapter investigates Covid19 and consumer animus towards Chinese products. 

Covid19 has tremendously affected all areas of our lives and our online shopping behaviors have 

not been immune. China is the first country to report cases of Covid19 and suffers from rising 

animus in the U.S. In this paper, we study consumer animus towards Chinese products post 

Covid19 using Amazon data. We tracked all face masks sold on Amazon between Sep. 2019 to 

Sep. 2020, and collect product information that is available to a real consumer, including reviews. 

By analyzing both seller-generated (e.g., product name, description, features) and user-generated 

(e.g., reviews and customer Q&A) content, we collect information on the country-of-origin as well 

as consumer animus for the products. Under a fully-dynamic event study design, we find that the 

average rating drops significantly after a product is identified as made in China for the first time, 

while no such drop is found for products with other countries-of-origin. This negative impact is 

U-shaped, which quickly expands in the first five weeks, and then gradually fades out within six 

months. An informative-animus review affects the average rating of a Chinese product both 

directly (through its own rating) and indirectly (through other future ratings), with both 

mechanisms supported in data. We also provide strong evidence that the drop in average rating is 

driven by consumer animus instead of product quality.  

The third chapter explores how cultural transmission through international trade affects 

gender discrimination. In this paper, I propose that international trade helps alleviate gender 
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discrimination. With imperfect information on workers’ ability, there is statistical discrimination 

towards female workers. Through international trade, culture transmits asymmetrically between 

firms located in countries with different gender cultures. This cultural transmission benefits 

women because it transmits only in one direction from more gender-equal cultures to less gender-

equal cultures. I prove this by linking the Customs data to the Industrial Firms data of China in 

2004, and find that Chinese firms trading with more gender-equal cultures hire a higher fraction 

of female workers and enjoy higher profits. Similar patterns are not found in Chinese firms trading 

with less gender-equal cultures. The impact of cultural transmission goes beyond the firms 

engaged in international trade to have spillover effects onto purely domestic firms. Comparing 

across skill groups, cultural transmission benefits high-skill female workers more. 
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 MARRIAGE MARKET SIGNALING AND WOMEN’S 
OCCUPATION CHOICE 

1.1 Introduction 

While gender disparities have closed markedly over the past half century, progress on 

occupational segregation has been stubbornly slow (Blau et al.,2013). In 2009, 62.3% of female 

workers worked in moderately and heavily female occupations, with 33.2% of female workers 

working in occupations where at least 80% of their coworkers were female (Blau et al., 2013). 1 In 

2020, 87.4% of registered nurses and 98.8% of preschool and kindergarten teachers were women. 

Meanwhile, this share was only 19.4% and 11.6% for software developers and aerospace engineers, 

respectively. 2 

In this paper, I propose a new explanation for these occupational disparities revolving around 

incomplete information in the marriage market. I develop a model in which the most attractive 

men prefer women with strong caregiving traits. Women, in turn, signal their caregiving ability by 

choosing a caregiving occupation, despite such occupations entailing lower wages. By doing so, 

women increase their likelihood of marriage and expected quality of their future mates. 
I use this model to generate novel predictions on women’s occupational choices, which I 

then test empirically. First, my model predicts that women working in caregiving occupations have 

a higher marriage rate on average, for which I find strong support in the National Longitudinal 

Survey of Youth (NLSY). Next, my model predicts that as the marital surplus decreases, women 

are less likely to sort into caregiving occupations. I confirm this prediction using the wide-spread 

changes in unilateral divorce laws in the United States beginning in the late 1960s. Finally, my 

model predicts an increase in the quality pool of marriageable men will increase the return to 

marriage and encourage women to signal through caregiving occupations. I confirm this prediction 

 
1  Blau et al. (2013) apply the Blinder-Oaxaca decomposition using PSID data. Apart from occupation, other 
explanatory variables include education, experience, region, race, unionization, and industry. In total, all these 
variables explain 62% of the gender gap.  
2 Table A1 in Appendix lists the heavily female occupations (with at least 80% of workers being female) in 2020. 
Data from CPS table (annual average) was released by the Bureau of Labor Statistics at 
https://www.bls.gov/cps/cpsaat11.htm. As stated in the CPS table, occupations with less than 50,000 workers are 
omitted. For interested readers, 35.3% of Economics students entering Ph.D. programs are female. Among economic 
faculties, 30.6% of assistant professors, 27.4% of associate professors, and 14.7% of full professors were female in 
2020. This data is provided by AEA at https://www.aeaweb.org/content/file?id=13749.  

https://www.bls.gov/cps/cpsaat11.htm
https://www.aeaweb.org/content/file?id=13749
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using immigration-induced shocks to the male-female sex ratio to ethnically based marriage 

markets over the period of 1890-1970.  
My model is motivated by several empirical regularities. Despite great progress in labor 

market disparities, women remain the main childcare providers in the family. In 2018, a full-time 

working woman spent on average 100 more minutes per day on caring for children than a full-time 

working man — a disparity that remains roughly unchanged since 2005. 3 Caregiving occupations, 

such as nursing and teaching, are historically female occupations and remain so today. Figure 1.1 

shows a positive correlation between a caregiving index and the share of female workers within 

occupation in 2020. 4  There is a natural overlap between the duty of these occupations and 

traditional gender norms concerning women’s roles in the household (Akerlof and Kranton, 2000). 

Caregiving occupations, however, are not well compensated given their educational requirements. 

Figure 1.2 shows the average years of education and the residual hourly wage based on NLSY79 

data, collapsed by decile of the caregiving index. 5 While there is a positive baseline correlation 

between caregiving and hourly wages, the relationship sharply turns negative once accounting for 

education.  

  Despite these lower wages, in my model men find women working in such occupations to 

be more desirable, because they view it as informative of women’s ability at care-intense 

household tasks. This view is empirically supported. In Figure 1.3, I use the NLSY79 Child and 

Young Adult (NLSY79-CYA) data to look at children’s education and mothers’ caregiving index. 6 

I found children of mothers in more caregiving occupations attain more education as adults. This 

result is only partly driven by the correlation between mother’s education and the caregiving index, 

and it is robust to controlling for father’s education, father’s occupation, and net household income. 

Finally, in my model, women work in caregiving occupations to improve their prospects in the 

 
3 Appendix Figure A.1 shows the average time (in minutes) spent on childcare per day by gender 2005-2018. The 
average time is calculated based on data from American Time-Use Survey. This includes primary childcare and 
secondary childcare but is limited to time spent on caring for children below 13. The sample is limited to respondents 
in families where a spouse is present, the respondent must work full-time, and there should be at least one kid below 
13 in the household. 
4 To measure the childcaring/caregiving level of an occupation, I create an index from O*NET data, where occupations 
with a larger index engage in more childcaring activities in daily work.  
5 Education is measured by highest grade completed. 
6 Results collapsed by decile. Children’s education is measured by the highest grade the children have completed at 
the last time of interview and children must be at least 18. Mothers’ caregiving index and education are averaged 
where children are under 13.  
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marriage market. In Figure 1.4, I show this is, again, empirically well founded; women in more 

caregiving occupations have higher marriage rates. 7  

 

 

 

 

 

Figure 1.1. Caregiving Index and Share of Female Workers, 2020 
Note: Data from the Bureau of Labor Statistics and O*NET. Only occupations with at least 500,000 
workers are kept. 

 
7 “Married” is defined here as ever married. This result could be well driven by women switching to caregiving 
occupation after they get married and would be studied with more caution in empirical parts of this paper. 
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Figure 1.2. Caregiving Index, Education, and Hourly Pay 
Note: Data from NLSY79 and O*NET. On the left y-axis, bars represent years of education averaged 
within each decile. On the right y-axis, lines represent the residual log of hourly pay averaged within 
each decile. The red line controls only age, age square, and race. The blue line further controls for 
years of education and actual working experience.   
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Figure 1.3. Mother Caregiving Index and Children Outcome 
Note: Data from NLSY79 and O*NET. Mothers’ caregiving index of occupations are measured 
while their children are under 13. Children’s years of education are measured at the time of last 
interview for those who are at least 18. On the left y-axis, bars represent children’s years of 
education averaged within each decile. On the right y-axis, lines represent children’s residual log 
of years of education averaged within each decile. The red line controls only age, age square, race 
and sex. The blue line further controls for years of education for mothers while children are under 
13. The green line further adds father’s education, father’s caregiving index, and the log of 
household income within the same period.  
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Figure 1.4. Caregiving Index and Marriage Rate for Women 
Note: Data from NLSY79 and O*NET. All occupations with fewer than 20 women are dropped.   

A key feature of my model is that men and women are each vertically differentiated. 

Specifically, women are vertically differentiated in born preference of caring for children, while 

men are vertically differentiated in marriageable quality. This follows long literature on the 

desirability of potential mates on multiple dimensions (e.g. Becker, 1973, 1974; Bergstrom and 

Bagnoli, 1993; Chiappori et al.,2012; Dupuy and Galichon, 2014; Fisman et al., 2006; Smith, 

2006), which is consistent with empirical findings on the narrowness of marriage market 

(Kirkebøen et al., 2021; Olivetti et al., 2020) and assortative matching on social economic status 

(Olivetti et al., 2020), income (Schwartz, 2010; Greenwood et al., 2014), education (Schwartz and 

Mare, 2005; Mare, 1991), credit scores (Dokko, 2015), physical characteristics (Hitsch et al., 2010), 

and ethnic dimensions (Bisin and Tura, 2019). While I abstract from horizontal differentiation for 

expository efficiency, my model simply requires that individuals care enough about vertical 

aspects of partners to take costly action to attract them.    

My paper complements existing literature that attempts to explain occupational segregation 

through preferences, discrimination and social norms, and human capital. Those who point to 
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preferences argue that women desire some job characteristics such as work hour flexibility (Flabbi 

and Moro, 2012; Wiswall and Zafar, 2018) and job stability (Wiswall and Zafar, 2018), and avoid 

others such as risk of death (DeLeire and Levy, 2004) and competition (Buser et al., 2014). The 

literature on discrimination and gender norms stresses the importance of culture, which could 

either be a demand-side factor, with discriminating employers thinking that men or women are 

better suited for particular occupations (Kuhn and Shen, 2013); or supply-side factors, with women 

sorting into particular occupations which might better fit traditional gender roles (Barigozzi et al., 

2018). Akerlof and Kranton (2000) discuss the psychological micro-foundation behind such 

behaviors: when a woman works in a “man’s job”, women/men incur own/external utility cost in 

identity. The human capital literature states that occupations might require certain skills which 

vary by gender such as non-cognitive skills (Cobb-Clark and Tan, 2011) and social skills (Cortes 

et al, 2018), or that ex ante similar men/woman might make different investments in human capital 

in anticipation of their future roles within families like caring for children or doing housework 

(Becker, 1985), or that women with different fertility plans choose different career paths (Adda et 

al., 2017). Bursztyn et al. (2017) show among MBA students that single women shy away from 

signaling traits that are undesirable on the marriage market (e.g. ambitious, assertive, pushy); this 

tendency is not observed among married women, single men, or married men. 

The remainder of this paper is organized as follows: Section 1.2 establishes the model and 

generates my empirical predictions; Section 1.3 discusses my construction of the occupational 

caregiving index; Section 1.4, 1.5, and 1.6 provide empirical tests of my model; and Section 1.7 

concludes and discuss the significance of my findings and future extensions.   

1.2 Theoretical Model 

Gary Becker argued in “A theory of marriage” that “Children are a major source of the gain 

from marriage,” and thus many current marriage models use children welfare as one important 

surplus (Chiappori, 2020). In my model, women differ in their preference for caring for children, 

referred as “caregiving” or “childcaring” preference. The key feature of this model is the imperfect 

information of women’s true preference on the marriage market. Occupation choice is therefore 

used as signal.  
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1.2.1 Model Timeline 

Within my model, each individual lives for two periods. Before Period One, men and women 

are born with vertically differentiated types. A woman’s true type is private information known 

only to herself while a man’s type is public information on marriage market. In Period One, men 

and women are young. Women enter the labor market and make occupation choices. Then men 

and women enter marriage market and form dating matches. Within each dating match, both parties 

make marriage decisions. In Period Two, men and women are old. Those who did not get married 

in Period One remain single. For those who did get married in Period One, they face a random 

divorce shock. The brief timeline of the model is summarized below.  

Period Zero: Men and women born with vertically differentiated types.  

Period One: Men and women are young.  

          P1.1 Women enter the labor market and make occupation choices.  

          P1.2 Men and women enter the marriage market and form stable dating matches.  

          P1.3 Within dating matches, men and women make marriage decisions. 

          P1.4 Men and women collect utility from Period One.  

Period Two: Men and women are old. 

          P2.1 Random divorce shock takes place on the marriage market.  

          P2.2 Men and women collect utility from Period Two, and exit the model.  

1.2.2 Model Setup 

Period Zero: Men and Women Are Born with Different Types 
My model has ρ mass of men (ρ could be larger or smaller than 1) and a unit mass of women. 

By definition, ρ also denotes sex ratio of men over women.  

Women are vertically differentiated in their born preference for caring for children, denoted 

as their true type A. Share α (0<α<1) of women are born with caregiving type (A=C) and 1-α of 

women are born with non-caregiving type (A=N). A woman’s true type is private information 

known only to herself and cannot be observed by others. The distribution of all women’s true types, 

however, is public information.  

Men are vertically differentiated in their marriage market value, denoted as B. A share β 

(0<β<1) of men have high marriage market value (B=H) and the rest of men have low marriage 

market value (B=L). There is positive marriage surplus from children’s welfare only when a high 
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type man marries a caregiving type woman. Type-H men get a payoff U (U>0) if marrying a type-

C woman and get zero payoff if marrying a type-N woman. Type-L men get zero payoff from 

marrying either type-C or type-N women. A man’s true type is public information on the marriage 

market. 8  

Period One: Men and Women Are Young 
Before entering into the marriage market, women first enter into the labor market and make 

occupation choices. My model uses O to denote occupation; women choose between caregiving 

occupation c and non-caregiving occupation n. The caregiving occupation has high caregiving or 

childcaring requirements in daily work activities or skills (e.g., nurses or primary school teachers), 

and it pays workers cW . The non-caregiving occupation requires little to no caregiving (e.g., 

equipment operators) and pays nW . The wage function for women is: 

        
( )

        
c

n

W if O c
W O

W if O n
=

=  =
 

There is a systematic wage difference between occupations with 0 c nW W< < , such that the 

caregiving occupation pays workers lower wages. 9 

Intuitively, a type-C woman is more compatible with the caregiving occupation and a type-

N woman is more compatible with the non-caregiving occupation. Women pay an extra “mismatch” 

cost of τ (τ>0) when they work in an occupation that does not match their born preference. 10 The 

cost function is:   

0        ( , ), ( , )
( , )

       ( , ), ( , )
if C c N n

C A O
if C n N cτ


= 


 

This mismatch cost could be considered as either a psychological cost of not working in an 

occupation that matches one’s born preference, or a wage punishment of not working in the 

occupation for which one is best suited. For simplicity, my model assumes the mismatch cost is 

 
8 This is because a type-L man has no incentive to hide his true type since he gets zero payoff from marrying either 
type of women. A type-H man has no incentive to hide his true type either, since he only collects positive marriage 
surplus when he marries type-C women. 
9 This assumption is consistent with data. See Appendix for study of caregiving and wage.  
10 The idea behind this mismatch cost is similar to Akerlof and Kranton (2000), where one earns lower utility when 
she chooses an activity that does not match her taste.  
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large enough ( n cW Wτ > − ) to negate the marriage market incentives. 11 Under these conditions, 

all women would match their born preferences with their occupations on the labor market. With 

marriage market incentives, women choose their occupations to maximize expected lifetime utility, 

which is composed of three parts: expected gain from marriage, earnings from work, and potential 

mismatch cost.  

Men and women then enter the marriage market and form stable matches of dating. Stable 

matches are defined such that there will not be a man and woman who both prefer each other to 

their current match but are not matched. Conditional on the observable variables (e.g., type of men 

and occupation of women), men and women are each homogenous and there are many potential 

stable matches. I therefore assume that the actual stable match is randomly assigned. Depending 

on the relative size of ρ and 1, some men or women would have no dating matches and be single.  

Type-H men prefer type-C women while type-L men are indifferent between type-C and 

type-N women. However, the true type of a woman is not observed on the marriage market, and a 

(type-H) man forms belief on a woman’s true type based on her occupation choice. The occupation 

choice of a woman therefore serves as a “signal” in the marriage market. Conditional on a woman’s 

occupation choice, the probability that her true type is C is ( , ) ( | , )CP O Pr A C Oα α= = . Considering 

the mismatch cost, in equilibrium there must be ( , ) ( , ) 0C CP c P nα α> ≥ . Men correctly expect these 

probabilities so that type-H men prefer women in caregiving occupations. If a type-H man marries 

a woman working in occupation O, his expected surplus from marriage is ( , )CP O Uα . By Nash 

bargaining, a type-H man will transfer part of the expected marriage surplus to his wife. In reality, 

this transfer could be thought of as men benefitting from marrying (highly-likely) caregiving 

women because the expected welfare for their children is higher and, in turn, the men decide to do 

more housework, which benefits their wives. For simplicity, assume men transfer half the expected 

marriage surplus to women. With ( , ) 2 ( , ) 2 0C CP c U P n Uα α> ≥ , women in caregiving occupation 

strictly prefer type-H men and women in non-caregiving occupation weakly prefer type-H men.  

Since type-H men strictly prefer women in the caregiving occupation and women in the 

caregiving occupation strictly prefer type-H men, in all potential stable dating matches, when there 

are more type-H men than occupation C women, all women in the caregiving occupation are 

 
11 Relaxing this assumption will not change any predictions from the model but will make the expression more 
complex. 
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matched to type-H men; when there are more occupation C women than type-H men, all type-H 

men are matched to women in the caregiving occupation.  

Within all dating matches, both parties make marriage choices (“marry” or “not marry”) and 

a marriage is formed only when both parties choose “marry.” For dating matches between type-H 

men and occupation C women, both parties will choose “marry” due to the positive gain from 

marriage. For all other dating matches with zero expected gain from marriage, both parties are 

indifferent between “marry” and “not marry.” For simplicity, assume the marriage decision among 

zero-gain dating matches are randomized, with probability π they would both choose “marry.” In 

reality, this could be understood as both parties taking a random draw (since the stable match is 

randomly assigned) on how much they like each other (or match quality), with probability π they 

would both have a positive draw and decide to marry.  

Period Two: Men and Women Are Old 
In Period Two, single individuals in Period One remain single, including people without 

dating matches and people with dating matches in which at least one party chooses “not marry.” 

The married individuals from Period One, on the other hand, face a random divorce shock, with 

probability λ that they will divorce and stop collecting any potential gains from marriage.  

1.2.3 Women’s Occupation Choice 

The key result from the model is the occupation choices of women in P1.1 of the timeline. 

A woman chooses her occupation to maximize her expected payoff, which includes three parts: 

wages from work (which varies by occupation), potential mismatch cost (which depends on her 

born preference and occupation choice), and expected gain from marriage (which depends on her 

occupation choice, and is also a function of underlying parameters of divorce rate λ, sex ratio ρ, 

share of women with caregiving preference α, and share of type-H men β). The discount factor of 

time equals one for simplicity, and women’s two-period objective function is:  

 

{ } { }, ,

max 2 ( ) - 2 ( , ) (2 - ) ( , , , , ) ( , , )F
O c n B H L

W O C A O Pr B O U B Oλ ρ α β α
∈

∈

+ ∑  

As defined above, ( )W O  is the wage function with 0 c nW W< < , and ( , )C A O  is the potential 

mismatch cost, which only takes on positive value τ when occupation choice does not match the 

born preference. In both periods, women collect the wage and mismatch cost payoffs despite their 
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actual marital status. The third part clarifies the marriage market incentive when women make 

occupation choices. ( , , , , )Pr B O ρ α β  is the probability that a woman in occupation O marries a 

man of type B, and ( , , )FU B O α  is her expected gain from that marriage. Based on discussions 

above: 

0                           ( , ), ( , )
( , , )  

( , ) 2        ( , ), ( , )F
C

if M c M n
U B O

P O U if T c T n
α

α


= 


  

Where ( , )CP O α , as defined above, is the probability that a woman is type-C conditional on 

her occupation choice O. In equilibrium, this belief would be correct because men know the actual 

distribution of types for all women. The product of ( , , , , )Pr B O ρ α β  and ( , )FU B O  is the expected 

payoff for a woman in occupation O marrying a man of type B. Summing over B, it then gives the 

one-period expected gain from marriage for women choosing occupation O. Further multiplying 

by 2-λ captures the overall expected gain from marriage since with probability λ married couples 

will divorce in Period Two and collect zero marriage surplus. ( , , , , )Pr B O ρ α β  not only depends 

on women’s occupation choice O and men’s type B, but is also a function of sex ratio ρ, share of 

women with caregiving preference α, and share of type-H men β. The exact value of 

( , , , , )Pr B O ρ α β  varies across equilibriums and will be discussed in more detail below. Note that 

since men’s types and women’s actual distribution of born types are public information, in 

equilibria everyone has the correct belief and knows exactly which equilibrium would be realized 

based on the parameter values.   

1.2.4 Equilibrium 

The equilibrium for this model is a Perfect Bayesian Equilibrium such that, at each decision 

point, a man or woman maximizes his or her expected utility given his or her type, (updated) 

beliefs and other people’s strategies; under this equilibrium beliefs are updated following Bayes 

rule. In equilibrium, men’s expectation would be “correct” in the sense that, despite not knowing 

the true type of a specific woman, a man knows the correct probability that a woman is type-C or 

type-N conditional on her occupation choice.  

In equilibrium, based on the objective function specified, a type-C woman will never work 

in non-caregiving occupation. With n cW Wτ > − , the wage difference between the caregiving and 

non-caregiving occupation is not large enough to compensate for the mismatch cost; with 
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( , ) ( , ) 0C CP c P nα α> ≥ , there is no marriage market incentive to work in non-caregiving 

occupation either. Combining these two conditions, a type-C woman would never have the 

incentive to go against her born preference and work in the non-caregiving occupation. For a type-

N woman, however, she might choose to work in caregiving occupations due to marriage market 

incentives. 12  Using [ ]0,1θ ∈  to denote the share of type-N women who opt into caregiving 

occupation in equilibrium, I have:  

,

( , )
( , ) 0

( )
( ) ( | )

( , )
( ) ( | ) (1 )

C

C

i C N

Pr A C O n
P n

Pr O n
Pr A C Pr O c A C

P c
Pr A i Pr O c A i

α

α
α

α α θ
=

= =
= =

=

= = =
= =

= = = + −∑
 

Therefore, in equilibrium, there is positive gain from marriage for women only when they 

choose the caregiving occupation and are matched to type-H men. ( , , )FU B O α  is now:  

0 ( , ), ( , ), ( , )
( , , ) 1

( , )
2 (1- )

F

                          if  M c M n T n
U B O  U

      if  T c
α α

α α θ

=

+






 

In equilibrium, since type-N women are indifferent between choosing caregiving and non-

caregiving occupation, this would determine θ. The specific solution of θ would be discussed in 

separate cases considering the relative size of type-H men and women in the caregiving occupation.  

Case 1. When There Are “Not Enough” Type-H Men 

When (1 )ρβ α α θ< + − , there are not enough type-H men to accommodate all women in the 

caregiving occupation. As discussed above, both parties will choose “marry” when a woman in 

the caregiving occupation is matched to a type-H man. Therefore, for a woman in the caregiving 

occupation, the probability of marrying a type-H man equals the probability that she is matched 

with a type-H man. Since stable matches are randomly assigned and women know that all type-C 

women and a share θ of type-N women work in caregiving occupation in equilibrium, there is 

,( , , , , ) |
(1 )B H O cPr B O ρβρ α β

α α θ= = = + −
 

 
12 This idea that women send signals on the marriage market to “compete” for good men is consistent with findings in 
Wilson (1987) and Wilson and Neckerman (1987), where the decreasing availability of marriageable Black men lead 
to an increased share of children born out-of-wedlock among Black families during the 1970s and 1980s. 
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The equilibrium condition of equalizing expected payoff for type-N women in caregiving 

and non-caregiving occupations is:   

12 2 (2 ) 2
2 (1 ) (1 )c n

UW Wα ρβτ λ
α α θ α α θ

− + − =
+ − + −

 

When θ is between 0 and 1, this equation determines θ: 

1
21 1 (2 )

1 2 2 2 2n c

U
W W
α ρβ λ

θ α
α τ

−
= −

− − +

 
  
  
  
 

 

Using μ to denote the share of women who work in the caregiving occupation in equilibrium 

such that (1 )µ α α θ= + − , then:  

1
21 (2 )

2 2 2 2n c

U
W W
α ρβ λ

µ
τ

−
=

− +

 
 
 

 

The equilibrium above requires U to fall within in specific ranges. When U is in a proper 

range (see Appendix for specific range expression) there is a partial-pooling equilibrium where all 

type-C women and a positive share θ of type-N women work in the caregiving occupation. The 

remaining share 1-θ of type-N women work in non-caregiving occupation. 

When U is too large, the model enters a complete pooling equilibrium. In this case, the 

marriage market incentive is too strong such that all women work in the caregiving occupation 

despite their born preference. When U is too small, the model enters a separating equilibrium. In 

this case, the marriage market incentive is too weak to persuade type-N women to work in the 

caregiving occupation to send signals. All type-C women work in the caregiving occupation and 

all type-N women work in the non-caregiving occupation. In this paper, I will assume that U is 

within the proper range so that 0<θ<1 in equilibrium.  

Case 2. When There Are “Enough” Type-H Men 

When (1 )ρβ α α θ≤ + − , there are enough type-H men to accommodate all women in the 

caregiving occupation. Since both parties will choose “marry” when a woman in the caregiving 

occupation is matched to a type-H man, the probability that a woman in the caregiving occupation 

marries a type-H man is one.  

,( , , , , ) | 1B H O cPr B O ρ α β = = =  
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The equilibrium condition of equalizing expected payoff for type-N women in caregiving 

and non-caregiving occupations reduces to:   

12 2 (2 ) 2
2 (1 )c n

UW Wατ λ
α α θ

− + − =
+ −

 

And θ simplifies to:  

1 1 (2 )
1 2 2 2 2n c

U
W W
α λ

θ α
α τ

−
= −

− − +

 
 
 

 

Use μ to denote the share of women who eventually work in caregiving occupation: 

1 (2 )

2 2 2 2n c

U

W W

α λ
µ

τ

−
=

− +
 

Similar to Case 1, the type of equilibrium depends on range of U (see Appendix). When U 

is in a proper range, there is a partial pooling equilibrium where all type-C and some type-N women 

work in the caregiving occupation, while some type-N women work in non-caregiving occupation. 

When U is too large, all women work in the caregiving occupation in a complete pooling 

equilibrium. When U is too small, all type-C women work in the caregiving occupation and all 

type-N women work in the non-caregiving occupation to form a separating equilibrium.  

The equilibriums in Case 2 are very similar to those of Case 1, but θ no longer responds to 

a change in sex ratio ρ and share of type-H men β. This is because now there are “enough” type-

H men such that further increase in the population of high type men no longer strengthens the 

marriage market incentive for women. It could be understood as follows: θ rises with increasing 

ρβ until the point that (1 )ρβ α α θ= + −  and then θ becomes flat for further increase in ρβ.  

1.2.5 Model Predictions 

All predictions below are under the assumption that U is within the “proper range” such that 

there is a partial-pooling equilibrium.  

Prediction 1: Higher Marriage Rate for Women in Caregiving Occupation 
Matches between type-H men and women in the caregiving occupation have probability of 

marriage of one, while in all other dating matches this probability is π. On average, women in the 

caregiving occupation have higher marriage rate. Intuitively, the preference of type-H men drives 

this result since type-L men have no preference over women’s true types. Because a woman’s true 
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type is not observed but occupation conveys valid information on type, for type-H men, preference 

for type-C women translates into preference for women in the caregiving occupation, which drives 

the resulting higher marriage rate among women in the caregiving occupation.    

Proof: The exact function of the marriage rate varies with underlying parameters. 

Specifically, to pin down marriage rate, separate discussions should be made in four different cases 

considering the relative size of ρβ and (1 )α α θ+ − , and relative size of ρ and 1. In all cases, the 

average marriage rate for women in occupation O, denoted with ( )MP O , is: 

( )
,

( , , , , )M
B H L

P O Pr B O ρ α β
=

= ∑  

The calculation process is in Appendix. The difference in marriage rate between women in 

the caregiving and non-caregiving occupations are listed in each case.  

Sub-Case 1: (1 ) 1 and  ρβ α α θ ρ< + − <  

( ) ( ) 1 0
(1 ) 1M MP c P n
ρβ ρ ρβ

π
α α θ ρβ

−
− = − >

+ − −
 
 
 

 

Sub-Case 2: (1 ) 1 and  ρβ α α θ ρ< + − ≥  

( ) ( ) ( )1 0
(1 )M MP c P n ρβ π

α α θ
− = − >

+ −
 

Sub-Case 3: (1 ) 1 and  ρβ α α θ ρ≥ + − <  

( ) ( ) (1 )1 0
(1 )(1 )M MP c P n ρ β π

α θ
−

− = − >
− −

 

Sub-Case 4: (1 ) 1 and  ρβ α α θ ρ≥ + − ≥  

( ) ( ) 1 0M MP c P n π− = − >  

In all cases, women in the caregiving occupation have a higher marriage rate than women in 

the non-caregiving occupation.   

Prediction 2: Higher Divorce Rate, Fewer Women Work in Caregiving Occupation 
When the exogenous divorce rate is higher, overall fewer women work in the caregiving 

occupation. Intuitively, when the probability of divorce in Period Two increases, all else being 

equal, the expected gain from marriage decreases. Therefore, the incentive for type-N women to 

signal through choosing the caregiving occupation is also lower. In equilibrium, this leads to a 

lower share of θ within type-N woman. The occupational choices of type-C women, however, are 
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not affected. Other parameters being constant, the overall share of women working in the 

caregiving occupation, μ, will be lower.  

Proof: In Case 1, there is: 

1 1
2 21 1

(2 ) 0
2 2 2 2 2n c

U
W W

µ α ρβ
λ

λ τ

−∂
= − − <

∂ − +

 
 
 

 

In Case 2, there is:  

1
0

2 2 2 2n c

U

W W

µ α

λ τ

∂
= − <

∂ − +
 

In both cases, the share of women working in the caregiving occupation decreases 

unambiguously.  

Prediction 3: Higher Sex Ratio, More Women Work in Caregiving Occupation 
Intuitively, when sex ratio is higher so there are more men compared to women, fixing β, 

the overall number of type-H men increases, thus creating an even larger advantage on marriage 

market for women to work in the caregiving occupation. As discussed above, type-L men are 

indifferent between caregiving and non-caregiving women and the signaling result is driven by the 

preference for type-C women within type-H men. A larger number of type-H men translates into 

a higher probability that a woman in the caregiving occupation is matched and married to a type-

H man. This increases the expected gain from marriage and strengthens the incentive for type-N 

women to opt into the caregiving occupation. Since type-C women always work in the caregiving 

occupation, a higher sex ratio increases the overall share of women working in the caregiving 

occupation, μ, assuming all other parameters remain constant.  

Proof: In Case 1, there is: 

1 1
2 21 1 (2 )

0
2 2 2 2 2n c
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W W

µ α β λ
ρ

ρ τ

−∂ −
= >

∂ − +

 
 
 

 

In Case 2, there is:  

0µ
ρ
∂

=
∂

 

Therefore, when the sex ratio is higher, the model predicts a non-decreasing share of women 

would work in the caregiving occupation. In reality, when the sex ratio is higher, I would expect 
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the data to show a strictly increasing share of women working in the caregiving occupation. This 

is because marriage markets are narrowly defined in reality. As shown in Kirkebøen et al. (2021), 

marriage markets are highly localized and can be as small as a college. Since it is hard to precisely 

pin down a narrowly-defined highly-localized marriage market in data, the overall pattern is 

averaged between Case 1 and Case 2, and therefore will show an unambiguously increasing pattern 

in response to a higher sex ratio.  

1.3 Data 

1.3.1 Data Introduction 

This paper combines occupational data with microdata. I use occupational data from O*NET 

to construct the caregiving/childcaring measurements. 13 These measurements are then linked to 

microdata based on occupation codes. 14 I use different microdata, which I introduce in later 

sections, across empirical tests, including National Longitudinal Survey of Youth (NLSY), Current 

Population Survey, and Decennial Censuses.  

Occupational Information Network (O*NET) provides comparable data on occupations and 

has updated yearly since 2003. It describes features of occupations and workers from six broad 

dimensions that are either worker-oriented (worker characteristics, worker requirements, and 

experience requirements) or job-oriented (occupational requirements, workforce characteristics, 

and occupation-specific information). In this paper, I mainly use the work activity file and the 

knowledge file of O*NET to construct a caregiving index. 15 The work activity file provides 

information on typical activities required in each occupation. To make such information 

comparable across occupations, I use the generalized work activities, which are performed in most 

occupations. 16 The knowledge file specifies required workers’ attributes that are related to work 

performance, such as knowledge and skill.  

 
13 The paper is especially concerned with the aspects of caregiving that relate to caring for children. Therefore, when 
I refer to “caregiving” throughout my model and results, I tie it implicitly to “childcaring.” 
14 The systems used to classify occupation vary across the microdata used in this paper, and are linked to the caregiving 
measurements via the crosswalk of different occupation classification systems.  
15 Ability file, skills file, and work context file are also used to construct other occupation-related skill measures 
following literature.  
16 In O*NET, the work activities are summarized at three levels: general, intermediate, and detailed.  
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O*NET data in 2003 is classified using the O*NET-SOC 2000 occupation coding system, 

which can be linked to 2010 Standard Occupational Classification (SOC) system. 17 It then can be 

matched with Census Occupation Code (COC) of different years using crosswalks provided by 

Census Bureau. 18 The O*NET data, in turn, can be linked to microdata using different versions of 

COC. Details on linking O*NET data and microdata are discussed in each empirical section.  

1.3.2 Constructing Caregiving Index 

Main Measurement 
The caregiving index is constructed from the generalized work activity file, which covers 41 

broad categories of activities typically performed in most occupations (see Appendix Table A.2 

for the full list of categories). Among these categories, I have chosen the two work activities that 

are most relevant to caring for children: “Assisting and Caring for Others” and “Training and 

Teaching Others.” 19 For these two work activities, an occupation is measured on both importance 

scale (on how important a work activity is for an occupation) and level scale (on how intensively 

a work activity is carried out for an occupation). 20 In this paper, I use the importance scale as my 

primary measure to construct the caregiving index. The importance scale ranges from 1 (not 

important) to 5 (extremely important). 21 Following previous literature (e.g., Deming 2017) on 

constructing indexes from O*NET data, I followed the three steps below to construct the 

caregiving index:  

Step 1: within each dimension, re-scale the rating to 0-10  

Step 2: for each occupation, create raw index by averaging over the two chosen dimensions  

Step 3: rank occupations by raw index and record each occupation’s percentile in the ranking  

 
17 Specifically, I first match O*NET-SOC 2000 to O*NET-SOC 2010, then match O*NET-SOC 2010 to SOC 2010. 
The crosswalks are provided by O*NET at https://www.onetcenter.org/taxonomy.html. O*NET-SOC system also has 
several versions for 2000-2006, 2006 to 2009, and 2009-2010.  
18 The crosswalks between 2010 SOC, 2010 COC, and 2000 COC classification systems are provided by Census 
Bureau at https://www.census.gov/topics/employment/industry-occupation/guidance/code-lists.html.  
19  As descried by O*NET, “Assisting and Caring for Others” includes “providing personal assistance, medical 
attention, emotional support, or other personal care to others”; “Training and Teaching Others” includes “identifying 
the educational needs of others, developing formal educational or training programs or classes, and teaching or 
instructing others”. 
20 Note that I never average over importance and level scales: it is either created based solely on importance scale or 
solely on level scale. 
21 Specifically, O*NET defines the scale ranges as: 1 “not important”, 2 “somewhat important”, 3 “important”, 4 “very 
important”, 5 “extremely important”.  In O*NET, the actual data concerning each dimension is continuous instead of 
just integers between 1 and 5. 

https://www.onetcenter.org/taxonomy.html
https://www.census.gov/topics/employment/industry-occupation/guidance/code-lists.html
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This percentile (0-100) is the caregiving index, with 0 being the least caregiving and 100 

being the most caregiving among all occupations. Since many samples in this paper cover years 

as early as 1890, for measurement consistency, I use 2003 as the base year to construct the 

caregiving index, which is the first year O*NET data is consistently available. Missing values in 

2003 are imputed with values from later years.  

Table 1.1. Top and Bottom Caregiving Occupations 
Top 10 caregiving occupations Bottom 10 caregiving occupations 

Preschool and Kindergarten Teachers Avionics Technicians 
Other Teachers and Instructors Upholsterers 
Occupational Therapists Tire Builders 
Registered Nurses Furniture Finishers 
Licensed Practical and Licensed Vocational Nurses Rail-Track Laying and Maintenance Equipment 

Operators 
Elementary and Middle School Teachers Graders and Sorters, Agricultural Products 
Personal Care Aides Electrical Power-Line Installers and Repairers 
Special Education Teachers Food and Tobacco Roasting, Baking, and Drying 

Machine Operators and Tenders 
Dental Assistants Pile-Driver Operators 
Respiratory Therapists Tool and Die Makers 

Note: Data from O*NET, based on year 2003.   
 

The ten occupations that scored the highest on the caregiving index and the ten that scored 

the lowest are listed in Table 1.1. Generally speaking, the most caregiving occupations are teachers, 

therapists, and nurses; these results are a good match of the general understanding of typical 

caregiving occupations. The bottom 10 caregiving occupations are typical male-dominated 

manufacturing occupations.  

Figure 1.5 shows the distribution of the caregiving index by gender using National 

Longitudinal Survey of Youth 1979 data. It is obvious that women on average work in more 

caregiving occupations than men, but there are workers of both genders over the whole span of 

caregiving index range and there is not big difference in variance of distribution. Figure 1.6 shows 

the distribution of the caregiving index within women by marital status. Single and married women 

have similar distributions, with single women having slightly thicker tails at the high caregiving 

end. The similarity supports using married women as the comparison group for single women in 

face of potential shock.  
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The caregiving index is continuous and varies by occupation. However, to link over time, 

occupations are combined and divided, which might affect the precision of the continuous 

measurement. Moreover, in reality, instead of knowing the exact caregiving percentile of all 

occupations, people on the marriage market might only know the broad range an occupation fall 

into. Therefore, I also construct a binary measure where occupations in percentiles 50-100 are 

given a value of one, and the rest of occupations take on a value of zero. This dummy also matches 

better with the model where occupations are classified into caregiving and non-caregiving 

categories. In some of the specifications, I also divide occupations into quartiles, with the most 

caregiving occupations in fourth quartile (75-100 percentile) and the least caregiving occupations 

in first quartile (0-25 percentile).  

 

 

Figure 1.5. Caregiving Index Density by Gender 
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Figure 1.6. Caregiving Index Density within Women 

Alternative Measurements 
One way to achieve a direct alternative measurement would be to construct the caregiving 

index based on a level scale. The level scale used in O*NET varies by work activity category, but 

the level scale in the two categories used in the index (Assisting and Caring for Others, and 

Training and Teaching Others) both follow a 2-4-6 design. 22 Construction of the alternative 

caregiving index follows the same three steps as the main index.  

I also construct alternative indices with information from the knowledge file. There are 33 

categories in the knowledge file (see Appendix Table A.3 for the full list), and I pick the three 

categories that are most relevant to childcaring: Education and Training, Therapy and Counseling, 

and Psychology. The construction of this index is same as above to deliver two indices using 

importance or level scale.  

 
22 The anchor descriptions for each scale value are listed here. For Assisting and Caring for Others: 2 “Help a coworker 
complete an assignment,” 4 “Assist a stranded traveler in finding lodging,” and 6 “Care for seriously injured persons 
in an emergency room.” For Teaching and Training Others: 2 “Give coworkers brief instructions on a simple 
procedural change,” 4 “Teach a social sciences course to high school students,” and 6 “Develop and conduct training 
programs for a medical school.”  
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The three alternative indices are highly correlated with the main caregiving index; the 

correlation coefficients are 0.96 for the work activity level scale index, 0.84 for the knowledge file 

importance scale index, and 0.78 for the knowledge file level scale index. 23  

Other Occupational Indices 
I follow Deming (2017) to define routine task, non-routine task, and social skill intensity. 

Deming’s (2017) method originates from Autor et. al. (2003) which uses DOT data and Deming 

(2017) tailors it to the O*NET data. This method uses both level scale and context measure, and 

data come from several files covering work context, ability, skills, and knowledge.  

I also construct five indices measuring other occupational features. To measure flexibility, I 

have created the work hours index from the “Duration of Typical Work Week,” data in the work 

context file. The time pressure index is constructed based on the “Time Pressure” data from the 

work context file and is measured by the frequency the job requires the worker to meet strict 

deadlines. I construct the job stability index from the “Security” data in the work value file, which 

measures the extent that workers on this job have steady employment. I build the competition 

index from the “Level of Competition” listed in the work context file, which measures the extent 

that a job requires the worker to compete or be aware of competitive pressures. I average the six 

dimensions measured under the “Job Hazard” in the work context file, which describes how often 

workers are exposed to several hazardous conditions as part of the job, to create the job hazard 

index. Specifically, these six dimensions include: exposed to radiation; exposed to disease or 

infection; exposed to high places; exposed to hazardous conditions; exposed to hazardous 

equipment; and exposed to minor burns, cuts, bites, or stings. 

1.4 Caregiving and Marriage Rate 

In this section, I test Prediction One, which states that the marriage rate is higher for women 

working in caregiving occupations. I use the National Longitudinal of Youth’s detailed long-term 

information on the respondents. Empirically, I first study the marriage rate across occupations to 

directly test Prediction One. Then I study respondents’ age at first marriage, which uses a cleaner 

sample and measures variables at a more relevant time point. 

 
23 The occupations are measured using the 2002 census occupation classification system here when calculating the 
correlation coefficients. To save space, results using alternative indices are suppressed from this paper.  
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1.4.1 Data 

National Longitudinal Survey of Youth 
The National Longitudinal Survey of Youth 1979 (NLSY79) has surveyed the same 

respondents on a regular basis since 1979. 24 The respondents were ages 14-21 at the time of the 

first interview (1979), and there were initially 12,686 respondents covering three subsamples: the 

main sample, the military sample (dropped after 1984 25 ), and the non-Hispanic, non-black, 

economically disadvantaged sample (dropped since 1990). NLSY covers detailed information 

about the respondents, including some typical demographic information such as race, gender, age, 

education, income, marital status, and state of residence. 26 For marital status, NLSY categorizes 

respondents into married, separated, divorced, widowed, and never married, and it documents 

respondents’ age of first marriage. It also asks respondents some unique questions on their attitudes 

toward marriage/children, e.g., what is your expected age of marriage, what is the total number of 

children you expect to have. Detailed work-related information is also provided in NLSY, 

including hourly wage, actual working experience, occupation, industry, employment status, usual 

hours worked per week, etc. NLSY also follows children born to NLSY79 mothers (see Appendix 

for details).  

Linking NLSY79 and O*NET Data 
NLSY79 provides occupational data on up to five jobs held by respondents since their last 

interview. In this paper, I focus on the current/most recent job (or CPS job as called in NLSY data). 

NLSY79 records each respondent’s occupation based on census code, which varies by year. To 

match the occupation system provided in NLSY, I use 3-digit 1970 Census Occupation Code 

(COC) for data collected 1979-1981, 3-digit 1980 COC for 1982-2000, and 4-digit 2000 COC 

since 2002. I use the “Dorn Code” (Autor and Dorn, 2013) and IPUMS crosswalks to link data 

over time. 27 Based on the crosswalks and some small manual revisions, occupations are linked 

from 1970/1980 to 2000 COC, with combinations and divisions of occupations over time. 28 The 

 
24 In 1979-1993, respondents were surveyed annually. Since 1994, respondents have been surveyed every two years.  
25 Instead, 201 respondents were randomly drawn to participate in the NLSY military sample after 1984.  
26 Note that state of residence is limited data from NLSY and requires an application.  
27 Thanks to Autor and Dorn (2013) for sharing data at https://www.ddorn.net/data.htm. I use it for crosswalks between 
1980-1990 and 1990-2000 COC. The IPUMS crosswalk is provided at https://usa.ipums.org/usa/volii/occ_ind.shtml. 
I use it for crosswalks between 1970-1980 COC. 
28 I mostly follow Dorn code and make very few changes in my matching. The few changes I do make are to re-
separate occupations that have been combined in the Dorn code but have significantly different caregiving levels.  

https://www.ddorn.net/data.htm
https://usa.ipums.org/usa/volii/occ_ind.shtml
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final sample contains 363 unique occupations. For those who are married, NLSY also records 

spouse’s occupation information based on 1970 COC in the years 1979-2000 and 2000 COC since 

2002. Industry data in NLSY79 is treated in a similar way, where industrial information is matched 

across years and consistently measured using 2000 Census Industry Code.  

1.4.2 Marriage Rate and Women’s Occupation Choices 

My model states that men use occupation to collect information on women’s childcaring 

preferences and predicts a higher marriage rate among women working in caregiving occupations. 

To test this prediction, I run the following regression:  

ot o X ot t otY C Xα β β δ ε= + + + +                                                    (1.1) 

Variables are averaged by occupation o and year t. The dependent variable is marriage rate, 

where respondents are classified as “married” if they have ever been married. 29 The marriage rate 

thus refers to share of respondents that has ever been married within an occupation-year cell. C is 

the caregiving measurement, which could be the continuous index, dummy, or quartiles. X denotes 

the control variables, including AFQT (measuring cognitive skills), age, age squared, education 

(years completed), share of full-time jobs, share of races (Hispanic or Black), share in each Body 

Mass Index groups (underweight, normal, overweight, obese), hourly pay, and yearly overall 

income. 30 Standard errors are clustered at occupation.  

Table 1.2 shows the result. As the model predicts, women who work in more caregiving 

occupations have higher marriage rates as in column 1. Column 2 shows that, on average, women 

working in caregiving occupations are 2.3% more likely to ever be married, all else being equal. 

Further breaking down the results into quartiles makes clear that the higher marriage rate is mainly 

driven by occupations with the highest scores on the caregiving index. Compared to women in the 

least caregiving occupations in the first quartile, women in the most caregiving occupations in the 

fourth quartile have a statistically significant 4% higher marriage rate. Women in the second 

quartile have a non-significant higher marriage rate of 1.3% and women in third quartile have very 

 
29 Divorced, widowed, and separated respondents are classified as “married” here. This result is robust to measuring 
marriage rate using the current marital status, where only currently married people are classified as “married”.  
30 Ranges of BMI groups: BMI<18.5, underweight; 18.5<=BMI<25, normal; 25<=BMI<30, overweight; BMI>30, 
obese. Results are very similar with further inclusion of hours usually worked per week, number of children, and 
presence of any children under 13 in the household, and when only controlling for age, age square, race shares, BMI 
group, and education.  
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similar marriage rates compared to least caregiving occupations. These results also provide 

evidence that the most caregiving occupations convey the strongest signals on women’s caregiving 

preference. In reality, people in the marriage market might not know the exact ranking, but they 

recognize some occupations – such as registered nurses and K-12 school teachers – as caregiving-

heavy, and these are also occupations that women heavily sort into.  

Table 1.2. Marriage Rate and Caregiving Level across Occupations 

 Women Men 
 Index Dummy Quartile Index Dummy Quartile 
Index  0.000578***   -3.67e-05   
 (0.000219)   (0.000154)   
Dummy  0.0228**   0.0137  
  (0.0115)   (0.0145)  
Quartile 4   0.0400**   -0.00882 
   (0.0162)   (0.0236) 
Quartile 3   0.0132   -0.00837 
   (0.0161)   (0.0185) 
Quartile 2   0.000155   -0.0382** 
   (0.0173)   (0.0160) 
Year Y Y Y Y Y Y 
Observations 5,383 5,383 5,383 6,814 6,814 6,814 
R-squared 0.357 0.357 0.358 0.402 0.403 0.405 

Note: Standard errors (clustered at occupation) in parentheses. *** p<0.01, ** p<0.05, * p<0.1. In columns 3 and 6, 
the least caregiving occupations (the first quartile) is used as the reference group. 

 

In my model, men do not signal their childcaring preference through occupation like women. 

Results in column 3 to 6 of Table 1.2 support this asymmetry. The same regression reveals no 

evidence of a higher marriage rate for men working in caregiving occupations. In fact, men 

working in the second quartile have a marriage rate that is 3.8% lower than the least caregiving 

occupations.  

The results in Table 1.2 support Prediction One from the model. However, these results could 

well be driven by women switching to caregiving occupations after marriage. It could also be 

explained by a positive correlation between caregiving and marriage preferences for women such 

that women with higher caregiving preferences choose to work in more caregiving occupations. 

To show that these results are not purely driven by sorting on preference, I compare age of marriage 

across occupation choices in a cleaner way below.   
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1.4.3 Age of First Marriage and Women’s Occupation Choices 

To provide stronger evidence, I analyze women’s age of first marriage. Much like the 

straightforward test of Prediction One in Section 4.2, I now further restrict the sample to single 

women and use their first job to measure the occupation caregiving indices. This sample avoids 

the problem of married women switching to more caregiving occupations. NLSY also asked 

respondents about their marriage age preference, and this information helps control the potential 

correlation between preference in caregiving and marriage. I use the following specification:   

i i i X i t iEY C E Xα β β β δ ε= + + + ++                                                 (1.2) 
The outcome variable is age of first marriage for each respondent i. 31 C is the caregiving 

measurement based on women’s first jobs. Control variables X are averaged across years when 

women are single 32 and include race, AFQT, years of education, working experience, whether 

working full-time, yearly personal income, hourly pay, and BMI group. 33 Year fixed effect is 

included based on the year each woman had her first job. E denotes the expected age of marriage 

for each respondent. In the first round of the survey (1979), NLSY asked unmarried respondents 

at what age they expected to marry. 34 This variable helps me to separate women’s signaling 

behavior from their born preference.  

The results are listed in Table 1.3. 35 Column 1 shows that single women who work in more 

caregiving occupations as their first job marry at significantly younger ages in future, even after 

controlling for their preference on age of first marriage. All else being equal, women working in 

caregiving occupations on average marry 0.56 years earlier than those in non-caregiving 

occupations, though the difference is not significant at conventional levels. The quartiles reveal 

that women working in the most caregiving occupations marry an average of 2 years younger than 

their counterparts in least caregiving occupations. Women working in the second and third 

 
31 In my final sample, the actual oldest age of first marriage is 58. Therefore, for those who have never been married 
by the time of last interview, I impute their “age of first marriage” as 60.  
32 Here panel data is not proper because I run the regression while women are single. For women who marry at an 
older age, they have more years of being single. Therefore, if using panel data, the sample would be biased towards 
women marrying at an older age and then bias the result.  
33 Results are similar with inclusion of hours usually worked per week, number of children, and presence of any 
children under 13 in the household. Results are similar if only controlling for race, BMI group, and education.  
34 The question asked respondents “at what age would you like to marry?” There are five answers to choose from for 
this question, namely: less than 20, age 20-24, age 25-29, age 30 or older, and never.  
35 For expected age of first marriage controls, the omitted group is the group who expect to marry under the age of 20. 
The results on these controls are oppressed to save space.  
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quartiles also marry earlier than women working in the least caregiving occupations, but the 

differences are not significant.  

Table 1.3. Caregiving and Age of First Marriage (Expected Age of First Marriage Controlled) 

 Women Men 
 Index Dummy Quartile Index Dummy Quartile 
Index  -0.0288**   0.0139   
 (0.0124)   (0.0125)   
Dummy  -0.563   0.447  
  (0.435)   (0.488)  
Quartile 4   -2.059**   0.715 
   (0.996)   (1.506) 
Quartile 3   -0.814   0.273 
   (0.816)   (0.639) 
Quartile 2   -0.555   -0.181 
   (0.840)   (0.549) 
Year  Y Y Y Y Y Y 
Observations 3,040 3,040 3,040 3,663 3,663 3,663 
R-squared 0.407 0.406 0.406 0.301 0.301 0.301 

Note: Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1. In columns 3 and 6, the least caregiving 
occupations (the first quartile) is used as the reference group. 

 

Applying the same analysis to men reveals no evidence that men working in more caregiving 

occupations marry at a younger age. If anything, all else being equal, on average men working in 

more caregiving occupations marry at an older age, though the results are not significant. Table 

A.6 in the Appendix lists the results when expected age of marriage is not controlled. Compared 

to Table 1.3, the results without controlling for expected age of first marriage are very similar but 

slightly larger in coefficient size.  

These results support my theory that marriage market incentives encourage women to choose 

caregiving occupations. The results match Prediction One: women working in caregiving 

occupations have higher marriage rates (or marry earlier). The same pattern, however, is not found 

among men, which supports an asymmetric model in which only women signal through sorting 

into caregiving occupations.  
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1.5 Caregiving and Divorce Rate 

1.5.1 Data 

In this section, I test Prediction Two, which states that fewer women will work in caregiving 

occupations when the divorce rate is higher. This is because a higher divorce rate lowers the 

expected gain from marriage, thus women have a weaker incentive to signal through occupation. 

I use microdata from the Current Population Survey, which has sampled households on a yearly 

basis since 1962. I use the adoption of unilateral divorce laws as an exogenous policy shock, and 

I carry out difference-in-difference analysis. 

Current Population Survey  
IPUMS provides harmonized data from the Current Population Survey (CPS), 36 which 

covers a representative sample (selected with probabilities) of respondents from occupied 

households. The survey interviews non-military 37 respondents who are at least 15 years old and 

collects comprehensive information on demographic variables (e.g., race, gender, age, education, 

income, marital status, etc.) as well as work-related variables (e.g., occupation, industry, usual 

hours worked, employment status, etc.). This data has been updated annually since 1962 and 

provides the publicly available geographic information of respondents (e.g., state of residence). 

IPUMS has harmonized occupation and industry information across different classification 

systems over time. Compared to NLSY, CPS has a larger sample size and provides data at a longer 

time-span that is more relevant for the policy change studied. However, since CPS selects random 

samples each year, I cannot track respondents over time as in NLSY. In CPS, the same respondents 

can be tracked for at most 16 months, 38 making within-individual comparisons difficult; while 

NLSY provides longitudinal data. Compared to the Decennial Censuses used in next section, CPS 

is annual and can better track the policy changes adopted in different years.  

Linking CPS and O*NET 
For CPS data, IPUMS provides harmonized occupation data in the 2010, 1990, and 1950 

COC. I use the harmonized 2010 COC to best match occupation data from O*NET (which provides 

 
36 Specifically, this paper uses CPS data from the Annual Social and Economic Supplement. 
37 Respondents in some institutions, such as prisons or nursing houses, are also excluded.  
38 CPS interviews respondents for 4 consecutive months, and then there is an 8-month gap that respondents are not 
interviewed, followed by interviews for another 4 consecutive months. 
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more precise matching and more variation across occupations). 39  CPS has occupation data 

available since 1962, but their occupations categories were too broad in 1962-1967 (only 37 

categories) so I drop years before 1968. This drop has minimal impact since only one state (Nevada) 

changed to a unilateral divorce law policy during this time. In the final sample from 1968-2000, 

there are 342 unique occupations with at least one worker. 40  

1.5.2 Unilateral Divorce Law 

Unilateral divorce laws (UDL for short below) allow for divorce upon the request of one 

spouse, regardless of consent or behavior of the other. Before the adoption of UDL, in many states, 

divorce required either mutual consent or proof of some form of marital fault (e.g., adultery or 

domestic violence). During the 1970s, many states adopted UDL. 41 The timing of reform in 

divorce laws is considered exogenous. As summarized in Stevenson (2007), the adoption of UDL 

is “routine policy refinement” that is passed “with little notice or dissent.” 42 To demonstrate that 

divorce law reforms are not correlated with women’s economic conditions pre-reform in each state, 

I include scatter graphs similar to those in Voena (2015) that show states’ adoption time of UDL 

and female labor force participation or wives’ income in households before the sample period 

(1960) (see Appendix Figure A.2 and A.3). 43 I also show the residual occupation index overtime, 

in which time is measured in the number of years that have passed since the adoption of unilateral 

divorce laws (see Appendix Figure A.4). 44 Based on the graphs, there is no obvious trend for single 

women in the 10 years before the adoption of UDL. After adoption of UDL, there is an obvious 

downward sloping trend in the residual caregiving index. Note that the residual caregiving index 

is more volatile in earlier years, which might be related to a larger measurement error in earlier 

years (since the caregiving index is calculated based on O*NET data in 2003). Although I use the 

 
39 I construct the caregiving index based on O*NET data in 2003, classified by the 2000 O*NET-SOC system. This is 
linked to 2010 SOC and then linked to 2010 COC. Therefore, I use 2010 COC in CPS for a better match.  
40 This time period is similar to the period used to study the adoption of unilateral divorce law in Voena (2015), which 
uses 1967-1999. Since I follow Voena (2015) and Stevenson (2007) to define years adopting unilateral divorce laws 
and different property division laws, the sample period also resembles Voena (2015) to avoid potential change in 
policy outside of the sample period. Stevenson (2007) uses the 1970 and 1980 decennial censuses data.  
41 Only New Mexico and Alaska adopted unilateral divorce law earlier, in 1933 and 1935, respectively. From 1967-
2000, another 34 states have adopted unilateral divorce law, with Ohio, South Dakota, Utah, and West Virginia 
adopting after 1980.  
42 For a detailed discussion of this, see Jacob (1988). 
43 A slight difference between Voena’s graphs and my own is that, instead of directly using female labor force 
participation rate and share of wives’ income in households, I use the rate/share relative to male.  
44 Here age, age square, and race are controlled.  
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2010 COC, which is already harmonized by IPUMS, the measurement is still more accurate for 

recent years due to more similarity in the classification system.   

Apart from UDL, property division laws for divorce also change over time. I follow Voena 

(2015) to classify property division law into three different regimes: title-based, where property is 

divided based on who has the title for it; community property, where jointly-owned community 

property is equally divided between couples and each spouse keeps their own property; equitable 

distribution, where the judge has the discretion to achieve “fairness” or “equity” in property 

division. Within my sample period, 1968-2000, there are three main cases concerning the changes 

in divorce property laws, as summarized by Voena (2015): always community, always equitable, 

and change from title-based to equitable. 45 Again, I show scatter graphs similar to Voena (2015) 

on states’ adoption of equitable distribution and female labor force participation or wives’ income 

in households before the sample period (in 1960) (see Appendix Figure A.5 and A.6). 46 Table 1.4 

lists a summary of the years that states adopted UDL and equitable distribution property laws, with 

33 states changed to UDL in sample period. 47 

Previous literature does not agree on the impact of UDL on the divorce rate, but there is 

evidence pointing to a decline in marriage duration post UDL (Wolfers, 2006). In my model, λ is 

the only parameter governing marriage duration, and a shorter marriage duration is equivalent to 

higher rate of divorce shock in model. Therefore, in this paper, the adoption of UDL serves as a 

shock of larger λ and will lead to fewer women working in caregiving occupations, as Prediction 

Two states. Stevenson (2007) uses data from newly married couples and finds that after the 

adoption of unilateral divorce laws couples are less willing to make marriage-specific 

investments, 48 which are largely invariant to the prevailing property division laws in each state. I 

would expect similar reductions in women signaling post UDL when viewing women’s occupation 

choice as one such marriage-specific investment made before marriage. 

 

 
45 One special case is Wisconsin, which changed from equitable distribution to community property law in 1986.  
46 A slight difference between Voena’s graphs and my own is that, instead of directly using female labor force 
participation rate and share of wives’ income in households, I use the rate/share relative to male.  
47 The classification of states with unilateral divorce laws and property division laws follows Voena (2015) and 
Stevenson (2007).  
48 Examples include being less likely to support each other (sequentially) through school, being less likely to have 
children in the first 2 years of marriage, having larger female labor force participation, and being more likely to both 
working full-time.  
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Table 1.4. Year Adopting Unilateral Divorce Law and Equitable Distribution Regime 

State 
Unilateral 
Divorce 

Equitable 
Distribution  

Unilateral 
Divorce 

Equitable 
Distribution 

Alabama 1971 1984 Montana 1973 1976 
Alaska 1935 pre-1968 Nebraska 1972 1972 
Arizona 1973 community  Nevada 1967 community  
Arkansas  1977 New Hampshire 1971 1977 
California 1970 community  New Jersey  1974 
Colorado 1972 1972 New Mexico 1933 community  
Connecticut 1973 1973 New York  1980 
Delaware 1968 pre-1968 North Carolina  1981 
District of Columbia  1977 North Dakota 1971 pre-1968 
Florida 1971 1980 Ohio 1992 1981 
Georgia 1973 1984 Oklahoma 1953 1975 
Hawaii 1972 pre-1968 Oregon 1971 1971 
Idaho 1971 community  Pennsylvania  1980 
Illinois  1977 Rhode Island 1975 1981 
Indiana 1973 pre-1968 South Carolina  1985 
Iowa 1970 pre-1968 South Dakota 1985 pre-1968 
Kansas 1969 pre-1968 Tennessee  pre-1968 
Kentucky 1972 1976 Texas 1970 community  
Louisiana  community  Utah 1987 pre-1968 
Maine 1973 1972 Vermont  pre-1968 
Maryland  1978 Virginia  1982 
Massachusetts 1975 1974 Washington 1973 community  
Michigan 1972 pre-1968 West Virginia 1984 1985 
Minnesota 1974 pre-1968 Wisconsin 1978 community* 
Mississippi  1989 Wyoming 1977 pre-1968 
Missouri  1977    

Note: Information on year of introduction of unilateral divorce law and property division regime comes from Voena 
(2015) and Stevenson (2007). For states with empty years of policy change, it means that those states did not adopt 
the unilateral divorce policy by the year 2000. For equitable distribution, it listed out the years that property division 
laws change from title-based to equitable distribution regime. “Community” means these states stick to community 
property regime throughout the research period. One special case is Wisconsin, which switched from equitable to 
community property regime in 1986.   

1.5.3 Empirical Model and Results 

I test Prediction Two using data from the Current Population Survey of 1968-2000, in which 

Ohio was the last state to adopt UDL in 1992. Note that I restrict the main sample to women who 

have never married. To accommodate the adoption of a UDL, I use difference-in-difference (DID):  

ist st p st X ist s t istC α βUnilateral β Property β X δ δ ε= + + + + ++                              (1.3) 
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The dependent variable C denotes the caregiving indices, which vary for individual i by state 

s and year t. The independent variable of interest is the dummy for adoption of UDL, which varies 

by state and year. The dummy takes on value of 1 when the state has already adopted UDL in year 

t and takes on value of 0 in all other cases. Property regime dummies are included to control for 

varying property division laws. The baseline control variables X include individual age, age square, 

and race. Stevenson (2007) finds that after the adoption of a UDL, newly married couples are less 

likely to support each other (sequentially) through school, are less likely to have children, have 

larger female labor force participation, and are more likely to both be working full-time. 49 To 

avoid potential correlations between these variables and the dependent variable, when comparing 

results with married men or women, I further include years of education, whether they have any 

young children (under age of 13) in household, local (defined by state and year) female labor 

participation rate, and whether they have a full-time or part-time job. 50 In other specifications, I 

additionally include yearly income from wages and salary, yearly total personal income from all 

sources, local unemployment rate (gender-specific), usual hours worked, industry, and industry by 

year fixed effects. 51 The baseline result is robust to the addition of extra controls. State and time 

fixed effects are included to account for any potential non-time-varying state differences (e.g., 

gender norm) and shocks that vary over time but common to all states (e.g., national technology 

change). Note that the marital status here defines single women as “never married” and married 

women as “currently married”. Women who are separated, divorced, and widowed are tested in 

the robustness check and are not included as single women here. 52  

The results are shown in Table 1.5. I first run DID for single women using the caregiving 

index as the dependent variable. To avoid over-controlling column 1 includes only baseline 

controls (age, age square, and race). After the adoption of UDL, single women work in less 

caregiving occupations on average, but the decrease is not significant at conventional levels. In 

column 2 to column 7, the dependent variable is replaced as the caregiving dummy. In column 2, 

after adoption of UDL, single women are 2.3% less likely to work in caregiving occupations. Based 

 
49 Voena (2015), however, finds a decrease of female labor force participation in states with equitable property laws. 
50 These four controls are refereed as the Stevenson controls below.  
51 Because women could also signal through industry choice similarly to occupation choice, the inclusion of the 
industry fixed effect would make our result smaller since in reality the choice of occupation and choice of industry 
might be correlated.  
52 Because they might distribute differently from never-married women’s age ranges, and might not follow the same 
age cutoff when defining the young and old cohort. 
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on the model, the signaling theory should work better for young single women than old single 

women. In this empirical part, the age cutoff between the young and old groups is 38 for women 

and 40 for men. 53 In column 3, there is a very small and statistically insignificant decrease in the 

likelihood that old single women work in caregiving occupations, while in column 4, there is a 

2.6% decrease (significant at the 5% level) for young single women. In column 5, I further include 

the Stevenson controls. The inclusion of local labor force participation rates could also control for 

the selection problem of women entering and leaving the labor market. In column 6, beyond the 

Stevenson controls, I include extra controls of yearly income from wage and salary, yearly total 

personal income from all sources, local unemployment rate (gender-specific), and usual hours 

worked. The inclusion of the local unemployment rate helps mitigate some labor market demand 

shocks that are common to all female workers. Comparing results in columns 4, 5, and 6, the 

decrease in the likelihood of working in caregiving occupations for young single women largely 

does not vary (both in size and significance) with the inclusion of these controls. In column 7, I 

further include industry and industry by year fixed effects because the choice of industry and 

occupation could be correlated. This does not change the pattern but makes the decrease smaller 

in size.  

Results in Table 1.5 support Prediction Two: single women are less likely to work in 

caregiving occupations when the divorce rate is higher. This result is mainly driven by young 

single women and is robust to the inclusion of many other controls. The result in column 4 is used 

as a baseline. Appendix Figure A.7 shows the dynamic result where time is measured relative to 

the year when unilateral divorce law was adopted. There is no obvious pattern in the change of the 

coefficient size nine years after the law adoption so this paper applies the simple DID design 

averaging the impact over time instead of a dynamic design. 

 

 

 

 
53 The age cutoff is chosen to be consistent with next section, in which I follow Angrist (2002) to define young women 
as under age 33 and young men as under age 35 and use 1890-1970 as research period. According to the Bureau of 
Labor Statistics, the estimated median age of first marriage for men/women was 23.2/20.8 in 1970, and rose to 
26.8/25.1 in 2000. Therefore, for the CPS data in 1968-2000, I use a higher age cutoff (40 for men and 38 for women). 
Using 1970 decennial data, I find that 97.63% of men have married by 40 and 98.11% of women have married by 38.    
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Table 1.5. Unilateral Divorce Law and Women’s Occupation Choice 

 Index Dummy 

 All 
single 

All 
single 

Old 
single  

Young 
single 

Stevenson 
controls 

Extra 
controls 

Industry 
controls 

Treated  -0.828 -0.0231* -0.00594 -0.0263** -0.0267** -0.0264** -0.0178** 
 (0.660) (0.0135) (0.0269) (0.0123) (0.0119) (0.0114) (0.00767) 

Property Regime Y Y Y Y Y Y Y 
Year  Y Y Y Y Y Y Y 
State  Y Y Y Y Y Y Y 
Observations 132,949 132,949 14,523 118,426 118,426 118,426 117,507 
R-squared 0.011 0.015 0.021 0.017 0.045 0.048 0.286 

Note: Standard errors (clustered at states) in parentheses. *** p<0.01, ** p<0.05, * p<0.1. In column 1, the 
dependent variable is the caregiving index while in column 2 through 7, the dependent variable is the caregiving 
dummy. In column 1 and column 2, all single women are included. In column 3, only single women over 38 are 
included. In column 4 through column 7, only single women under 38 are included. Column 4 is the baseline result, 
where only age, age square, and race are included. In column 5 through column 7, variables that might change after 
the adoption of unilateral divorce law for newly married couples (as shown in Stevenson 2007) are further controlled, 
including years of education, whether there are any young children (under age of 13) in the household, local (defined 
by state and year) female labor participation rate, and full-time or part-time job. In column 6 and column 7, yearly 
income from wage and salary, yearly total personal income from all sources, local unemployment rate (gender-
specific), usual hours worked are further included. In column 7, industry and industry by year fixed effect are further 
included.   

 

I carry out the same analysis for each gender by marital status group in Table 1.6. Column 1 

shows the baseline result among young single women. In column 2 to column 4, samples are 

limited to young married women, young single men, and young married men. In column 2 and 4, 

the Stevenson controls are included since Stevenson (2007) finds changes in these variables among 

newly married couples post UDL. Comparing column 1 and 2, I do not observe the same decrease 

in likelihood of working in caregiving occupations for young married women – the change is very 

small in size and not significant. This supports the model prediction that signaling behavior on the 

marriage market applies only to single women, and married women do not have the same incentive. 

The pattern is also not observed within single or married men, supporting the idea embedded in 

the model that men do not signal through caregiving occupations like women. The results in 

column 2 to 4 provide evidence that the pattern observed among young single women cannot be 

fully explained by general demand-side shocks on the labor market (e.g., technological change, 

outsourcing of some occupations). Performing the same analysis within separated, divorced, and 

widowed women yields similar, but smaller, results to young single women (see Appendix). 
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Table 1.6. Unilateral Divorce Law and Occupation Choice of Young Workers, by Gender and 
Marital Status 

 Dummy 

 Single 
Female 

Married 
Female 

Single 
Male 

Married 
Male 

Treated  -0.0263** 0.000786 -0.00766 0.00776 
 (0.0123) (0.00693) (0.00744) (0.00679) 

Property Regime Y Y Y Y 
Year  Y Y Y Y 
State  Y Y Y Y 
Observations 118,426 157,489 151,537 234,785 
R-squared 0.017 0.086 0.043 0.167 
Note: Standard errors (clustered at states) in parentheses. *** p<0.01, ** p<0.05, 
* p<0.1. In columns 1 and 3, only age, age square, and race are included. In 
columns 2 and 4, variables that might change after adoption of unilateral divorce 
law for newly married couples (as shown in Stevenson 2007) are further 
controlled, including years of education, whether there are any young children 
(under age of 13) in the household, local (defined by state and year) labor 
participation rate (gender-specific), and full-time or part-time job.   

 

A comparison between single and married women helps me solve several potential problems. 

This comparison shows that fundamental labor market demand shocks cannot be the driving force 

making single women less likely to work in caregiving occupations because this change is not 

observed for married women. The pattern within young single women does not vary with the 

addition of local labor market controls (labor force participation rate and unemployment rate of 

women), which indicates the result is not driven by women selecting in or out of the labor market. 

The pattern is also unlikely to be purely driven by sorting based on preference (e.g., work hour 

flexibility, job stability, risk of death, etc.), since sorting on such preferences would create an equal 

(if not even larger) decrease among married women. Alternative explanations based purely on 

employer discrimination or gender norms face the same problem of not explaining the non-result 

among married women.  

1.5.4 Robustness Checks 

Triple Difference 
To directly treat any potential shock to women that might correlate with the adoption of 

UDL (e.g., new technology that benefits working women and vary across states and year), I further 

apply difference-in-difference-in-difference (DDD) using married women as the comparison 

group:  
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ist st ist X ist m s t sm tm st itC α βUnilateral M β X δ δ δ δ δ δ ε= + × + + + + + + + +                           (1.4) 

Here variables bear the same meaning as in the DID regression model (1.3). Note that 

adoption of UDL is further interacted with M, which is an individual’s marital status. M is 1 for 

never-married women, and 0 otherwise. In addition to the time and state fixed effects also included 

in DID, I include the marital status dummy as well as double interaction between time, state, and 

marital status dummy. Baseline controls include age, age square, and race as in DID, but property 

division regime drop out with inclusion of state-year fixed effect in DDD. In comparing young 

single women with young married women, I also include the Stevenson controls in some 

specifications (except local labor force participation rate of women drops out with inclusion of 

state-year fixed effects). Note that the inclusion of the state-year fixed effect potentially controls 

the adoption of UDL by state and year. For a comparison of the trends between single and married 

young women, see Appendix Figure A.4. There is no obvious pre-trend of caregiving index for 

single or married young women before UDL. After UDL, however, there are clearly opposite 

trends across single and married young women. 

Table 1.7. Unilateral Divorce Law and Women’s Occupation Choice (DDD) 

 Index Dummy 

 Baseline 
Controls 

Stevenson 
controls 

Baseline 
Controls 

Stevenson 
controls 

Treated × Single -1.313*** -0.972*** -0.0411*** -0.0346*** 
 (0.305) (0.303) (0.00987) (0.00939) 

Property Regime Y Y Y Y 
Marital Status Y Y Y Y 
Year  Y Y Y Y 
State  Y Y Y Y 
Marital × Year Y Y Y Y 
Marital × State Y Y Y Y 
Year × State   Y Y Y Y 
Observations 275,915 275,915 275,915 275,915 
R-squared 0.016 0.104 0.016 0.070 

Note: Standard errors (clustered at states) in parentheses. *** p<0.01, ** p<0.05, * p<0.1. 
In columns 1 and 3, only age, age square, and race are included in the control variables. In 
columns 2 and 4, variables that might change after the adoption of unilateral divorce law 
for newly married couples (as shown in Stevenson 2007) are further controlled, including 
years of education, whether there are any young children (under age of 13) in the household, 
and full-time or part-time job. Note that property division law regime and local (by state and 
year) labor force participation rate of women will drop out with inclusion of state-year fixed 
effect.   
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The results of DDD are shown in Table 1.7. Column 1 and 3 only include baseline controls 

while column 2 and 4 further include the Stevenson controls. In column 1 and 2, there is a decrease 

in the average caregiving levels of single over married women after the adoption of UDL when 

measured using the continuous caregiving index. This decrease is smaller in size with Stevenson 

controls. In column 3 and 4, the dependent variable is replaced with the caregiving dummy. In 

column 3, the likelihood of working in caregiving occupations decreases by 4.1% more in single 

young women compared to married young women after the adoption of UDL, and this difference 

reduces to 3.5% with Stevenson controls. In all specifications, the decrease is significant at 1%. 

Results are very similar if replacing state-year fixed effects with the UDL dummy as defined in 

regression (1.3) (results in Appendix Table A.7).  

Overall, the results support my theory of women’s signaling behaviors on the labor market, 

with the incentive unique to single women. Coefficient sizes are larger in DDD than in DID, as 

shown in Table 1.5. In DID, the average caregiving index decreases by 0.83 and likelihood of 

working in caregiving occupations decreases by 2.6% for young single women. 54 In DDD, the 

corresponding decreases are 1.31/0.97 and 4.1%/3.5% without/with Stevenson controls.  

Age at Policy Change 
Compared to baseline DID, I now change the treated dummy to indicate whether the state 

has adopted UDL before a woman is 18. This measurement is more likely to change in women’s 

first job choices post UDL than it is to influence them to switch away from their current 

occupations. Note that CPS collects information on the current status of respondents, and thus in 

this specification there is implicit assumption that women have remained in the same state since 

they turned 18 (or that moving across states does not create systematic measurement errors that 

bias the result). Since the measurement considers whether UDL has already taken place before 

women are 18, under this design, the current marital status and current young/old age group of 

women are no longer restricted. The sample size is therefore much larger than the baseline sample 

in which only young single women are included. Prediction Two is robust to this specification 

(results in Table 1.8). In column 1, women on average work in less caregiving occupations if the 

state they reside in adopted UDL before they turned 18. In column 2, women are 2% less likely to 

 
54 The figure of 0.83 is not reported in Table 1.5. It uses the caregiving index as the dependent variable and is restricted 
to young single women. This coefficient is not significant at conventional levels.  
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work in caregiving occupations for the treated group, which is slightly smaller than 2.6% in the 

baseline specification.   

Table 1.8. Unilateral Divorce Law and Women’s Occupation Choice – Age at Policy Change 

 Caregiving 
 Index Dummy 
Treated  -1.244*** -0.0201*** 

 (0.279) (0.00571) 
Property Regime Y Y 
Year  Y Y 
State  Y Y 
Observations 550,234 550,234 
R-squared 0.009 0.008 

Note: Standard errors (clustered at states) in parentheses. *** p<0.01, ** p<0.05, 
* p<0.1. Controls include age, age square, and race. In column 1, the dependent 
variable is the caregiving index. In column 2, the dependent variable is the 
caregiving dummy. Here the treated is measured as whether the state has adopted 
unilateral divorce policy when the women is 18 (assuming that the current state 
is the same state as when women is 18). Under this design, the current marital 
status and the current age of women are no longer restricted, and the sample 
includes all women.   

 

Alternative Explanations 
In Table 1.5, the very small and non-significant result within young married women conflicts 

with many alternative explanations to the signaling model. To directly test alternative explanations, 

I carry out further robustness exercises in Table 1.9. Column 1 lists the baseline result, 55 and 

column 2 to 6 each includes extra controls on one alternative explanation. As explained in Section 

1.3, these controls are constructed from O*NET data similarly to the main caregiving index and 

vary across occupations. 

In column 2, I include routine, math, and social intensity as they are constructed in Deming 

(2017). Compared to the baseline result, the decrease is a bit smaller in size and significant only 

at 10%. This result shows that it is unlikely that the baseline pattern is driven purely by demand 

shock or sorting based on skills. In column 3, I include the flexibility measurement, including work 

hours (measured by number of hours typically worked in one week) and time pressure (measured 

by the frequency the job requires the worker to meet strict deadlines). In previous literature, 

 
55 The result is slightly different than in Table 1.5 because here the sample size has further decreased by about 3500 
observations after the inclusion of extra controls.  
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flexibility is one key feature that drives the occupation decision of women (e.g., Flabbi and Moro, 

2012; Wiswall and Zafar, 2018). The result in column 3 is even slightly larger than baseline after 

controlling for flexibility; this suggests that the pattern is not driven by a change in sorting based 

on flexibility post UDL either. In column 4, I control job stability, another factor studied in 

literature which affects women’s occupation choice (e.g., Wiswall and Zafar, 2018). The result is 

robust to the inclusion of job stability, despite slightly smaller size and lower significance. It is not 

likely that the pattern is driven by women sorting into more stable jobs post UDL. In column 5, I 

include the competition control, which measures the extent to which a job requires workers to 

compete or to be aware of competitive pressures. Despite previous findings on occupation choice 

differences concerning competitiveness across gender (e.g., Buser et al., 2014), it is unlikely that 

changes in women’s preferences for competition post UDL drives the pattern observed because 

the result in column 5 greatly resembles the baseline result. In column 6, I include the job hazard 

control, which describes how often workers are exposed to several hazardous conditions as part of 

the job. 56  The job hazard control proxies for the on-the-job death rate, which is another 

determinant of occupation choice for women (e.g., DeLeire and Levy, 2004). Inclusion of this 

control has barely any impact on the pattern observed.  

Table 1.9. Unilateral Divorce Law and Women’s Occupation Choice – Other Features 

 Caregiving Dummy 

 Baseline  Deming 
measures Flexibility Job 

Stability Competition Job 
Hazard 

Treated  -0.0259** -0.0192* -0.0297** -0.0215* -0.0268** -0.0260** 
 (0.0126) (0.00989) (0.0126) (0.0122) (0.0126) (0.0124) 

Property Regime Y Y Y Y Y Y 
Year  Y Y Y Y Y Y 
State  Y Y Y Y Y Y 
Observations 114,849 114,849 114,849 114,849 114,849 114,849 
R-squared 0.015 0.444 0.080 0.067 0.022 0.016 

Note: Standard errors (clustered at states) in parentheses. *** p<0.01, ** p<0.05, * p<0.1. Controls include age, 
age square, and race. Column 1 is the baseline specification.  Column 2 includes routine, math, and social intensity 
(constructed following Deming 2017). Column 3 includes work hours and time pressure. Column 4 includes job 
stability. Column 5 includes competition. Column 6 includes job hazard.   

 

 
56 Specifically, it averages over six dimensions: exposed to radiation; exposed to disease or infection; exposed to high 
places; exposed to hazardous conditions; exposed to hazardous equipment; and exposed to minor burns, cuts, bites, or 
stings.  
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Across Traditional/Modern States 
The model assumes men prefer childcaring women. In reality, this preference depends on 

how traditional men are, and therefore I expect stronger signaling in states where men are more 

traditional. Empirically, I carry out the baseline specification across traditional and modern states. 

To measure the traditional level, I examine the share of church members (all denominations 

included) in each state in 1971. 57 States are ranked by share of church members, with above-

median states classified as “traditional” and below-median states classified as “modern”. Based on 

the model, I would expect women in traditional states to have a larger decrease in likelihood of 

working in caregiving occupation post UDL than women in modern states.  

Table 1.10. Unilateral Divorce Law and Women’s Occupation Choice, by Traditional and 
Modern States 

 Index Dummy 
 Traditional Modern Traditional Modern 
Treated  -1.235*** 0.152 -0.0379*** 0.00477 

 (0.369) (0.625) (0.00789) (0.0111) 
Property Regime Y Y Y Y 
Year  Y Y Y Y 
State  Y Y Y Y 
Observations 54,470 62,979 54,470 62,979 
R-squared 0.017 0.009 0.023 0.013 

Note: Standard errors (clustered at states) in parentheses. *** p<0.01, ** p<0.05, * p<0.1. 
Controls include age, age square, and race. In columns 1 and 2, the dependent variable is 
caregiving index. In columns 3 and 4, the dependent variable is caregiving dummy. 
Columns 1 and column 3 only include the traditional states. Columns 2 and column 4 only 
include the modern states.   

 

The results are shown in Table 1.10. In column 1 and 2, young single women on average 

work in less caregiving occupations post UDL in the traditional states. This pattern is not observed, 

however, in modern states. In column 3, young single women are 3.8% less likely to work in 

caregiving occupations post UDL in traditional states, which is larger than the baseline result of 

2.6%. In modern states, however, there is no significant change. The results here suggest that 

women have a stronger incentive to signal in more traditional states. 

 
57 The church members of each state in 1971 (with census population data in 1970) is provided by Association of 
Religion Data Archives at https://www.thearda.com/Archive/Files/Downloads/CMS71ST_DL2.asp. The sample 
period in this section is 1968-2000, and the most relevant “start-of-period” church data should be before 1968. 
However, the closet church data pre-1968 from the same data source is from 1952, which is a bit too early for my 
study. I therefore use the year 1971, which is at the very start of my sample period.  

https://www.thearda.com/Archive/Files/Downloads/CMS71ST_DL2.asp
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Across Birth Cohorts 
I also run robustness checks by birth cohorts. Young single women are divided into four 

subgroups based on their birth decades (before 1950, 1950-1960, 1960-1970, and after 1970) in 

Table 1.11. The decrease in young single women working in caregiving occupations is larger and 

more significant in 1950-1960 and 1960-1970. The smaller size and insignificancy of results for 

before 1950 and after 1980 are driven by the following facts: most states adopted UDL among 

1970-1980; the research period starts at 1968; working choices are more relevant after age 18; and 

the sample only includes young single women under 38. The combination of these four facts (in 

addition to a smaller sample size) makes it relatively rare to identify variation in women born 

before 1950 and after 1970. In all time periods, however, there is a negative impact post UDL, 

though it’s not significant for women born before 1950 and after 1970. 

Table 1.11. Unilateral Divorce Law and Women’s Occupation Choice, by Birth Cohorts 

 Caregiving Dummy  
 Before 1950 1950-1960 1960-1970 After 1970 
Treated  -0.00867 -0.0559*** -0.0478*** -0.0133 

 (0.0184) (0.0171) (0.0151) (0.0133) 
Property Regime Y Y Y Y 
Year  Y Y Y Y 
State  Y Y Y Y 
Observations 9,229 35,447 46,049 27,701 
R-squared 0.021 0.010 0.009 0.025 

Note: Standard errors (clustered at states) in parentheses. *** p<0.01, ** p<0.05, * p<0.1. 
Controls include age, age square, and race. Here the year fixed effect refers to the birth year of 
respondents.   

1.6 Caregiving and Sex Ratio 

In this empirical part, I test Prediction Three, which states that more women will work in 

caregiving occupations when the sex ratio (men over women) is higher. This is because a higher 

sex ratio increases women’s expected gain from marriage and single women will have a stronger 

incentive to signal through occupation. The data in this section comes from Decennial Censuses, 

and I use first-generation immigration as exogenous shock and construct instrumental variables 

which vary by ethnic group, immigration period, and state. I then use these instruments to study 

the occupation choices of young single women among second-generation immigrants.   
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1.6.1 Data 

Decennial Censuses 
IPUMS provides Decennial Censuses that are harmonized over time. I use the immigration 

data available in the 1900-1970 Decennial Censuses. Specifically, I use the 1900 5% sample, 1910 

1% sample, 1930 5% sample, 1940 1% sample, 1950 1% sample, 1960 5% sample, and 1970 1% 

samples. 58  Since the samples represent varying percentages of the whole population across 

decades, I apply personal weights for each sample. 59  Decennial Censuses provide unique 

immigration data that is essential to my analysis on shock to sex ratio.  

For all survey years in this section, Decennial Censuses collect information on respondents’ 

place of birth. The census record birth states for respondents born within the U.S. and birth 

countries respondents born outside the U.S. This information is used to identify respondents’ 

immigration statuses as well as immigrants’ country-of-birth. In all samples except 1970 form 1 

(state, metro, and neighborhood form), the census also asks respondents about their parents’ place-

of-birth. Based on one’s own and one’s parents’ place-of-birth, respondents are classified into 

three groups: first-generation immigrant, second-generation immigrant, and natives. Respondents 

born outside of U.S. are classified as new immigrants or first-generation immigrants. Respondents 

born in the U.S. with one or both parents born outside of U.S. are classified as second-generation 

immigrants. Respondents born in U.S. with both parents also born in U.S. are classified as natives. 

For my empirical tests, I use country-of birth for first-generation immigrants and parents’ country-

of-birth for second-generation immigrants. 

In 1900-1930 and 1970 (form 1 of state, metro, and neighborhood form), the census also 

asked respondents their immigration year, which is used to identify the immigration flow within 

each immigration period defined in this paper (every ten years). The immigration year question is 

missing in the 1940-1960 samples and is thus imputed from 1970 sample. Because 1940 and 1950 

 
58 There are six 1% sample files for 1970: state form 1, state form 2, metro form 1, metro form 2, neighborhood form 
1, and neighborhood form 2. All of these files are used at some point, and I will specify which 1970 1% file is used in 
the discussion below.  
59 In the main sample, the personal weight variable “perwt” is used. For samples including 1940 and 1950, the sample-
line weight “slwt” is used as in Angrist (2002) and Lafortune (2013). This variable is same as “perwt” in all research 
years but 1940 and 1950.   
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also have much smaller sample sizes than other years, 60  I drop 1940 and 1950 in main 

specifications. In robustness checks, I also use an all-year sample and a sample that drops 1960. 

Linking Decennial Censuses and O*NET 
For Decennial Censuses, since the sample years start as early as 1890, the only proper 

harmonized occupation classification system IPUMS provides is the 1950 COC. I then crosswalk 

2000 COC back to 1950 COC to match with O*NET data. In the final sample, there are 261 distinct 

occupations with at least one worker.  

1.6.2 Construction of Instruments 

Method Introduction 
Prediction Three states that when the sex ratio (number of men over women) is higher, more 

women will work in caregiving occupations. Empirically, sex ratio can be endogenous, and thus 

OLS studies using contemporaneous sex ratio and women’s occupation choice could suffer from 

obvious omitted variable problems. To explain exogenous variation in the sex ratio on the marriage 

market in literature, researchers have used war (Abramitzky et al., 2011; Bethmann and Kvasnicka, 

2013; Brainerd, 2017), son preference and abortion (Abrevaya, 2009), gender-skewed 

incarceration (Charles and Luoh, 2010; Mechoulan, 2011), local sex ratio of same cohort in 

previous years (Wei and Zhang, 2011), and immigration (Angrist, 2002; Lafortune, 2013).  

In my paper, I explore state-ethnic-cohort specific immigration as a potential source of 

exogenous variation in sex ratio. To solve potential endogeneity problems, I follow Angrist (2002) 

and Lafortune (2013) in using instrumental variables constructed from first-generation immigrants 

and study outcomes among second-generation immigrants. As in Angrist (2002), the arrival of 

first-generation immigrants is used as an exogenous shock to second-generation immigrants within 

the same ethnic group. This method is further extended by Lafortune (2013) with the addition of 

geographical variation in immigration distribution across states. I follow their methods to construct 

 
60 In the final sample (containing all second-generation immigrants who are in the labor force during 1891-1970), 
there are only 28,967 observations in 1940 and 33844 observations in 1950. Although 1951-1960 immigration flow 
data is also imputed from the 1970 census data, there are 603,894 observations in 1960 and the imputation time gap 
is smaller since 1960 is closer to 1970. In 1910 and 1920, sample sizes are also smaller (with 65,796 and 77,758 
observations, respectively) but immigration flow data is directly calculated with no imputation, and would not have 
large measurement errors as in 1931-1950. 
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instrumental variables (predicted immigration flow and predicted sex ratio) from the first-

generation immigration flows. This method is described in detail below.  

Steps on Constructing the Instruments 
Using N to denote number of immigrants and c to denote country (country-of-birth), the 

instrumental variables for ethnic group j in state s during immigration period t are: 
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Specifically, the construction of instruments contains three steps:  

Step 1: Calculate historical shares ,cs past cN N . Calculate what share of first-generation 

immigrants from each country-of-birth is located in each state historically.  

Step 2: Allocate new immigrants to states according to historical shares. For each country-

of-birth, calculate the total number of new immigrants arrived during an immigration period in the 

whole nation by gender ( m
ctN  and f

ctN ). Within each birth country, allocate the new immigrants 

to states based on the historical shares. 61 The allocation is done separately by gender to calculate 

the predicted number of male/female immigrants from country c in state s over period t.  

Step 3: Sum the ethnic groups. Each ethnic group j contains several countries. 62 Within each 

ethnic group, sum up the predicted immigrant number calculated in Step 2. This delivers the 

predicted number of new male/female immigrants from ethnic group j in state s over period t (m
jstN

and f
jstN ). This implicitly assumes that people tend to marry immigrants from the same ethnic 

groups. 63  

 
61 This method is valid because the choice of location for immigrants of the same country-of-birth are persistent over 
time 
62 Note that it is necessary that each ethnic group contains several countries. Since the historical shares for allocating 
new immigrants do not vary between gender within each country-of-birth, if each ethnic group contains only one 
country, the predicted sex ratio would always collapse into the actual sex ratio. When each ethnic group contains 
multiple countries, however, variation in historical shares across different countries can be explored. 
63 Lafortune (2013) shows supporting evidence that the endogamy marriage rate can be higher within ethnic groups.  
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With m
jstN and f

jstN  from Step 3, the two instruments are then constructed: the predicted sex 

ratio is calculated by dividing the number of male over female immigrants, and the predicted 

immigration flow is calculated by adding the number of male and female immigrants.  

Advantages of the Instruments 
There are several advantages of using instruments constructed this way, as discussed in 

Angrist (2002) and Lafortune (2013). First, variation is explored across different ethnic-state-

cohort groups, and many confounding factors that do not vary with one of the dimensions will be 

absorbed by fixed effects. Second, predicted immigration flow and predicted sex-ratio come from 

first-generation immigrants but outcomes are studied within second-generation immigrants. This 

helps to alleviate the confounding factors when immigration shock and outcome variables are 

contemporaneous. Third, instruments are constructed by allocating new immigrants to states based 

on historical shares, where time provides exogenous source of variation. The exogeneity of 

historical shares fails only when previous new immigrants select into states based on expectation 

of future marriage market or labor market outcomes for their children. Four, changes in 

immigration flow and sex ratio are largely driven by immigration policy changes, providing extra 

exogenous power.  

1.6.3 Immigration Summary Statistics 

Treatment of Immigration Data 
As described in Section 3, I use representative samples from the 1900-1970 Decennial 

Censuses in this section. The actual research period is 1891-1970 (specifically, 1891-1930 and 

1951-1970) because I aggregate immigration statistics by every 10 years. Correspondingly, I 

calculate the historical shares by the start-of-period (1890). To avoid potential measurement errors 

using sample data, especially when an immigration ethnic-state-cohort group is small, I calculate 

historical shares based on full-count 1900 census microdata. 64  As in Lafortune (2013), all 

countries outside of U.S. are grouped into 42 distinct countries-of-birth (see Table A.4 in Data 

Appendix). 65 These countries-of-birth are then combined into nine different ethnic groups, namely: 

 
64 Since the 1900 census provides immigration year, I can calculate the historical shares in 1890 based on the 1900 
full count data. 
65 Some of the “countries-of-birth” might contain more than one country.  
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British ancestry, Francophone, Southern Europeans, Hispanics, Scandinavians, Germanic, 

Russians and others, Other Europeans, and Other countries. See Table A.5 in Data Appendix for 

which countries are included in each ethnic group. For second-generation immigrants, I define 

their ethnic groups using their parents’ country-of-birth. 66 

Each immigration period is defined by decade, and for simplicity I use “cohort” to refer to a 

corresponding immigration period. 67 The immigration flows, both endogenous and predicted, are 

limited to first-generation immigrants who arrive within a specific immigration period. Other 

variables on second-generation immigrants are measured in the survey year. E.g., for cohort 1970, 

second-generation immigrants’ occupations are measured at year 1970 while the immigration 

flows are calculated based on first-generation immigrants arriving during immigration period of 

1961-1970.  

To mimic the actual pool of potential mates on the marriage market, the main endogenous 

variable used in this paper is the sex ratio for the foreign stock which includes both first-generation 

and second-generation immigrants. Respondents are further divided into younger cohorts and older 

cohorts based on their age and gender. As in Angrist (2002), the younger cohort includes men aged 

20-35 and women aged 18-33, 68 while the older cohort includes men aged 36-50 and women aged 

34-48. The ages of both first and second-generation immigrants are measured at the time of survey. 

For example, in cohort 1970, the younger cohort of male foreign stock contains all second-

generation male immigrants who are 20-35 in 1970 and first-generation male immigrants who 

arrived at US during 1961-1970 and are age 20-35 in 1970. I mainly focus on the younger cohort 

since it is more relevant to my study of single women on the marriage market.  

Summary Statistics 
Table 1.12 summarizes the actual flow and sex ratio of new immigrants in each ethnic group 

over the main research period (1891-1930 and 1951-1970). In Appendix Table A.8, the same 

statistics are summarized based on 1900-1930 full-count decennial microdata (with research period 

of 1891-1930). The two figures are similar, but Appendix Table A.8 does not contain new 

immigrants arriving during 1951-1970, which were more male dominated on average. Figure 1.7 

 
66 Following Lafortune(2013), if a second-generation immigrant has both parents or only father born outside of US, 
then her ethnic group is defined based on father’s country-of-birth. If a second-generation immigrant has foreign-born 
mother and American-born father, then her ethnic group is defined based on mother’s country-of-birth.  
67 In this empirical part, descriptions of immigration period and cohort are used interchangeably.  
68 As explained in Angrist (2002), men aged 20-35 and women aged 18-33 have the highest marriage rates 
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shows the variation more clearly using a scatter graph of sex ratio for each ethnic group within the 

main research period, where each point represents one state and states are sorted in ascending order 

of sex ratio.  

Table 1.12. Summary Statistics on Younger Cohort 

Ethnic group Flow  Sex Ratio 

 Total  
(million) Mean  Max 

(state) 
Min 

(state) 
British ancestry 1.71 0.84 1.84 0.30 
Francophone 0.30 0.94 20.28 0.07 
Southern Europeans 1.31 1.59 7.58 0.44 
Hispanics 0.77 1.06 6.21 0.16 
Scandinavians 0.70 1.28 22.11 0.26 
Germanic 1.59 1.18 2.77 0.35 
Russians and others 1.68 1.24 9.88 0.34 
Other Europeans 0.71 1.39 9.06 0.52 
Other countries 0.44 1.34 10.81 0.48 

Note: Calculated using data from IPUMS-USA decennial samples. The young 
cohort includes men aged 20-35 and women aged 18-33. The flow numbers are 
based on 1891-1930 & 1951-1970 first-generation young immigrants. Columns 1 
and 2 show the total flow of new immigrants and average sex ratio over the whole 
research period by ethnic group. Columns 3 and 4 shows the maximum and 
minimum sex ratio of each ethnic group over the same research period, but by 
state.   

 

Based on the summary statistics and scatter graph, there sex ratio varies highly across ethnic 

groups during the research period, ranging from an average of 0.84 for the British ancestry to 1.59 

for the Southern Europeans. Most ethnic groups have male-dominated new immigration flow with 

average sex ratios over 1.2, including Southern Europeans, Scandinavians, Russians and others, 

Other Europeans, and Other countries (Germanic is 1.18). Only British ancestry has female-

dominated new immigration with an average sex ratio of 0.84. Francophone and Hispanics have 

on average more balanced sex ratio of 0.94 and 1.06, respectively. 69 Within each ethnic group, the 

sex ratio also varies much across states. Some ethnic groups, such as British ancestry and Germanic, 

have narrowly distributed sex ratios across states. Other ethnic groups, such as Southern Europeans, 

Hispanics, and Other Europeans, show great variation in sex ratio across states. Compared to the 

 
69 In Appendix Table A.8, the average sex ratio is 1.30 for Hispanic immigrants who arrived in 1891-1930. This cohort 
is also male-dominated.  
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typically balanced sex ratio among all residents, new immigrants show great variation in sex ratio 

both across and within ethnic groups. 

 

 

Figure 1.7. Actual Sex Ratio of New Immigrants 1891-1930 and 1951-1970 
Note: To narrow the y-axis range, the sex ration in the scatter graph is upper-bounded at 5 (less 
than 5% observations have sex ratio higher than 5).  

1.6.4 Empirical Model and Results 

As specified above, the marriage market of second-generation immigrants is defined within 

each ethnic-state-cohort group. The research period covers 1891-1930 and 1951-1970 for both 

availability of key variables on immigration and sample size. The empirical strategy is specified 

below:  
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ijst X ijst j s t js jt st ijst

m
jst
f
jst

C X
N

N
α β β δ δ δ δ δ δ ε= + + + + + + + + +                 (1.5.2-Stage 2) 

The outcome variable is the occupation caregiving measurement for each individual i in 

ethnic group j in state s at immigration period t. In Stage 1, the endogenous sex ratio is 

instrumented using predicted sex ratio and predicted immigration flow. In Stage 2, the 

instrumented sex ratio is used to study occupation choice. In both stages, there are individual-level 

controls of age dummies and nativities of both parents. 70 Stage 2 contains one-dimensional fixed 

effects of ethnic group, state, and immigration period, as well as two-dimensional fixed effects of 

interactions between ethnic group, state, and immigration period. Table 1.13 shows the first-stage 

results. 

Table 1.13. First-Stage 

 Sex-ratio 
 Flow Stock 
Predicted Sex Ratio  0.622*** 0.384*** 

 (0.167) (0.107) 
Predicted Flow -0.000780 -0.00116*** 

 (0.000519) (0.000207) 
Observations 134,066 134,066 
Joint F-test 6.660 15.55 

Note: Standard errors (clustered at states) in parentheses. *** 
p<0.01, ** p<0.05, * p<0.1. The F-test shows the F-stat for 
excluded instruments. Here control variables include age dummies, 
whether mother was born in foreign country and whether father was 
born in foreign country. Fixed effects include state, immigration 
period, ethnic groups, and double interaction between these three 
variables.   

 

In column 1, endogenous sex ratio is calculated within new immigrants. In column 2, the 

endogenous sex ratio is calculated based on the whole foreign stock. In both columns, the sample 

is limited to single young women who are second-generation immigrants and are in the labor force, 

which is the most relevant group for my study. Column 1 studies how closely the predicted sex 

 
70 I follow the design of Anriest (2002) and Lafortune (2013) in only using age dummies and origins of both parents. 
Another reason for only using these controls is that many control variables are missing in the early years of my sample. 
For example, education, usual hours worked per week, and income from wage and salary are not available before 
1940; total personal income is not available before 1950. Employment status is not available in our sample for 1900 
and 1920.  
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ratio correlates with the actual sex ratio in new immigration flows. An increase of one in the 

predicted sex ratio is correlated with 0.62 increase in the actual sex ratio. 71 Foreign stock is a more 

relevant marriage pool for second-generation immigrants, and all results going forward use the 

foreign stock to calculate the endogenous sex ratio. In column 2, a one-unit increase in predicted 

sex ratio of new immigrants increases the sex ratio of foreign stock by 0.38. The predicted flow 

has a much smaller impact on sex ratio of foreign stock, where the flow is measured in thousands 

and the average flow number within a cell is only 15.1 (thousand). The F-stat for the excluded 

instruments is 15.55, which indicates that the predicted sex ratio and predicted flow are not weak 

instruments. First-stage results using all young second-generation female immigrants, both single 

and married, are shown in Appendix Table A.9. The results of both groups are very similar. The 

2SLS results are shown in Table 1.14. 

Table 1.14. 2SLS – Young Cohort 

 Index Dummy 
 Single Female Single Female Married female Single male Married male 

Stock Sex Ratio 13.38*** 0.244*** 0.0576 -0.0840 0.00161 
 (4.621) (0.0797) (0.0825) (0.131) (0.00810) 
Observations 134,066 134,066 53,481 193,253 253,167 

Note: Standard errors (clustered at states) in parentheses. *** p<0.01, ** p<0.05, * p<0.1. Here control variables 
include age dummies, whether mother was born in foreign country and whether father was born in foreign country. 
Fixed effects include state, immigration period, ethnic groups, and double interaction between these three variables.   

 

Column 1 shows that when sex ratio is higher post new immigration shock, young single 

women within the second-generation immigrant group work in more caregiving occupations on 

average, which supports Prediction Three. When the sex ratio is higher (more men compared to 

women), the expected gain from marriage is larger and women will have a stronger incentive to 

signal through working in caregiving occupations. If measured using the caregiving dummy as in 

column 2, the impact is sizable. Within second-generation immigrants, the likelihood that a single 

young woman works in caregiving occupation will increase by 24.4% when the sex ratio increases 

by one unit. The Kleibergen-Paap F-stat 72 equals 15.55, which is larger than the corresponding 

 
71 A coefficient that is not close to one might be a result of using historical shares that are too early (before 1890). The 
distribution of new immigrants might change over time, which cannot be fully grasped by the historical shares, 
especially for later years e.g., 1961-1970.  
72 Here since standard errors are clustered, the Kleibergen-Paap F-stat is better than Cragg-Donald F-stat, according 
to Baum et al. (2007) in Stata Journal.  
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Stock-Yogo critical value of 11.59 and thus are not weak at 15% maximum IV size. 73 The Hansen 

test for over-identification has p-value of 0.64, so there is no evidence of over-identification either. 

The same analysis is applied to married young women in the labor force, with the coefficient size 

being much smaller and not significant at 10%. Among single men and married men, there is no 

significant change in likelihood to work in caregiving occupations either. These results support the 

model’s expectation that signaling only makes sense for single women while married women and 

men do not have similar incentives on the marriage market. In the following discussion, the result 

in column 2 of Table 1.14 is used as baseline. 

These results support single women’s signaling behavior on the labor market. If this pattern 

is purely driven by alternative explanations such as sorting based on preference, discrimination, 

and gender norms, there should be a similar (if not stronger) pattern among married women, which 

is not found in data. The immigration results further provide supporting evidence for the signaling 

theory against bargaining. If bargaining is the driving force, then woman’s bargaining power 

would increase with a higher sex ratio and they would be less likely to work in caregiving 

occupations, but this is not supported by data. One potential concern is that if new immigrants sort 

into similar occupations as the second-generation immigrants, then the arrival of new immigrants 

directly changes local supply of labor. This is not a big concern here because, even if this cannot 

be absorbed by the fixed effects, there should be similar pattern among married women or men if 

results are driven by labor supply shock due to arrival of new immigrants. No such pattern is found 

in data.  

Overall, the results above support Prediction Three of model that when sex ratio is higher 

(more men compared to women), women will have a stronger incentive to work in caregiving 

occupations to convey a signal on the marriage market. It also provides evidence for the signaling 

mechanism and against alternative stories.  

1.6.5 Robustness Checks 

Placebo of Older Cohort 
The signaling story works for all single women but should be more relevant for the younger 

cohort than the older cohort. I therefore estimate the same regression among the older cohort as a 

 
73 This means that when the true rejection rate is 5%, the true rejection rate using the IVs in paper is no more than 
15%.  
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placebo test. Based on the signaling story, the decrease in the occupation caregiving level should 

be smaller and less significant in the older cohort post positive shock to the sex ratio.  

The results are listed in Table 1.15. As expected, there is no significant increase in average 

caregiving occupations for single women in the older cohort, and the size of increase is also smaller 

than in the younger cohort. The coefficient in column 2 is only half the size of the baseline result 

and is not significant at 10%. Results within married women, single men and married men are still 

insignificant. The result matches our expectation that for the older cohort, the marriage market 

incentive is weaker for occupation choices due to lower marriage rate for these age groups. 

Table 1.15. 2SLS – Old Cohort 

 Index Dummy 
 Single Female Single Female Married female Single male Married male 

Stock Sex Ratio 8.933 0.122 -0.0304 0.00652 0.0221 
 (7.811) (0.136) (0.175) (0.00669) (0.0351) 
Observations 36,017 36,017 97,227 49,223 379,707 

Note: Standard errors (clustered at states) in parentheses. *** p<0.01, ** p<0.05, * p<0.1. Here control variables 
include age dummies, whether mother was born in foreign country and whether father was born in foreign country. 
Fixed effects include state, immigration period, ethnic groups, and double interaction between these three variables. 
Here the old cohort includes women between age 34 and 48 and men between age 36 and 50.   

 

Across Ethnic Groups of Different Endogamy Level 
The implicit assumption behind constructing instruments in such a way is that second-

generation immigrants tend to marry partners from the same ethnic group. This is supported in 

Lafortune (2013) by the endogamy rates of cohorts born 1865-1884 in the nine different ethnic 

groups. This measure has deducted the population share of one’s own ethnic group (in 1900) from 

the actual endogamy rate, so it reflects one’s likelihood of marrying a partner from the same ethnic 

group beyond randomly assigned matches. This rate is gender-specific and is replicated for women 

in Appendix Table A.10. Based on the endogamy rate, I divide samples into high-endogamy 

(including South Europeans, Hispanics, Scandinavian, Russians and others, and Other Europe) and 

low-endogamy ethnic groups (including British ancestry, Francophone, Germanic, and Other 

countries). The analysis is carried out in each subsample.  

 

 



 
 

68 

Table 1.16. High and Low Endogamy 

 High Endogamy Low Endogamy 
Stock Sex Ratio 0.296** 0.141* 

 (0.125) (0.0775) 
Observations 51,605 82,441 
Note: Standard errors (clustered at states) in parentheses. 
*** p<0.01, ** p<0.05, * p<0.1. Here control variables 
include age dummies, whether mother was born in foreign 
country and whether father was born in foreign country. 
Fixed effects include state, immigration period, ethnic groups, 
and double interaction between these three variables.   

 

As shown in Table 1.16, in both groups a higher sex ratio leads to more young single women 

working in caregiving occupations, as stated in Prediction Three. However, this increase is more 

significant and twice as large in high-endogamy than in low-endogamy ethnic groups. This is 

because the actual sex ratio each woman faces cannot be exactly identified due to the narrowly 

defined marriage market, and instrumented foreign stock sex ratio does a better job in tracking the 

actual sex ratio faced by women in high-endogamy ethnic groups. 

Across Education Groups 
As shown in the introduction, occupation caregiving level is positively correlated with 

workers’ average education. I therefore carry out the same analysis across different skill groups 

by defining high-skill and low-skill caregiving occupations. Occupations are divided into high and 

low skill based on 1940 full-count census microdata. I rank occupations by share of workers with 

high-school degree, with above-median occupations classified as high-skill and below-median 

occupations classified as low-skill. An occupation is high-skill caregiving if it is high-skill and has 

value of 1 in the caregiving dummy. Low-skill caregiving occupations are similarly defined.   

Results are shown in Table 1.17. In column 1, young single women who work in low-skill 

caregiving occupations are dropped from the sample. In column 2, young single women who work 

in high-skill caregiving occupations are dropped from the sample. In both columns, young single 

women who work in non-caregiving occupations are included. The pattern is robust to both high-

skill and low-skill caregiving occupations, with the increase in working in high-skill caregiving 

occupation larger and more significant among young single women. Based on Table 1.17, it is 

unlikely that selection based on education would be the driving force behind the main results.   
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Table 1.17. High and Low Skill 

 High Skill Low Skill 
Stock Sex Ratio 0.370*** 0.218** 

 (0.125) (0.100) 
Observations 97,027 78,594 

Note: Standard errors (clustered at states) in parentheses. 
*** p<0.01, ** p<0.05, * p<0.1. Here control variables 
include age dummies, whether mother was born in foreign 
country and whether father was born in foreign country. 
Fixed effects include state, immigration period, ethnic 
groups, and double interaction between these three 
variables.   

 

Robustness Tests with Different Samples 
For robustness, I test Prediction Three in samples constructed in different ways (results in 

Table 1.18). All these samples, like the baseline, are limited to young second-generation female 

immigrations who are single and in the labor force. Column 1 lists the baseline result used as the 

benchmark. In column 2, I drop the immigration period of 1951-1960 since immigration year in 

1960 is imputed from 1970, as explained in data section. The results are very similar to the baseline 

and a one-unit increase in sex ratio increases the likelihood of single women working in caregiving 

occupations by 23.3%. In column 3, all years 1891-1970 are included with 1931-1950 added back 

into sample. The coefficient is similar in size but less significant, due to larger measurement errors. 

As explained in the data section, 1940 and 1950 data are smaller in sample size 74 and immigration 

year is imputed, leading to large measurement errors. Instead of using person-level data as in 

baseline, data in column 4 are aggregated into state-ethnic-cohort cells. There are 1871 non-empty 

cells with an average of 71.28 observations (non-weighted) per cell. The outcome variable is now 

the share of single women working in caregiving occupations, and the control variables are 

correspondingly adapted to the share of these women with foreign-born mothers, the share with 

foreign-born father, and the share of each age from 18 to 33. For each one-unit increase in sex 

ratio, the share of single women working in caregiving occupations rises by 21%, which is similar 

to the baseline result in size but less significant. In column 5, immigration flow data from 1891-

1930 are calculated from full-count census microdata in 1900-1930 to potentially avoid 

measurement error using sample data. However, since such full-count data is not yet publicly 

 
74 This can be observed through the fact that inclusion of these twenty years only adds about 4,900 observations in the 
sample (compared to observation numbers in column 1 and column 3). 
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available for 1970, the immigration flow data from 1951-1970 is still calculated based on the 1970 

sample data. The control variables and occupation information still come from sample census data, 

the same as in the baseline case. Compared to column 1, the sample size has a slight increase of 

330 observations and fewer observations are missing immigration flow by ethnic-state-cohort 

using full-count data. Prediction Three is robust to this sample but the size of increase is slightly 

smaller than baseline (0.195 compared to 0.244). In column 6, the share varies with immigration 

period and is chosen as “just before the immigration period” (calculated from 1900-1930 full-count 

microdata), rather using the 1890 historical shares for construction of instruments for all 

immigration periods (calculated from 1900 full-count microdata) as before. For example, the 

historical shares for immigration period 1891-1900 are calculated until 1890, while the historical 

shares for immigration period 1901-1910 are calculated until 1900. Note that for data availability 

of full-count censuses, the historical shares for 1951-1970 are based on shares until 1930. 75 The 

result using rolling historical shares is very similar to the baseline, both in size and significance. 

Overall, the pattern found in the baseline result is robust to samples constructed in alternative ways, 

providing further support to Prediction Three.  

Table 1.18. Different Samples 

 Baseline Drop 1960 All years Cells Full-count Rolling 
Stock Sex Ratio 0.244*** 0.233*** 0.235* 0.210* 0.195*** 0.223*** 

 (0.0797) (0.0831) (0.131) (0.124) (0.0724) (0.0760) 
Observations 134,066 116,604 138,960 1,871 134,396 134,066 

Note: Standard errors (clustered at states) in parentheses. *** p<0.01, ** p<0.05, * p<0.1. Here 
control variables include age dummies, whether mother was born in foreign country and whether 
father was born in foreign country. Fixed effects include state, immigration period, ethnic groups, 
and double interaction between these three variables.   

 

Robustness Tests with Alternative Specification 
I also run robustness tests using alternative specifications in Table 1.19. In the baseline case, 

I use two instruments (predicted sex ratio and predicted flow) for one endogenous variable (actual 

foreign stock sex ratio). In column 1, I use the same two instruments but now with two endogenous 

variables, including foreign stock sex ratio and foreign stock number. The size is similar to the 

baseline model (which is 0.24) but significant only at 5%. The foreign stock number has very small 

 
75 The full-count census microdata is publicly available until 1940, but 1940 does not have immigration year data.  
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and not significant impact on single women’s occupation caregiving choices. In column 2, instead 

of 2SLS, I use Limited Information Maximum Likelihood, which will provide a better estimation 

with weak instruments. The result is very robust to this specification. In column 3, I show the 

reduced form, in which whether a single woman works in caregiving occupation is directly 

regressed on predicted sex ratio and predicted flow. The result is robust to the reduced form, in 

which a one unit increase in predicted sex ratio leads to a 9.3% increase in the likelihood that single 

women will work in caregiving occupations (recall that in the first-stage, a one unit increase in 

predicted sex ratio is correlated with a 0.377 increase in foreign stock sex ratio). Like the foreign 

stock number in column 1, column 2 similarly shows the small and non-significant impact that the 

predicted flow number has on single women’s occupation. In column 4, I show the OLS result 

where a one-unit increase in sex ratio is correlated with 6.8% increase in likelihood of working in 

caregiving occupation for single women, which is much smaller than the IV result.  

Table 1.19. Robustness Check 

 Two endo LIML Reduced OLS 
Stock Sex Ratio 0.267** 0.244***  0.0680*** 

 (0.103) (0.0797)  (0.0253) 
Stock Number 0.000221    
 (0.000425)    
Predicted Sex Ratio    0.0931***  

   (0.0241)  
Predicted Flow   -0.000233  
   (0.000148)  
Observations 134,066 134,066 134,066 134,066 
Note: Standard errors (clustered at states) in parentheses. *** p<0.01, ** p<0.05, 
* p<0.1. Here control variables include age dummies, whether mother was born 
in foreign country and whether father was born in foreign country. Fixed effects 
include state, immigration period, ethnic groups, and double interaction between 
these three variables.   

 

The downward bias of the OLS result might come from bargaining (across genders) in the 

contemporary generation of immigration. In an ethnic-state-cohort group that has a higher sex ratio 

for the foreign stock, single women might have higher bargaining power on the marriage market 

and are less likely to signal through opting into caregiving occupations. This will put a downward 

bias on the OLS result when first-generation male immigrants have the intention to select into 

states where men from the same ethnic group have higher bargaining power on the marriage market. 
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This correlation would be less of a problem in the IV result using first-generation immigration 

flow to study second-generation outcomes, with allocation across states using historical shares. 

1.7 Conclusion 

Occupation segregation is an important contributor to the remaining gender wage gap. 

However, why women sort into certain occupations, typically low-paying ones, remains an open 

question. Previous literature mainly approaches this issue through three broad explanations: human 

capital (Becker, 1985; Cobb-Clark and Tan, 2011; Cortes et al, 2018; Adda et al., 2017), gender 

norms and discrimination (Kuhn and Shen, 2013; Barigozzi et al., 2018), and preferences (Flabbi 

and Moro, 2012; Wiswall and Zafar, 2018; DeLeire and Levy, 2004; Buser et al., 2014). In this 

paper, I raise another dimension that might lead to occupation segregation by gender – marriage 

market signaling. I propose a model that features incomplete information on the marriage market, 

women born with vertically differentiated preferences on caring for children, and occupations with 

different caregiving levels. Men value women’s caregiving traits, which cannot be observed in the 

marriage market. In a Perfect Bayesian Equilibrium, some women work in caregiving occupations 

despite preferring other employment due to expected gains in the marriage market. 

The model generates three novel predictions, each of which I tested empirically. Prediction 

One states that women working in caregiving occupations have higher marriage rates. Using 

NLSY data, I show that single women whose first job involves more caregiving marry younger, 

even conditional on their expected age of marriage. Prediction Two states that with lower expected 

marital surplus, women are less likely to sort into caregiving occupations to signal. I support 

Prediction Two by studying the adoption of unilateral divorce laws under the DID design using 

the Current Population Survey 1968-2000. I find young single women are 2.6% less likely to work 

in caregiving occupations post policy shock. This pattern does not appear among young married 

women or young men (single or married). Prediction Three states that a higher male-female sex 

ratio encourages women to signal through caregiving occupations. To test Prediction Three, I 

construct instrumental variables from first-generation immigrants and apply these instruments to 

study the occupation choices of second-generation immigrants. Using the Decennial Census 1900-

1970, I find that a one unit increase in sex ratio leads to a 24.4% increase in the likelihood of 

working in caregiving occupations among young single women. This increase is smaller and less 
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significant among older single women and is not found among young married women or young 

men (single or married).  

My model provides new insights into why women’s employment in caregiving occupations 

has remained so persistent. However, several recent papers have found deteriorating labor market 

conditions for men (Autor et al., 2013; Autor et al., 2019; Cortes et al., 2018). My model predicts 

that these changes in men’s labor market will reduce the incentive for women to signal through 

occupational choice. Analyzing the impact on the next cohort of women will provide an important 

avenue for future research. Likewise, there have been various policies, implemented or proposed, 

across the Western world on providing for free or subsidized childcare. To the extent that these 

policies change men’s preference for partners on the marriage market, we may expect to see less 

occupational segregation among future cohorts. 
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 COVID19 AND CONSUMER ANIMUS TOWARDS 
CHINESE PRODUCTS: EVIDENCE FROM AMAZON DATA  

2.1 Introduction 

“Masks from China, no, no, no !!!!!!”  
                                                                       – A consumer review on Amazon.com 

 

Covid19 has tremendously affected all areas of our lives. As of April 2022, there have been 

more than 487 million reported cases and more than 6.14 million deaths from Covid19 

worldwide 76. In the United States, the total unemployment rate surged from 3.5% in January 2021 

to 14.7% in April 2021 77. The impact of Covid19, however, is not equally born by all. Researchers 

have studied the inequality in Covid19 impacts across genders (Adams-Prassl et al., 2020; Alon et 

al., 2020), races (Amuedo-Dorantes et al., 2021; Couch et al, 2020), immigration-status (Borjas 

and Cassidy, 2020), education (Adams-Prassl et al., 2020), and work arrangements (Adams-Prassl 

et al., 2020). This unequal burden is especially true for Asian Americans. Between March 28th to 

April 25th, 2020, Asian Americans witnessed a 6900% increase in initial unemployment claims in 

New York, compared to a rise of 1840%, 1260%, and 2100% for the white, black, and 

Hispanic/Latino workers. 78  

In this paper, we study the animus towards China from a new dimension – online shopping. 

Unfortunately, online platform has not been a pure land from discrimination. Previous literature 

has shown the discrimination towards certain racial or ethnic groups via online platforms such as 

eBay (Ayres et al., 2015), Airbnb (Kakar et al., 2018; Edelman and Luca, 2014), Blocket 79 

(Ahmed and Hammarstedt, 2008), local online retailing website (Doleac and Stein, 2013), and 

online carpooling markets (Tjaden et al., 2018).  

Since China was the first country to report cases of Covid19, it has led many to relate 

Covid19 with China. To make matters worse, there have been prominent political leaders that have 

used language to stigmatize China with blame and fear around Covid-19, including the ex-

 
76 Data reported by John Hopkins at https://coronavirus.jhu.edu/map.html.  
77 Data from Bureau of Labor Statistics https://www.bls.gov/charts/employment-situation/civilian-unemployment-
rate.htm. The unemployment rate has declined after April 2021, back to 3.8% as of February 2022.  
78 Change is measured compared with similar time in 2019 (March 30th to April 27th). Reported by CNN Business at 
https://www.cnn.com/2020/05/01/economy/unemployment-benefits-new-york-asian-americans/index.html. 
79 Blocket.se is one of the largest buy and sell sites for the housing market in Sweden.  

https://coronavirus.jhu.edu/map.html
https://www.bls.gov/charts/employment-situation/civilian-unemployment-rate.htm
https://www.bls.gov/charts/employment-situation/civilian-unemployment-rate.htm
https://www.cnn.com/2020/05/01/economy/unemployment-benefits-new-york-asian-americans/index.html
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president of the United States. On March 16th, 2020, the then U.S. President Donald Trump first 

called Covid19 the “Chinese virus” in his posts on Twitter and has used that language ever since 

in media interviews, at rally speeches, and on social media. Fox news, Newsmax and other fringe 

networks outlets have continued with this rhetoric. This rising animus towards China is further 

generalized to Chinese and Asians. Hahm et al. (2021) records the rise of anti-Asian (including 

Asian and Asian Americans) discrimination found within the Adult Resilience Experiences Study 

(CARES). Lu and Sheng (2020) finds an immediate rise in anti-Asian animus following the 

exogenous arrival of first Covid19 case locally, reflected by derogatory racial epithets in Google 

searches and Twitter posts. On employment, Amuedo-Dorantes et al. (2021) records declining 

entrepreneurship among Asian immigrants compared to non-Hispanic whites after January 2020, 

and find a substantial increase in exits from self-employment for Asian immigrants. More 

generally, Bartoš et al. (2021) provides evidence for rising hostility against foreigners from the 

EU, U.S., and Asia due to the Covid19 Crisis in the Czech Republic. This rising hostility towards 

foreign people can be partly explained from an evolutionary psychological perspective, where the 

chronic and contextually aroused feelings of vulnerability to disease motivate negative reactions 

to foreign (but unfamiliar) immigrants (Faulkner et al., 2004).  

The social media has further promoted the propagation of this animus. Croucher et al. (2020) 

studies social media use and finds that the more social media users believe that their most-used 

daily social media are fair/accurate/giving facts, the more likely that they believe Chinese pose a 

threat to U.S. He et al. (2021) analyzes anti-Asian hate speech on Twitter, and finds that in 2020, 

users who are exposed to hateful content are highly-likely to become hateful.  

This phenomenon of rising animus, however, is not unique to Covid19. Historically, 

researchers have observed rising animus or even hate crime towards certain ethnic groups post 

profound negative events, such as Arabs/Muslims post 9/11 attack (Kaushal et al., 2007); Germans 

post WWI (Ferrara and Fishback, 2020), Asians/Arabs post 7/7 attack (Hanes and Machin, 2014); 

and Muslims post Jihadi attacks (Ivandic et al., 2019). 80 

After Covid19, consumers might hold animus towards Chinese products, either out of 

prejudice (e.g., blaming China for the breakout of Covid19) or health concerns (e.g., worrying that 

Chinese products might carry the virus, which risk is low according to Centers for Disease Control 

 
80 On July 7th, 2005, there was a serious of suicide bombs attacks on London’s public transport system.  
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and Prevention 81). In this paper, we investigate how the animus towards China affects the Chinese 

products. To that end, we compile data covering all face masks sold on Amazon between 

September 1st, 2019 to September 7th, 2020, including the consumer reviews. We collect 

information on country-of-origin of a product from both seller-generated (e.g., product name, 

description, feature) and buyer-generated information (e.g., reviews and customer Q&A).  

To avoid the problems raised in Goodman-Bacon (2021) concerning the inclusion of two-

way fixed effects under the DID design when treatment time varies, we apply the fully-dynamic 

event study design as suggested by Borusyak and Xavier (2017). Under this design, we find that, 

despite no change in quality, the average rating of a product drops after being identified as made 

in China for the first time. This negative impact is U-shaped, which quickly expands in the first 

five weeks, and gradually fades out within six months. By further splitting Chinese product into 

high and low reputation using its average rating before the identification, we find that the U-shape 

decline in product average rating is driven by the high reputation ones. The same pattern is not 

found among products made in the U.S. or other countries-of-origin.  

The negative impact of the informative reviews can be explained by the direct (via its own 

rating) and indirect (via ratings given by other future reviewers) mechanism. The direct impact 

persists overtime through the high correlation of product average rating from day to day, and 

decreases in size unambiguously over time. The indirect impact is U-shaped, which first expands 

in size with more future consumers seeing the review, and then shrinks in size with fewer new 

consumers see and get affected by the review due to a rising time cost. The explanations via direct 

and indirect mechanisms are then supported by studying the negative impacts (lagged) informative 

reviews have on product average rating. Our results are not driven by quality difference between 

Chinese and non-Chinese products, which is potentially controlled by the product fixed effects. 

We provide further evidence against the quality story by analyzing the informative reviews and 

collect information on whether it contains any complaint about product quality. Results on total 

impacts and indirect impacts are very similar using the informative-animus reviews without quality 

complaints.  

The remainder of this paper is organized as follows: Section 2.2 describes our data and 

treatment; Section 2.3 specifies our event study design, shows the results, and explains the 

 
81 Refer at CDC: https://www.cdc.gov/coronavirus/2019-ncov/more/science-and-research/surface-transmission.html.  

https://www.cdc.gov/coronavirus/2019-ncov/more/science-and-research/surface-transmission.html
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mechanisms behind the results; Section 2.4 provides further evidence and discussions for the 

mechanisms raised in Section 2.3; Section 2.5 concludes our finding and discuss its significance.  

2.2 Data 

2.2.1 Data Introduction 

Amazon is the largest online retailer. In 2021, it is estimated to account for 41% of the total 

retail ecommerce sales in the U.S., followed by Walmart Inc. (6.6%), eBay (4.2%), and Apple 

(4.0%) 82. Unlike eBay, Amazon does not have a character limit on its reviews, which promotes 

the richness of information expressed in the consumer reviews. 83 We therefore choose Amazon as 

the online platform to study, and collect data both from Keepa.com and by ourselves.  

Product Information 
Keepa.com is an online platform tracking products listed on Amazon. For each product, it 

provides its current and historical information, including product name, product description, price, 

sales rank, total number of customer ratings, average rating, ASIN, seller information, first day the 

product is listed, etc. 84  ASIN is Amazon’s Standard Identification Number, which uniquely 

identifies a product that is very narrowly defined (e.g., the same face mask sold by the same seller 

but of different color or size could be given two separate ASINs). This level of precision gives us 

the confidence that the product is identical over time under the same ASIN. 85 In this paper, an 

ASIN and a product is used interchangeably.  

One highlight of Keepa.com is that it tracks products (identified by the same ASIN) overtime 

and provides high-frequency data 86. For convenience of use, we aggregate data on a daily or 

weekly basis to construct the panel data that vary by ASIN and date/week. Despite the great 

richness of data, Keepa.com does not retain information for delisted products. Once a product gets 

 
82 Data estimated by eMarketer at https://www.emarketer.com/. 
83 There is an 80-character limit on reviews posted on eBay. Compared to Amazon, reviews that express animus 
towards China on eBay and Yelp.com are very rare.  
84 Amazon does not reveal the actual sales of a product to the consumers. Instead, it provides the sales rank of a product 
under a specified category.  
85 There are some cases that multiple sellers are selling the same product under the same ASIN (e.g., on September 
7th, 2020, only 24.02% of face masks sold on Amazon have multiple sellers). This, however, would not affect our 
analysis since we study animus towards Chinese products, and the key is to track products instead of sellers.  
86 Most products’ information is updated several times daily (see https://keepa.com/#!faq).  

https://www.emarketer.com/
https://keepa.com/#!faq
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delisted from Amazon, Keepa.com will also remove its data within two weeks, leading to data 

selection concerns. In our data, however, data selection is not a big problem. We tracked 1630 face 

masks that are listed on Amazon on September 18th, 2020, and find that only 129 (or 7.91%) of 

them get delisted until August 15th, 2021.  

To better study customer animus towards Chinese products, we focus on the face mask, a 

product that might be sensitive to many customers post-Covid19. We restricted our sample to 

products listed on Amazon that meets the following three criteria: (1) have the key word “face 

mask” in product name; (2) have at least 3 ratings; and (3) fall under the “Health and Household” 

category. We then manually examine these products to exclude irrelevant ones that pass the three 

filters and further drop the ones with missing key variables. 87 The number of products retained in 

the final sample comes down to 1400.  

Review Information 
Keepa.com does not provide data on customer review details. We therefore manually 

collected all review data that are publicly available to Amazon customers for the products we are 

tracking. This data includes, for each review, reviewer name, date of review, review headline, 

review body, review rating, country of the reviewer, and helpful votes. 88 For each product, we also 

collect the information on top (positive or critical) reviews. 89 For details on Amazon’s regulation 

of consumer reviews, see Data Appendix.  

Matching Products with Reviews 
We link the products and reviews by ASIN and date. In our sample, the first face mask sold 

on Amazon which is now still in operation dates back to July 18th, 2011. We restrict our research 

period from September 1st, 2019 to September 7th, 2020 for ease of comparison before and after 

the shock of Covid19 and also for consistency of Amazon policy. 90 In the final sample, we have 

 
87 Typical examples of such products include face mask straps, face mask filters, and ear savers for face mask. 
88 For an existing review, customers could click on “helpful” button to support the review. Reviews with the highest 
number of helpful votes would be displayed at the top of the review pages under “top positive review” or “top critical 
review”, depending on the rating given by the reviewer.  
89 For most of the products in our data, Amazon listed the top positive and top critical reviews. 
90 Our choice of study period covers the time pre and post the breakout of Covid19 – January 23rd, 2019. This is the 
time that city of Wuhan (China) is sealed and the time that people worldwide are aware of this virus. Also see 
https://www.marketplacepulse.com/articles/amazon-replaces-reviews-with-ratings for the change in policy on 
Amazon on the rating policy since September 2019. Before the change, customers need to leave a comment if they 
want to leave a rating for a product. After the change, customers can rate a product without leaving a review text. We 
therefore choose the time period after the change of this policy.  

https://www.marketplacepulse.com/articles/amazon-replaces-reviews-with-ratings
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1400 products and over 70,000 reviews. Note that when we collapse the data into panel of 

date/week by product, the panel is unbalanced due to arrival of new products during the research 

period. Figure 2.1 shows the arrival of new face masks sold on Amazon by day. There is a rising 

number of new face masks sold on Amazon after the breakout of Covid19 (Jan. 23rd, 2019), which 

peaks on June 8th, 2020, and decreases after that.  

 

 

Figure 2.1. Number of New Face Masks Sold on Amazon by Day 

2.2.2 Data Treatment  

Identify Chinese Products 
Amazon does not require sellers to reveal the countries-of-origin for products. Therefore, we 

collect information on a product’s revealed origin country from several sources – product name, 

product description/details/features, consumer reviews, and customer question and answer (Q&A). 

All this information is also available to real customers. 91  

 
91 Through our analysis, we try to mimic a real customer and avoid using any information which is beyond the reach 
of real customers.  
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We first analyze the product name and descriptions/details/feature and collect information 

on whether a product is made in China. Since this information is provided by the seller herself and 

does not vary over time, we classify the product as self-identified as Chinese and there is no change 

in the revealed origin country of the product over time in this case. We then analyze the texts of 

reviews (including the review headline and review body) and pick out all reviews that mention 

China. 92 Within these reviews, we manually go through them and collect information on whether 

a review actually identifies the product as made in China. 93  We also use information from 

customer Q&A, where typically a customer poses a question and sellers or other customers would 

leave an answer. We manually collect information on country-of-origin and date that a product is 

first credibly revealed as Chinese. 94 Note that not all products have the customer Q&A section, 

but “Is it made in China” is a very common question for most face masks with customer Q&A. 95 

Combining all the information sources above, we are able to identify 386 products made in 

China out of 1400 face masks as of September 7th, 2021. Since customers might hold animus 

towards Chinese products, only 24 products are self-identified as Chinese, with 93.8% of the 

Chinese products either identified from reviews or customer Q&A.  

There could be cases where Chinese products are not yet identified as of the last day of our 

research period, but this case shall not be problematic for our study. We carry out the research 

trying to look exactly from the view of real consumers and we have access to exactly the same 

information as real consumers do. If we do not observe a product to be made in China, neither do 

real consumers. And if consumers do not know that a product is Chinese, they would not have hold 

animus towards the product either. What matters eventually is not whether a product is actually 

 
92 Specifically, we picked out all reviews that mention China or Chinese, in upper or lower case. We also tried racial 
slurs against Chinese (e.g., Ching Chong), but did not spot such cases in our data since Amazon removes comments 
with offensive language. We find a few reviews which use the expression of “foreign spelling” but we did not count 
such products as Chinese since it could be from any other non-English-speaking countries. There is also one rare case 
where customer refers to China as “the communist country”. In most of the cases, the use of China/Chinese is adequate 
to identify Chinese products. 
93 There are a few cases where a review mentions China but does not identify the product reviewed as a Chinese 
product. E.g., “Overpriced with a bit of price gouging and excessive shipment cost but what can one do these days? 
At least they are not from China.” 
94 If the seller or manufacturer replies and mentions that the product is made in China, we think this information is 
credible. If it is the consumers that mentioned a product is made in China, we check the answers of other consumers 
to make sure the information is credible. For credible answers, we then track the first date that it identifies a product 
as a Chinese product. Typical non-credible answers could include answers like “I guess this is made in China” or 
competition out of malicious purpose e.g., “Do not buy this product, it is made in China. If you want to buy safe 
products satisfying FDA standard, you can find them at (links for other sellers)”.  
95 In our sample, about 65% of the products has customer Q&A.  
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made in China, but whether a product is “revealed” or “identified” and known to consumers as 

Chinese.  

Types of Reviews 
We analyze the review content (including both the headline and body of a review) and divide 

reviews into three categories based on the information provided and attitudes expressed towards 

China or Chinese products: non-informative, informative-neutral, and informative-animus. 96 The 

non-informative reviews do not provide any information on the Chinese identity of a product. The 

informative reviews, on the other hand, reveal the Chinese identity of a product. The informative 

reviews are further divided into “neutral” and “animus” depending on whether expressing animus 

towards China or Chinese products. For the informative reviews, we also collect information on 

whether a review expresses any complaint about the quality of the product.  

In data, among a total of 70,136 reviews, there are 1201 reviews that mention China/Chinese, 

within which only 132 reviews are non-informative. 97 Among the 1069 informative reviews, 826 

reviews (or 77.3%) express animus towards China or Chinese products, and only 243 reviews (or 

22.7%) are neutral. As for product quality, 25.8% (or 276) of the informative reviews contain 

complaints about quality, while 74.2% (or 793) of informative reviews are not about product 

quality. See Table B.1 in Appendix for examples of each type of informative reviews. Despite the 

small number of informative reviews, their impacts could be larger since they catch more attention 

from other customers reflected by more helpful votes 98. Within our sample, a review on average 

gets 2.58 helpful votes. For an informative review, however, this number is 5.84, with informative-

neutral reviews get 4.28 helpful votes and informative-animus reviews get 6.30 helpful votes.  

Figure 2.2 shows the distribution of ratings within all Chinese products identified by the end 

of our research period, by non-informative and informative reviews. For the non-informative 

reviews, 50.04% give 5-star rating while only 20.36% give 1-star rating. This pattern is reversed 

within informative reviews, where 56.22% give 1-star rating and only 12.07% give 5-star rating. 

 
96 Specifically, we first use keyword of China/Chinese to pick out the reviews which mentions China. Within these 
reviews, we manually go through them to collect information on three questions: Does this review express animus 
towards China/Chinese products? Can we identify this product as Chinese? Does this review contain any complaint 
about quality of the product? 
97 An example of non-informative review that mentions China/Chinese is (review body): “Made in USA and much 
better than ones we’ve bought made in China.” 
98 By default, customers are more likely to see reviews with more helpful votes since reviews are shown in descending 
order in terms of number of helpful votes they get. This could be changed by the consumer if she wishes to review the 
comments in order of date instead of by number of helpful votes. 
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Within informative reviews, on average, the neutral ones give higher ratings than the animus ones, 

and the share of animus reviews decreases by ratings. From 1-star to 5-star ratings, the share of 

animus reviews among the informative reviews are, respectively: 96%; 81%; 64%; 45%; and 23%.  

Table B.2 in Appendix shows some examples of informative-animus reviews from consumers at 

each rating.  

 

 

Figure 2.2. Rating Distribution of Chinese Products by Review Category 
Note: Sample is limited to Chinese products identified by the end of research period. 
Reviews are divided into non-informative, informative-animus, and informative-neutral, 
with the last two categories stacked.   

 

Other Countries of Origin 
We apply similar analysis for other countries to collect information on products’ countries-

of-origin by first searching the country names and then manually analyzing the reviews and 

customer Q&A to correct mis-information. 99 See Figure 2.3 for summary of country-of-origin.  

 
99 Specifically, to correct for cases where a country name is mentioned in the review but the review does not identify 
the country-or-origin of the product; or cases where the customer Q&A mentions the country-or-origin but is not 
credible. We use the name list of countries from the World Bank to search within the relevant reviews. Considering 
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Figure 2.3. Share of Products by Country-of-Origin 

By the end of our research period, 60.50% of the products’ countries-of-origin remain to be 

unknown. For the known ones, the face masks sold on Amazon in the U.S. are revealed to come 

from 21 countries, including U.S. itself. Out of the 1400 face masks in our sample, China is the 

biggest country-of-origin identified (25.43%), following by USA (10.14%), with the rest of the 

countries summing up to less than 4% of the face masks.  

2.2.3 Summary Statistics on Chinese Products 

Table 2.1 below compares the products from China and other countries (including the 

unknown) at both the first and last day in the research period. Comparing the price, there is no 

evidence that Chinese products charge lower prices after Covid19. If anything, the average price 

of face masks sold on Amazon is slightly higher for Chinese ones at the last day of the sample 

 
cases where a country is mentioned in the reviews but under an alternative name, we slightly change the name list to 
improve the chances a country name is identified. If a product is said to come from Korea without further specification, 
we will take it as South Korea. For United States, we use the key words of, in upper and lower cases, United States, 
USA, U.S., and America. A product is only identified as U.S. if it is confirmed in reviews or Q&A as made and 
shipped within the U.S., and not identified with other countries-of-origin.  
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period. For average rating, Chinese face masks have similar average rating to those from other 

countries, both at the start and end of the research period. 100 On average, the Chinese products 

have more sales than non-Chinese ones, but this gap becomes smaller at the end of research period. 

Chinese face masks receive more ratings than non-Chinese products, and the number of ratings 

greatly expanded during the research period for all products. 101 At September 1st, 2019, Chinese 

sellers are on average in business for shorter time, which is reversed by September 7th, 2020, due 

to the arrival of new products during the research period.  

Table 2.1. Summary Statistics (Mean Only) 
 Sep. 1st, 2019 Sep. 07th, 2020 

 Chinese Others Chinese Others 
Price 16.27 16.71 18.17 17.84 
Average Rating 4.06 4.11 4.06 4.08 
Rescaled Sales Rank 55.47 37.65 53.63 48.56 
Number of Rating 21.96 3.57 458.43 161.84 
Days in Business 697 728 175 113 
ASIN count 27 16 396 1014 
Note: Summary statistics are based on the first day (September 1st, 2019) and last 
day (September 7th, 2020) of our sample. Amazon does not provide actual number 
of sales, and only provides the sales rank under a specific product category. In 
this table the sales rank is re-scaled from 0 to 100, where a larger index means 
more sales.   

 

2.3 Event Study 

2.3.1 Empirical Model 

In this section, we perform an event study on the impact on average rating for a product to 

be identified as made in China for the first time. Goodman-Bacon (2021) has pointed out problems 

associated with the inclusion of two-way fixed effects under the DID design when treatment time 

varies. We therefore apply a fully-dynamic design of event study in this part, as suggested by 

Borusyak and Jaravel (2017). Regression below specifies the empirical model:  

 it k ik X it i t itk
Y Treat Xα β β θ θ ε∞

=−∞
= + + + + +∑                               (2.1) 

 
100 Note that this is not inconsistent with our main results as the effect of identification on average rating is short-lived. 
101 This could be related to the rising of sales of face masks or that the share of consumers who leaves a rating changes 
overtime. However, since we do not observe the actual number of sales of a product from Amazon, we cannot 
distinguish between the two cases.  
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The data are aggregated on week-product level as panel. The dependent variable is the 

average rating, which varies by product (ASIN) i and time (week) t. ikTreat  is a dummy variable, 

which equals one if at time t, product i is k weeks from first time ever being identified as made in 

China from reviews. Specifically, 1k t K= − +  where K denotes the time when a product is first 

time ever being identified as Chinese. The time difference k can be positive or negative/zero, 

depending whether time t is after or before/equals identification time K, and k equals one at the 

first week a product is ever identified as Chinese. Control variables itX  include price and sales 

rank 102. iθ  is product fixed effect, which absorbs potential quality difference across products103. 

tθ  is time fixed effect, which absorbs any potential common supply-side (e.g., scarcity of product) 

or demand-side variations (e.g., change of policy on requirement of wearing face masks). This 

event study design provides good exogenous variation under the assumption that conditional on 

time and product fixed effect as well as the price and sales of a product, the arrival of a review that 

first time reveals the Chinese identity of a product is random.  

2.3.2 Empirical Results 

Main Result of Event Study 
Results of event study are shown in Figure 2.4. There is no evidence of declining trend of 

average rating before a product is identified as Chinese. However, once a product is identified as 

made in China, the average rating declines. This drop persists over time and fades out in six months. 

At the first several weeks (before week -39), there is a large rise in average rating, and in the last 

several weeks (after week 30), there is a sudden drop of average rating. Both these patterns are a 

bit inconsistent with the data in between. This may be due to sample size for the first and last 

several weeks, and these coefficients are driven by just a few products (e.g., for time difference 

before -41 and after 27 weeks, there are fewer than five products). Appendix Figure B.1 shows the 

count of products for each time difference k (in weeks). For the first week being even identified as 

Chinese, the confidence interval is much wider than other weeks close in time. This may be due to 

 
102 Both controls take logs. The sales ranks are limited under the same category of Health and Household, so they are 
comparable. The ideal variable would be actual sales but unfortunately Amazon does not provide data on the actual 
sales of products. We therefore use sales rank to proxy for actual sales on Amazon, with larger rank meaning smaller 
actual sales amount.  
103 Since ASIN can precisely identify a product even up to color and size, we are confident that the quality of the 
product under the same ASIN does not vary over time. 
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collapsing day into weeks, and the first week therefore contains a mixture of “will-be” and “just” 

treated Chinese products. 104 

The result provides evidence for consumer animus towards Chinese products. The average 

rating first drops and slowly recovers since the informative reviews affects average rating both 

directly and indirectly. The direct mechanism refers to the impact of a review on the average rating 

through its own rating. As shown in Figure 2.2, most of the informative reviews are informative-

animus and give low ratings, which directly lower the average rating of a product. The direct 

impact decreases over time unambiguously. 105 The indirect mechanism refers to the impact of a 

review on the average rating through ratings given by other (future) customers. Since over time, a 

growing number of (future) consumers see an existing informative review, the indirect impact of 

the review first increases. However, with the arrival of new reviews, consumers are also less likely 

to see an existing informative review due to higher time cost going back to more outdated reviews. 

Therefore, the indirect impact first grows over time and then decreases. Combining the direct and 

indirect impact therefore gives us a U-shaped total impact. It is unlikely that this pattern is driven 

by difference between the product quality of Chinese products compared to others. Since ASIN is 

very narrowly defined, which ensures the precise tracking of the same face mask, the product fixed 

effect will absorb any quality difference between products. The actual quality of a product does 

not change upon the time point that it is identified as Chinese, and as shown in the data section, 

74.2% of the informative reviews are not about quality.  

In the next section, we will provide more evidence and explanation of the direct and indirect 

impacts of the informative reviews, as well as having more discussion to distinguish our results 

from explanation via product quality.  

 

 
104 To be specific, weeks are collapsed relative to the September 1st, 2019, the start time of the sample. The time in 
week is therefore “absolute time” that can reflect actual time, and therefore the inclusion of time fixed effect can 
account for time-varying information such as product scarcity. To be consistent, the “weeks since being identified as 
a Chinese product” is also measured using this “absolute time” and then subtract the week being first identified and 
plus one. Therefore, the “first week” will be collapsed within a mixture of will-be-treated and just-treated days. E.g., 
a product is identified as Chinese in the sixth day of week N, then week N is the first week for identification. However, 
the average rating (as well as prices and sales rank) in first week contains information of (averaged across) both the 
will-be-treated (day one to five of the week) and just-treated (day six and seven of the week) days. Therefore, the 
variance is larger and confidence interval is wider in the first week of identification.   
105 However, we cannot precisely pin down the impact of one extra rating on the average rating of a product due to 
ambiguity of Amazon’s algorithm in calculation. Before 2015, Amazon uses simple/unweighted average to calculate 
the average rating. In 2015, Amazon switched to a more complicated machine-learning algorithm. See Appendix for 
more details.  
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Figure 2.4. Event Study for Chinese Products 

Heterogenous Impacts across Subgroups 
We then study the heterogenous impacts of consumer animus across high and low reputation 

Chinese products. Based on the average rating for the week right before a product is identified as 

Chinese (at 0k = ), products are divided into high-reputation (above-median) and low-reputation 

(below-median) groups. Results are shown in Figure 2.5 and 2.6.  

The Event Study results among all Chinese products are driven by Chinese products of 

higher reputation. As shown in Figure 2.5, before being identified, Chinese products with high 

reputation have a clear increasing pattern. Once identified, its average rating decreases, with the 

negative impacts fading out within 6 months. For the low-reputation products, however, being 

identified as Chinese has little impact, since they already had low average rating even before the 

identification. Similar as above, results at both ends of the time have fewer products and should 

be interpreted with caution. 106  

 

 
106 Specifically, for the high-reputation group, weeks before -29 and after 24 have fewer than 5 products. For the low-
reputation group, weeks before -37 and after 23 have fewer than 5 products.  
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Figure 2.5. Event Study for Chinese Products – High Reputation 

Note: Chinese products are divided into high-reputation (above-median) and 
low-reputation (below-median) ones depending on their average rating at the 
week right before a product is identified as Chinese.   

 
Figure 2.6. Event Study for Chinese Products – Low Reputation 

Note: Chinese products are divided into high-reputation (above-median) and low-
reputation (below-median) ones depending on their average rating at the week right 
before a product is identified as Chinese.   
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Placebo Using Other Countries  
We perform the same event study using, respectively, products from U.S. and all other 

countries (excluding U.S. and China). Placebo results are shown in Figure 2.7 and 2.8.  

There is no similar pattern of a drop in average rating for U.S. and other countries-of-origin 

products as the Chinese ones. If anything, there is a declining trend in the average rating for these 

products, which stops when their countries-of-origin are identified. The placebo result further 

supports our interpretation that consumers hold animus towards China and Chinese products. Note 

that as shown in Figure 2.7 and 2.8, since only 10.14% products are U.S. and less than 3.93% of 

the products have other countries-of-origin (besides China and U.S.), the sample sizes of the 

placebo tests are also much smaller than the main result. 107  

 

 

Figure 2.7. Placebo Event Study of Non-Chinese Products – U.S. 
Note: Non-Chinese products are further divided into U.S. products and 
products from all other countries besides China and U.S. A product is classified 
as U.S. only when it is both identified/confirmed as U.S. and there is no 
information suggesting the product has other countries-of-origin in the reviews.   

 
107 For U.S. products, weeks before -15 and after 22 have fewer than 5 products. For other countries’ products, weeks 
before -3 and after 10 have fewer than 5 products.  
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Figure 2.8. Placebo Event Study of Non-Chinese Products – Other Countries 
Note: Non-Chinese products are further divided into U.S. products and products from 
all other countries besides China and U.S.   

 

Robustness Checks 
We carry out two robustness exercises. First, we further combine information from customer 

Q&A in identifying the time that a product is ever identified as Chinese. Results are in Figure 2.9. 

The pattern is similar to our main result, with drop in average rating after a product being identified 

as Chinese for the first time, and this negative impact fades out within 6 months. Compared to the 

main result, however, there is decreasing trend of average rating before the identification.  

For the second robustness check, we use the cumulative share of 1-star rating reviews as the 

dependent variable, instead of product average rating. Results are in Figure 2.10. There is a rise in 

the cumulative shares of 1-star rating reviews after a product is identified as made in China for the 

first time, which fades out in 6 months. However, there is also pre-trend of increasing share of 1-

star rating reviews before the identification.  

Overall, results are similar to the main analysis, but with some pre-trends. 
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Figure 2.9. Event Study for Chinese Products – Combining Reviews and Customer Q&A 

 

 

 

Figure 2.10. Dependent Variable Using Share of 1-Star Reviews 
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Event Study on Price 
We carry out the same analysis on price. The dependent variable is now the log of price, and 

controls are now average rating and sales. Product and time fixed effects are included as in the 

main analysis.  

 

 

Figure 2.11. Event Study for Chinese Products – Dependent Variable Using Log of Price 

As shown by results in Figure 2.11, there is no drop in price as we found in average rating. 

There is no evidence that sellers lower the price in response to products being identified as made 

in China. This is different from the finding in Lucking‐Reiley et al. (2007) about the measurable 

effect of seller’s rating on the prices on eBay. The difference in findings might relate to the product 

scarcity of face masks, especially during the first several months after the breakout of Covid19. 

Due to scarcity, consumers have limited ability to switch away from a Chinese face mask even if 

they hold animus towards it, and sellers therefore do not have the incentive to lower the price. 

Cabral and Xu (2021) studied the price gouging behavior of 3M masks sellers on Amazon due to 

product scarcity, and found that between mid-January to mid-March 2020, these masks charge 

2.72 times higher price than Amazon sold them in 2019. We will provide more evidence in the 

empirical part below on product scarcity and consumer’s response to it.  
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2.4 Direct and Indirect Impacts 

As explained in Section 2.3, an informative review can have direct and indirect impacts on 

the product average rating. In this section, we will provide more discussion and evidence on these 

direct and indirect impacts. We will also provide more evidence on the animus consumers hold 

towards Chinese products, further distinguishing our results from the quality story, and discuss the 

logic behind consumers’ purchasing behavior with rising animus.   

2.4.1 Impacts of Informative Reviews – Direct and Indirect 

There are two mechanisms by which an informative review can affect the average rating of 

a product. The direct mechanism specifies that an informative review affects the average rating of 

a product by directly going into the calculation of the average rating 108. The indirect mechanism 

specifies the impact an informative review has on the average rating by affecting the (future) 

ratings left by other consumers.  

For the direct impact, as shown in the data section, since a much higher share of informative 

reviews give 1-star ratings, they have an unambiguous negative direct impact on the average rating. 

In the Appendix, we show that conditional on the price, sales, average rating, as well as the product 

and time fixed effect, the ratings are 1.35-star lower for the informative reviews and 1.82-star 

lower for the informative-animus reviews, which is a large difference for a rating system that 

ranges between one and five. The direct impact decreases over time with arrival of new reviews 

and the informative review being more outdated. 109 In the Appendix, we also show that the product 

average rating is highly correlated over time in our sample (correlation coefficient equals 0.97). 

110  Through the high correlation of average rating, the negative direct impact persists, but 

decreases in size over time.  

For the indirect impact, an informative review can affect the future ratings via other (future) 

reviewers who read the existing informative review. Previous researchers have found similar 

“indirect impacts” where one negative opinion invites another. Cabral and Hortacsu (2010) finds 

 
108 To be specific, the rating of the review is used in the calculation of the average rating.  
109 Essentially, it is the weight assigned to the informative review in calculation of average rating decreases over time. 
However, since Amazon uses a machine-learning algorithm of calculating product average rating after 2015, and that 
Amazon might have more information than what is publicly available to a customer, we cannot specify the change of 
this weight overtime.  
110 This controls for price, sales rank, product fixed effect, and time fixed effect. The correlation is 0.98 without these 
controls.  
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that after a seller receives the first negative feedback, subsequent negative feedback arrives 25% 

more rapidly than the first one, leading to an increase in the negative feedback rate. Moe and 

Trusov (2011) also find that the previously posted ratings significantly affect future rating behavior. 

Specific to animus, He et al. (2021) finds users exposed to hateful contents on Twitter and highly 

likely to become hateful. There could be several cases for the indirect impact to work. First, an 

informative review provides information which might not be previously known or noted by a 

consumer. 111 A discriminative consumer could choose to leave a low rating for the product after 

knowing a product is Chinese from an informative review. The informative review does not need 

to be the first review ever to identify the Chinese product, since consumers will pay higher time 

cost to find more outdated reviews. 112  Second, since 77.3% of the informative reviews express 

animus towards China or Chinese products, this might increases the likelihood that a future 

consumer leaves a low rating out of animus either due to increase in animus towards China or 

decrease in cost of expressing animus. There is no evidence that consumers are more likely to 

leave a review (informative or not) after the product is identified as made in China. If anything, 

the average ratio of number of reviews over number of ratings see a small decreases for a Chinese 

product after the identification (see Appendix). 113 In both the “extra information” case and “higher 

likelihood of expressing animus” case, the future consumer could also choose to click on “Helpful” 

to increase the helpful votes for the informative review. The increase of number of helpful votes 

would affect the weights assigned to the informative review in calculation of average rating, as 

well as increase the probability that another future consumer will see this existing informative 

review. 114  

Comparing the direct and indirect mechanism, the direct mechanism is a “one-time shock” 

which persists over time via correlation of average rating overtime; the indirect mechanism, 

 
111 There could be cases when a product is already self-identified as Chinese, or that previous reviews or customer 
Q&A has already mentioned the product is made in China, but a consumer does not notice the information.  
112 A consumer can choose to look at the reviews sorted by date so that more outdated reviews might have a higher 
cost to be seen by a future consumer. As regulated by Amazon, each review page only contains 10 reviews. We 
consulted the customer service and up to our knowledge, there is no method that a customer can adjust the number of 
reviews per page shown to her.   
113 However, there is no significant decrease observed for products of other countries-of-origin.  
114 See https://www.feedbackwhiz.com/blog/how-does-amazon-calculate-product-ratings/ for what might affect the 
weight assigned to a review rating to the calculation of average rating of a product. These factors might include, 
verified purchase, number of helpful votes, age of the review, and the richness and length of the review text.  

https://www.feedbackwhiz.com/blog/how-does-amazon-calculate-product-ratings/
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however, has “several shocks” with more and more future consumers seeing the informative 

reviews.  

2.4.2 Empirical Model and Results 

To provide empirical evidence on the change of direct and indirect impact overtime, we use 

the empirical models below:  

,it i t m X it i t itY S Xα β β θ θ ε−= + + + + +                                           (2.2) 

1 , 2 ,it i t m i t m X it i t itY S Y Xα β β β θ θ ε− −= + + + + + +                                   (2.3) 

To better observe the variation of impacts over time, data here is collapsed into product by 

day panel (instead of week as in the event study). 115 The dependent variable here is the product 

average rating, which varies by product i and day t. ,i t mS −  denotes the share of informative (or 

informative-animus) reviews of product i on day t-m ( [0, 1]m t∈ − ), which is the m-day lag of 

share of informative reviews. ,i t mY −  denotes the m-day lag of the product average rating. Similar as 

in the event study analysis, controls contain log of price and sales rank, and we include the product 

and time (day) fixed effect.  

Comparing these two specifications, β  captures the total impact of informative reviews, 

both directly and indirectly; 1β  captures only the indirect impact, since ,i t mY −  has controlled for the 

direct impact which persists via the high correlation of average rating. Results using informative 

reviews are shown in Figure 2.12 and 2.13, with Figure 2.12 showing total impacts and Figure 

2.13 showing indirectly impacts. 116  

As explained above, the total impact is U-shaped over time, which size first expands over 

the first week and then gradually shrinks (at a faster speed during week 2 to 7, and then at a slower 

speed). The indirect impacts show a similar pattern as the total impact, but of a smaller size. In 

first week, the indirect impact expands with many more future consumers seeing the informative 

review; then during the second to fourth week, the indirect impact remains at similar size with 

 
115 Note that in the event study, we only care for the first time ever a product is identified as Chinese and collapsing 
into weeks does not really lose much information. Here, however, we take into account all informative reviews, and 
daily data will give us more variation.  
116 Since data is now collapsed into product-day (instead of week), I only show the first 12 weeks here for clarity of 
data.  
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more future consumers continuing to see the informative review; after the fourth week, the size of 

the indirect impact shrinks overtime due to fewer and fewer future consumers see the review due 

to rising time cost of going through the product review pages. This provides supporting evidence 

of our story of how an informative review affects future consumers over time. In Appendix Figure 

B.2 and B.3, we carry out the same analysis using the share of informative-animus reviews. The 

patterns are similar but that the impacts of informative-animus reviews are more negative. This is 

because, on one hand, the informative-animus reviews give on average lower ratings, and thus 

have larger direct impact; on the other hand, the indirect impact is also larger, since (as discussed 

above), the informative-animus reviews can work through the “higher likelihood of expressing 

animus” besides the “extra information” indirect mechanism. This explanation is supported by 

larger (in size) indirect impacts of informative-animus reviews (Figure B.3) compared to the 

informative ones (Figure B.2).  

 

 

Figure 2.12. Average Rating and Share of Informative Reviews (Total Impact) 
Note: Standard errors clustered by ASIN. Controls include price, sales rank, and lag of share 
of informative-animus reviews, with the x-axis showing the days for this lag.   
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Figure 2.13. Average Rating and Share of Informative Reviews (Indirect Impact) 
Note: Standard errors clustered by ASIN. Controls include price, sales rank, lag of share of 
informative-animus reviews, and corresponding lag of average rating, with the x-axis 
showing the days for this lag.  

2.4.3 Animus versus Quality 

One might worry that instead of the animus towards China, the negative impact of 

informative reviews is driven by the lower quality of products made in China. As we have shown 

in all previous results, this is unlikely to be the case since the quality difference has already been 

controlled by the inclusion of product fixed effect. In this part, we provide further evidence against 

the quality explanation.  

For the informative reviews, we analyze the texts of reviews and collect information on 

whether a review contains any complaint about the quality of the product. As stated in the data 

section, 74.2% of informative reviews are not about product quality. To show that animus instead 

of product quality drives the story, we now carry out the analysis again using the share of 

informative-animus reviews that do not contain any complaint about the quality of the product. 

Results are shown in Figure 2.14 and 2.15, which is very similar to the pattern using all 

informative-animus reviews (in Appendix). If anything, using informative-animus reviews that do 

not contain any quality complains give slightly larger-size coefficients at the peak than using all 
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informative-animus reviews. These results give strong evidence that our findings in this paper are 

not driven by the quality story, but rather show consumer animus towards China and Chinese 

products.  

 

 

Figure 2.14. Average Rating and Share of Informative-Animus Reviews with No Quality 
Complaint (Total Impact) 

Note: Standard errors clustered by ASIN. Controls include price, sales rank, and lag of share 
of informative-animus reviews that do not contain any complaint about product quality, with 
the x-axis showing the days for this lag.   
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Figure 2.15. Average Rating and Share of Informative-Animus Reviews with No Quality 
Complaint (Indirect Impact) 

Note: Standard errors clustered by ASIN. Controls include price, sales rank, lag of share of 
informative-animus reviews that do not contain any complaint about product quality, and 
corresponding lag of average rating, with the x-axis showing the days for this lag.   

2.4.4 Animus and Purchase – Information Friction and Product Scarcity 

It is an interesting question why consumers buy the Chinese products at first place if they 

hold animus towards them. Why do they choose to buy a Chinese product and then leave a low 

rating or a review expressing the animus, instead of simply buying a non-Chinese product? There 

are mainly two reasons behind it: information friction and product scarcity.  

The information friction explanation states that the consumers simply do not know that a 

product is made in China before they come across the informative review. This could either 

because there is no information revealing the Chinese identity of the product; or that there is such 

information, but the consumer missed it due to the time cost of collecting country-of-origin 

information for a product. As a piece of evidence for information friction, among the 386 Chinese 

products identified as of September 7th, 2021, only 24 products are self-identified. The product 

scarcity explanation states that due to the scarcity of face masks, especially during the first several 

months after the breakout of Covid19, there is limited choice on Amazon, and consumers are 

restricted from switching away from Chinese products. Cabral and Xu (2021) recorded and studied 
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such scarcity in 3M face masks and price gouging behavior of sellers on Amazon mid of January 

to mid of March, 2020. In our sample, there are only 43 products at the start of the research period, 

with 62.8% of them made in China. Appendix Figure B.1 shows the arrival of new products by 

day within the research period. There is also supporting evidence for these two explanations from 

the reviews (see Table B.3 in Appendix for some typical examples).  

2.5 Conclusion 

Covid19 has tremendously affected all areas of our lives and our online shopping behaviors 

have not been immune. China is the first country to report cases of Covid19, and suffers from 

rising consumer animus towards its products, either out of prejudice or health concerns. Amazon, 

the largest online shopping platform, has witnessed this rising consumer animus.  

In this paper, we provide evidence of this rising consumer animus towards Chinese products 

post Covid19 and study its impact on the product average rating on Amazon. We collect 

information on all face masks sold on Amazon between September 1st, 2019 and September 7th, 

2020, including the consumer reviews. 117 Using the same information that is available to a real 

consumer, including seller-generated and user-generated information, we identify the countries-

of-origin of the products. 118 By analyzing the text of reviews, we further divide reviews into non-

informative and informative ones, depending on whether it identifies a product to be made in China. 

The informative reviews are then divided into animus and neutral ones, depending on whether it 

expresses animus towards China or Chinese products.  

Under a fully-dynamic event study design, we find that, despite no change in quality, the 

average rating of a product drops after being identified as Chinese for the first time. This negative 

impact is U-shaped, which quickly expands in the first five weeks, and gradually fades out within 

six months. By further splitting Chinese product into high and low reputation using its average 

rating before the identification, we find that the U-shape decline in product average rating is driven 

 
117 Specifically, all face masks that meets the three filtering criteria: (1) product name contains “face mask” (2) at least 
three ratings (3) under “Health and Household” category.  
118 Specifically, the seller-generated information includes product name, product features, and product description or 
details. The user-generated information here refers to the consumer reviews. We also use information from customer 
Q&A, which can either be seller-generated or user-generated information since both sellers and users can respond to 
a raised question.  
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by the high reputation ones. Similar patterns are not found among products made in the U.S. or 

other countries-of-origin.  

The negative impact of the informative reviews can be explained by the direct (via its own 

rating) and indirect (via ratings given by other future consumers) mechanism. The direct impact 

persists overtime through the high correlation of product average rating from day to day, and 

decreases in size unambiguously over time. The indirect impact is U-shaped, which first expands 

in size with more future consumers seeing the review, and then shrinks in size with rising time 

cost for the review to be seen and thus to affect fewer new consumers. The explanations via direct 

and indirect mechanisms are then supported by studying the negative impacts (lagged) informative 

reviews have on product average rating. Our results are not driven by quality difference between 

Chinese and non-Chinese products, which is potentially controlled by the product fixed effects. 

We provide further against the quality story by analyzing the informative reviews and collect 

information on whether it contains any complaint about product quality. Results on total impacts 

and indirect impacts are very similar using the informative-animus reviews without quality 

complaints.  

The findings in this paper about consumer animus towards China and product average rating 

on Amazon provides another dimension to look at the impact of the rising animus towards China 

in the U.S., besides what is recorded in the literature (e.g., Hahm et al., 2021; Lu and Sheng, 2020; 

Amuedo-Dorantes et al., 2021). The impact might go beyond product average rating to affect the 

profits (e.g., via price and sales) of Chinese sellers on Amazon with product scarcity being less of 

a concern over time, and that consumers can more easily switch away from Chinese products. This 

is supported by literature, where researchers study the impact of reviews on product demand, price, 

and revenue (e.g., Chevalier and Mayzlin, 2006; Luca, 2016; Cabral and Hortacsu, 2010; Lucking‐

Reiley et al., 2007). The negative impacts of reviews with animus provides support for platforms 

of online retailers on screening of reviews, e.g., Amazon removes reviews with offensive language. 

Our study also bears realistic meanings and can be extended to other political or health events 

which might increase consumer animus towards products associated with a certain country or 

region, such as the Russo-Ukrainian War and the following boycott of Russian products.  
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 LEARNING FROM INTERNATIONAL TRADE: 
ASYMMETRIC CULTURAL TRANSMISSION AND GENDER 

DISCRIMINATION 

3.1 Literature Review 

To the best of my knowledge, the closely related papers are Tang and Zhang (2017), Bøler 

et al. (2018), Zhang and Dong (2008), Dong and Zhang (2009), Black and Brainerd (2004), and 

Maystre et al. (2014).  

Tang and Zhang (2017) is the closest paper to mine, studying how FDI affects the 

employment of female workers through cultural transmission based on Chinese experience 119. One 

important difference is that here I propose and prove the asymmetric transmission of culture, which 

is the key of why trade can alleviate discrimination. In their paper, however, this asymmetry is not 

discussed. Comparably speaking, the countries having FDI in China tend to be concentrated in 

countries with better gender-equal culture than China while for export and import, the destination 

and origin countries are more dispersed in their gender-equal culture 120. Another difference is that 

I model cultural transmission as update of information compared to spread of taste in their paper 121.   

Bøler et al. (2018) studies how flexibility of working hours affects the relative wage for the 

exporters in Norway, but in many of the specifications, they control for the Gender Gap Index, 

which is also used in my paper. In their paper, they control GGI to consider the difference in in 

women’s social status between Norway and the destination country in case this makes female 

employees in Norway harder to do business with customers in those destination countries. Our 

papers are different in the following aspects. Firstly, their paper stresses the flexibility of working 

hours as the reason for wage difference while mine stresses the gender discrimination as the 

underlying reason. Secondly, their paper only studies relative wage while mine studies both 

relative wage and employment, thus having a more complete picture of female workers’ labor 

market outcomes. Thirdly, I propose and proves the asymmetric transmission of culture. In their 

paper, GGI is never significant while in my paper I find strong evidence that culture transmission 

 
119 For a very similar paper studying transmission of culture via FDI and impact on gender outcomes, but based on 
Japanese experience, see Kodama et al. (2016).  
120 For comparison of the FDI source country and trade partner countries, see Table C.1 in the appendix. 
121 Though they mentioned that they also build a statistical discrimination model that has the same implications as the 
taste-based one, which would be available upon request. 
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matters. The insignificance of cultural transmission in their results is exactly explained by the 

asymmetry of cultural transmission, which is established in my paper 122. Lastly, their study is 

restricted within exporters but my paper also studies the spillover effects to the non-exporters, and 

I further distinguish the impacts on the direct exporters from the non-direct exporters. 

Zhang and Dong (2008) and Dong and Zhang (2009), they compared female workers’ 

productivity-adjusted relative wage across different firm types in China. Compared to my paper, 

they only find that exporters pay female workers higher relative wage without explaining why this 

is the result. They do not specify cultural transmission as the potential mechanism as in my paper, 

and they simply compared exporters to other type of firms without further disguising the 

destination countries, which is done in my paper. Another drawback of their paper is that the 

sample size is too small so the result might suffer from limited representativeness and estimation 

power 123, while the sample used in my paper is much larger.  

Black and Brainerd (2004) tests one of the Becker (1957) predictions. It shows that faced 

with trade shocks, the residual gender wage gap in concentrated industries decreases more than 

that in the competitive industries. The mechanism they test in their paper is that competition can 

limit employers’ ability to discriminate female workers, while in my paper trade affects the labor 

market through transmission of culture. Both of our papers study how trade affects the labor market, 

but the underlying mechanisms in two papers are completely different 124. Moreover, their study is 

on industry level, comparing concentrated industries with competitive industries, while my study 

is on firm level, making within-industry comparisons. 

Maystre et al. (2014) studies trade’s role in the transmission of culture 125. But compared to 

my paper, their paper focuses on how trade liberalization biases people’s preference while mine 

stresses trade’s impact on the labor market. They study how culture changes and they stop there, 

but in my paper, change of culture is only the underlying mechanism, and I care more about how 

the change of culture further affects the labor market. The important result of their paper is that 

trade liberalization will shift local culture to global ones, thus leading to cultural convergence. My 

 
122 This is because Norway is one of the best countries in respecting women, ranking 2nd among the 115 countries in 
GGI in 2006. As a result, most countries have a worse gender-equal culture than Norway and thus cultural transmission 
does not take place. Comparably speaking, China is a better country to study asymmetric of cultural transmission since 
it ranks 63 among the 115 countries surveyed, having many countries on both sides. 
123 Their sample only includes about 2000 firms in total and located in only 5 cities in China. 
124 In my paper, I include industry HHI to control for competition. 
125 For discussion on cultural transmission and its impact, see Bisin and Topa (2003), Bisin and Verdier (2001, 2005, 
2011). 
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major conclusion is, however, that trade can improve female worker’s labor market outcome 

through alleviation of discrimination. The underlying stories are also different: they assume that 

culture is attached to certain products so it is through consumption decision that people’s cultural 

preference changes while in my paper cultural transmission happens through interaction of firms.  

The contribution of this paper is that it finds another potential mechanism of how trade 

affects exporting country’s labor market — through asymmetric cultural transmission. It proposes 

and proves, through both a simple model and empirical results, the fact that trade can alleviate the 

gender discrimination by improving women’s employment and wage in the exporting country. It 

further stresses that the asymmetric transmission of cultural is the key to this result — by 

interacting with importers in countries with more gender-equal culture, the exporter would be less 

discriminative towards female workers; however, interacting with importers from less gender-

equal cultures will not make exporters more discriminative to female workers. In this paper, under 

a statistical discrimination set-up, this asymmetry is a natural result of the information updating 

for exporters.  

The remainder of this paper is organized as follows: Section 3.2 specifies the theoretical 

model and generates predictions; Section 3.3 describes the data and treatment; Section 3.4 specifies 

the empirical model and discusses the results; and Section 3.5 concludes.  

3.2 Theoretical Model 

Phelps (1972) is the first paper which establishes a simple model about statistical 

discrimination. Overtime, this model has been developed, modified, and applied in many 

discrimination papers. The model I propose here in my paper is also based on statistical 

discrimination.  

3.2.1 Model Setup 

It is assumed that due to the existence of searching cost, each period one worker is only 

randomly matched to one firm 126  (Note that in this paper firms and not distinguished from 

 
126 Specifically, each period one worker can only be matched to one firm, but one firm can be matched with multiple 
workers. The number of workers matched to a firm, however, is exogenously given and out of firms’ control.  
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employers, and they would be used interchangeably in the following discussion). All workers live 

for only one period.   

Suppose all firms have the same task that a worker is either qualified or not qualified for, 

which is denoted by indicator variable I. 

1    if worker i is qualifed for the task
0    if worker i is not qualifed for the taskiI 

= 


 

If worker is qualified, a positive payoff qµ  is generated; otherwise, a negative payoff of 

nµ  is generated. 

The proportion of workers who are qualified for the job is denoted by q, which falls between 

0 and 1. For simplicity, male and female workers are assumed to have the same q such that they 

are equally productive in general. (However, this assumption can be easily relaxed without 

changing any predictions from the model.) Firms observe q but they do not observe each worker’s 

qualification. Instead, they receive a signal iS  revealing worker i’s type, and then make hiring 

decision solely based on the value of signal. The signal is either good or bad, and firms only hire 

workers with a good signal. 

The quality of the signal is denoted as P, which equals the probability that the signal is 

correct. A higher P then means the signal is of better quality. 

( | 1) ( | 0)
i i i i

P prob S good I prob S bad I= = = = = =  

 In Aigner and Cain (1977), Lundberg and Startz (1983), and Oettinger (1996), they all 

assume that the test score equals a worker’s true ability plus an error term, and the variance of the 

error term is larger for the black workers. As a result, the test score is less reliable for the black 

workers compared to their white counterparts. Following their idea about the difference in the 

reliability of signal across races, in my paper I apply this assumption on genders such that men 

have better information quality. In my model, instead of a test score, I simplify the information 

into a signal taking on only two values, and P is the only variable that controls the reliability of the 

signal. Therefore, I assume that the quality of signal is better for men than for women such that 

men have a higher P. For standardization, I assume P=1 for men, hinting that a firm can perfectly 
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observe whether a man is qualified or not 127. For women, however, I assume 0<P<1 to reflect the 

lack of experience in assessing women’s capability (compared to men). As a result, all the male 

workers hired are actually qualified, while there are some hired female workers who are not 

qualified. For notation simplicity in the following analysis, the proportion of hired female workers 

who are actually qualified is denoted as T. 

( 1 | )
(1 )(1 )i i

Pq
T prob I S good

Pq P q
= = = =

+ − −
 

Note that T is increasing in P, so that firms with better signal end up having higher proportion 

of qualified female workers among the hired ones. 

[ ]2
(1 ) 0

(1 )(1 )
T q q
P Pq P q
∂ −

= >
∂ + − −

 

To ensure that the signal is actually informative, P needs to be large than a half. This is 

because firms always have the outside option of not using the signal at all and randomizing the 

hiring decision for women. Therefore, to make the signal useful, we need T to be larger than the 

randomized outcome. Note that in the randomized case, the proportion of actually qualified women 

among the hired ones simply equals the true proportion of qualified women, which is q. 

1
(1 )(1 ) 2

Pq
T q P

Pq P q
= > ⇒ >

+ − −
 

With the basic set-up of the model above, now I turn to the analysis of the implications from 

this model. 

3.2.2 Firm Measurements 

Employment Fraction 

We first study the employment fraction of women within a firm. Here I use mL  and fL  to 

denote the number of male and female workers hired by firms, and M and F to denote the number 

of male and female initially matched to firms, respectively 128. Note again that for men, due to the 

 
127 A more natural and less restrictive assumption could be that P for men also lies between 0 and 1, but is larger than 
P for women. However, this will not change the nature of our analysis or predictions of this model but only adds in 
extra coefficients here and there. Therefore, to keep the model in a simpler form, P=1 is assumed for men. 
128 For a related paper using firm-level data to study gender discrimination, see Kawaguchi (2007).  
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existence of perfect signal, all qualified male workers would be hired; for women, however, only 

those who send the good signal are hired despite of their true qualification.  

* ( )

* ( ) (1 )(1 )
m i

f i

L M prob S good Mq

L F prob S good FPq F P q

= = =

= = = + − −
  

Within a firm, the female employment fraction S would then be: 

(1 )(1 )

(1 )(1 )

f

f m

L Pq P q
ML L Pq P q q
F

S + − −
=

+ + − − +
=  

Here note that M/F is exogenous to firms and varies between industries and regions 129. 

Within an industry and region, M/F is fixed. It is then obvious from the above equation that the 

female employment fraction is decreasing in the male-female ratio in an industry. Moreover, 

female employment fraction is an increasing function of information quality P as long as over half 

of the female applicants are qualified, which I would assume to be true. 

2

(2 1) 1
0  as long as 

2
(1 )(1 )

S q q M
q

P FM
Pq P q q

F

∂ −
= > >

∂
+ − − + 

 
 

 

Relative Wage 
Now we analyze the implication for relative wage of female over male workers derived from 

this model. The payment schedule is designed as follows: employers and workers bargain over the 

wage, and any payoff of firms are shared between workers and employers. Therefore, employer 

would hire a worker as long as he/she generates a positive expected payoff (in our model, the 

hiring decision is made solely based on the signal, so whoever gives a good signal generates 

positive expected payoff, while those who give a bad signal generate negative expected payoff. 

Conditions are discussed in appendix A. 1. which guarantees the validity of this statement). In this 

payment schedule, neither workers nor employers have the incentive to deviate 130. Sigma is 

 
129 The matched male-female worker ratio varies across industries to reflect the fact that some industries might more 
intensively use female labor than other industries. It also varies across regions to reflect the variation of gender 
composition in local labor supply. 
130 For an employer, the only decision he can make is whether to offer a worker the job. If he refuses to offer the job 
to a worker with good signal, then he gets 0 payoff while he could have got a positive expected payoff. If he offers 
the job to a worker with bad signal, then he gets negative expected payoff instead of a 0 payoff. For a worker, the only 
decision he can make is whether to accept the job offer. If he declines the offer, he then gets a 0 payoff while he could 
have got a positive payoff, which is his wage. Therefore, neither the employer nor the worker has the incentive to 
deviate. 
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defined as the share of payoff, which falls between 0 and 1, that is enjoyed by the worker. The 

wage of a worker is simply the product of 𝛿𝛿 and his/her expected payoff, as is defined below. (Note 

that since the employers know q, it can also derive the true T, which is the probability that a hired 

female worker is actually qualified). Note that the model is essentially partial equilibrium and 

workers take their wages as given. Workers do not respond to the difference in wages across firms 

of different types. 131 

( )(1 )
m q

f q n

w

w T T

δµ

δ µ µ

=

= + −
 

It is obvious that  

( )(1 )  since m q q n f q nw T T wδµ δ µ µ µ µ= > + − = >  

Therefore, female workers receive lower wages than male workers with imperfect 

information, and relative wage of female workers over male workers, R, can be derived. 

( )(1 )
(1 )f q n n

m q q

w T T
R T T

w

δ µ µ µ

δµ µ

+ −
= = = + −  

This relative wage is then increasing in P. 

1 0n

q

R R T T
P T P P

µ
µ

 ∂ ∂ ∂ ∂
= = − >  ∂ ∂ ∂ ∂ 

  

Therefore, firms with higher P give women higher wages relative to men 132.  

Note that since workers only live for one period, after one period all current workers exit the 

model and firm rehire new workers. Therefore, there would be no information updating across 

periods in this model. However, due to data limitation, the wage prediction of the model cannot be 

empirically tested. 133 

 

 
131 To be specific, equally productive female workers in domestic firms do not move to international trade firms in 
response of higher wages (as shown in section 3.2.3). Moreover, due to search friction, workers not hired by one firm 
will remain unemployed instead of searching for jobs at another firm.  
132 For a discussion on typical explanations on gender wage gap, see Blau and Kahn (2000, 2017). For studies specific 
to the gender wage gap in China, see Chi and Li (2008), Liu et al. (2000), Zhang et al. (2008), and Maurer-Fazio and 
Hughes (2002). For economic background in China about reforms and wage determination, see Meng (2012) and 
Meng and Kidd (1997).  
133 As explained in the next section, the firm-level variables come from Chinese Industrial Firm Database. It only 
contains the total amount of wage paid to all workers but not gender-specific average wage. Therefore, I cannot test 
model predictions on gender wage gap.  
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Profit 
For an employer, its profit is the sum of shared payoffs from all workers: 

( )(1 ) (1 ) (1 )(1 )q q nMq F Pq P qπ δ µ δ µ µ= − + − + − −  

Profit per worker, U, is then written out as: 

(1 )(1 )
(1 ) (1 )( )

(1 )(1 )
q n q

m f

P q
ML L Pq P q q
F

U π
δ µ δ µ µ

− −
= − + − −

+ + − − +
=  

Given M and F, a firm’s profit per worker is increasing in P: 

2

(1 )( )(1 ) (1 )
0

(1 )(1 )

q n

M
q qU F

P M
Pq P q q

F

δ µ µ− − − +∂
= >

∂
+ − − + 

 
 

 

Therefore, firms with better information quality would be more profitable. 

As comparison, a taste-based discrimination model is briefly described in the appendix A.2, 

which would generate different predictions compared to the statistical discrimination model I use 

in my paper. 

3.2.3 Trade and Learning 

As is mentioned above, P reflects the ability of the firm to correctly estimate a female 

worker’s capability, specifically, whether the female worker is qualified for the task or not. A 

higher P means a firm makes better estimate of a female worker’s ability. I therefore assume that 

in countries with more gender-equal culture, firms have better information about a female worker’s 

true ability since the gender gap is smaller and thus firm are more experienced in dealing with 

female workers. By exporting to firms in other countries, the exporters are assumed to be able to 

observe and learn how the importing firms estimate their female workers 134, but with a discount 

factor F(.), which lies between 0 and 1. F(n) is an increasing function of interaction between 

exporters and importers, and n reflects the intensity of interaction, which could be number of 

interactions in reality. Since the profits of a firm is increasing in P, an exporter then has the 

incentive to update its own information after it observes how an importer gets its workers’ signals. 

 
134 For culture change in response to information, see Fernández (2013).  
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Exporters will compare its own signal and the importer’s signal according to the information 

quality, and choose the signal with higher P. 

{ }exporter exporter importer' max , ( )*  P P F n P=  

 Therefore, by exporting to firms in destination countries with more gender-equal culture, 

exporters might be able to update its signal quality to have a better estimate of a female worker’s 

true capability. However, firms which export to countries with worse gender-equal culture would 

have no updates in P since their own signal has better quality than the importer’s, so they would 

continue adopting their original signal. Moreover, since the cultural transmission takes place 

through firms’ interactions, this cultural transmission process could also happen between exporters 

and non-exporters with interactions. There would then be spillover effects on the non-exporters 

which are in the same industries or regions with the exporters.  

{ }non-exporter non-exporter exporter' max , '   P P P=  

3.2.4 Comparison between Different Skill Groups 

I then compare different skill groups. Suppose that both men and women are divided into 

two subgroups based on some characteristics (e.g., education), with one group having higher 

proportion of qualified workers. Note that the assumption that men and women are equally 

productive is kept so that the true proportions of qualified workers of each subgroup are still 

identical across genders. Here we use H to denote the group with higher fraction of qualified 

workers Hq  (the high-skill group), and L to denote the subgroup with lower fraction of qualified 

workers Lq  (the low-skill group). 

For the female employment fraction in a firm, it can be derived that: 
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Since H Lq q> , it is then predicted that the female employment fraction within the high-skill 

groups should be lower than that of the low-skill group. 

I then study how female employment fraction react to the change in P differently across skill 

groups. Taking the cross derivative with respect to P and q: 
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Note that we have already derived above that the female employment fraction is increasing 

in P. Combining these two results, the female employment fraction increases more when q is higher. 

Therefore, with H Lq q> , it is expected that when exporting to firms with better gender-equal 

culture, the female employment fraction among the high skill group would have larger increase 

than the low skill group. 

Similar analysis is carried out for the relative wage: 
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Since H Lq q> , based on the above results, comparing with the low-skill group, high-skill 

group have larger relative wage of female workers over male workers but smaller increase in 

relative wage when exporting to firms with better gender-equal culture. 

3.2.5 Model Implications 

The testable implications from this model are summarized below: 

Implication 1 
Female employment fraction within a firm is higher for the low-skill workers compared to 

the high-skill group. The relative wage of female workers over male workers, however, would be 

larger for the high-skill group. 

Implication 2 
Trading with firms in countries with larger P (more gender-equal culture) would make the 

exporters/importers hire a higher fraction of female workers, pay female workers higher relative 

wage, and have higher profits. However, trading with firms located in countries with smaller P 

(less gender-equal culture) would have no impact. The impact of cultural transmission through 

trade on the labor market is thus asymmetric. 
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Implication 3 
When trading with firms with larger P, the female employment fraction increases more in 

the high-skill group. Relative wage, on the other hand, increases more in the low-skill group. 

Implication 4 
Cultural transmission through trade would have spillover effects on the firms not engaged 

in international trade (purely domestic firms).  

3.3 Data 

3.3.1 Data Introduction 

In this paper we use multiple databases, but the primary data comes from Chinese Customs 

Database, the Chinese Industrial Firm Database and the Global Gender Gap Report 2006 

The Chinese Customs Database provides transaction-level data on imports and exports. It 

contains information including date of transaction, quantity, price, 8-digit HS code, destination 

country/region and name, ownership and ID of the firm 135.  

The Chinese Industrial Firm Database is a firm-level database constructed by the National 

Bureau of Statistics in China 136. It records firm’s basic information (e.g., name, phone number, 

location, industry, etc.), financial status (capital, inventory, profit, total wage, etc.) and other 

information related to production and sales (output, sales, employee number, etc.). It surveys all 

industrial firms in the mainland of China with sales higher than 5 million RMB 137, covering firms 

in mining, manufacturing and production and supply of electricity, gas, and water industry.   

Gender Gap Index (GGI) comes from the Global Gender Gap Report 2006 provided by 

World Economic Forum 138. GGI covers 115 countries with over 90% of the world’s population. 

It is composed based on 14 ratios on gender gap classified into four sub-indexes: economic 

participation and opportunity, education attainment, health and survival, and political 

empowerment (see Table C.2 in appendix for detailed information on how GGI is constructed). 

 
135 For challenges using this data, see Brandt et al. (2014) and Nie et al. (2012).  
136 Each record corresponds to a legal unit. For the detailed information on legal unit, see Brandt et al. (2012) 
137 About 604098 dollars using the 2004 exchange rate of 8.2768 between RMB and dollar. (Exchange rate data comes 
from World Bank at https://data.worldbank.org/indicator.) However, 5 million RMB is not a hard rule. See Brandt et 
al. (2012) for detailed information on this. 
138 See https://www.weforum.org/reports/the-global-gender-gap-report-2017. Boler et al. (2018) also use GGI to 
measure gender culture. 

https://data.worldbank.org/indicator
https://www.weforum.org/reports/the-global-gender-gap-report-2017
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GGI lies between 0 and 1, where a higher index means more gender-equal culture. The top and 

bottom 10 countries with respect to GGI value is listed in Table 3.1 (for the full rank, see Table 

C.3). Among the 115 countries, China ranks 63 with GGI value of 0.656. The fact that China ranks 

almost in the middle of the GGI distribution gives me enough space to test the asymmetric 

transmission of culture. For distribution of all countries with GGI data, see Figure 3.1. 

Table 3.1. Top and Bottom 10 Countries/Regions in GGI Value 

Note: Data from Global Gender Gap Report 2006.   
 

 

Figure 3.1. Distribution of GGI 
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Top 10 countries Bottom 10 countries 
Rank Country GGI Rank Country GGI 

1 Sweden 0.8133 106 Mauritania 0.5833 
2 Norway 0.7994 107 Morocco 0.5826 
3 Finland 0.7958 108 Iran 0.5802 
4 Iceland 0.7813 109 Egypt 0.5785 
5 Germany 0.7524 110 Benin 0.5778 
6 Philippines 0.7516 111 Nepal 0.5477 
7 New Zealand 0.7509 112 Pakistan 0.5433 
8 Denmark 0.7462 113 Chad 0.5246 
9 United Kingdom 0.7365 114 Saudi Arabia 0.5241 

10 Ireland 0.7335 115 Yemen 0.4594 
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3.3.2 Data Treatment  

I first merge customs data with GGI data according to country name. Based on the records 

in the customs data, China exports to 229 destinations and imports from 210 origins in 2004, both 

covering all the 114 countries with GGI data 139. Note that in Chinese customs data, Hong Kong, 

Macao and Taiwan (for simplicity, HMT), three regions in China, are listed as exporting 

destinations or importing origins. Since all three regions are part of China, they do not have their 

own GGI value, but 19.66% of the export value and 13.70% of the import value (measured in 

dollars) are between HMT and other regions in China. To keep those transactions in my dataset, I 

impute the GGI value of HMT 140. In the baseline analysis, I assume that HMT has the same GGI 

value as China mainland 141. For all other countries that China trade with but do not have GGI 

value, altogether they only account for 2.02% of the export value and 2.67% of the import value 

in 2004. Therefore, exclusion of those transactions will not be a big problem when using GGI data. 

Based on this merged customs-GGI database, I construct the firm-level information quality index 

(the P in my model) or discrimination index, which is the maximum GGI of the origin/destination 

which a Chinese firm trades with.  

I then merge the customs-GGI database with the industrial firms’ database. Unfortunately, 

the identification number of firms in Customs Database and Industrial Firm Database are 

constructed in different ways and cannot be matched. Following Yu (2015) I adopt the two-step 

matching. In the first step, I match the two databases based on firm name with 52,309 successful 

matches (46,243 for exporters and 37,299 for importers, separately 142). In the second step, for all 

unmatched firms in the first step, I then match them based on the last seven-digit phone number 

and postcode 143, which successfully matches another 2,064 firms (1,919 for exporters and 1,456 

for importers, separately). Applying this matching method, about 53.16% of the trade value in 

2004 is successfully matched, with a higher matched fraction for export (56.65%) than import 

(49.88%). The reason for the low matching fraction is twofold: firstly, as I have mentioned above, 

 
139 Since China is among the 115 countries and regions with GGI data, for Chinese firms, there are only 114 
destination/origin countries with GGI data to trade with. 
140 In one of the robustness checks, however, I exclude HMT trade to show that my results are not driven by the 
inclusion of HMT trade. 
141 In one of the robustness checks, I impute the GGI value for HMT using their historical background. See the 
discussion in robustness check for how the imputation is done. 
142 Note that the sum of numbers of successful match using exporters only and importers only is larger than the 
successful match using both exporters and importers. This is because many firms are both exporters and importers. 
143 Based on the final sample in my paper, there are 21533 distinct postcodes.  
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Industrial Firm Database only covers firms with sale over 5 million RMB, so that the 

exporters/importers with less sales cannot be matched; secondly, there are purely trading firms in 

China that serve only as intermediaries without doing production, and thus are not included in the 

Industrial Firm Database either. The GGI-customs-industrial matched database is then my final 

sample to use. As is discussed in Brandt et al. (2012), I drop the firms with fewer than 8 workers 

since these firms are under a different legal regime. See Table 3.2 for the summary statistics of the 

final sample.  

Table 3.2. Summary Statistics 

 Exporters and Importers 
Local Firms 

 More Less 
 Observation Mean Observation Mean Observation Mean 

female fraction 45,988 0.497 8,035 0.479 215,197 0.377 
female fraction (high) 

 
44,065 0.382 7,468 0.376 175,676 0.285 

female fraction (low) 
 

45,787 0.505 8,004 0.484 214,504 0.383 
skill ratio 45,988 0.151 8,035 0.142 215,197 0.116 
firm age 45,988 8.864 8,035 7.816 215,197 9.765 
firm size 45,988 462 8,035 222 215,197 199 
output 45,988 171 8,035 55 215,197 53 

computer count 45,988 47 8,035 15 215,197 12 
foreign capital 45,988 0.276 8,035 0.349 215,197 0.026 
HMT capital 45,988 0.263 8,035 0.181 215,197 0.038 

GGI 45,988 0.750 8,035 0.639   
processing trade 45,988 0.332 8,035 0.205   

destination number 45,988 9.941 8,035 1.594   
Note: Skill ratio is the fraction of high-skill workers in all employee, where high-skill workers are 
defined as workers with a college degree, bachelor’s degree, master’s degree or above. The low/high 
skill female ratio is measured by the number of female low/high skill workers over the number of all 
low/high skill workers in a firm. Foreign fraction and HMT fraction are the fractions of capital that 
come from foreign countries and Hong Kong, Macao and Taiwan, separately. Firm age is the number 
of years a firm has operated. Firm size is the number of employees in a firm. Output and export are 
measured by monetary value in million RMB. GGI is the maximum of the destination GGI, as is used in 
the main regressions. Processing trade is the fraction of trade value that is processing trade.   
 

According to Table 3.2, as is shown in previous literature about exporters’ characteristics, 

the exporters in my sample are on average larger, produce higher output, hire more skilled workers, 

and depend on FDI more (both from foreign and from HMT) as their capital resources. One thing 

to note is that exporters also have a higher fraction of female workers, both for high and low skill. 

Comparing the second and third row, the statistics shows that the female employment fraction 
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among the high skill group is lower than that of the low skill group for both exporters and all firms, 

which supports Implication 1 from my model. 

3.4 Empirical Approach and Results 

3.4.1 Empirical Model 

Due to the limitation of data, I cannot directly observe the wage bill and other personal 

characteristics of each individual worker, so I cannot decompose the wage into the explained and 

unexplained part as some of the typical discrimination paper do in their empirical analysis section. 

In my paper, instead, female employment fraction and relative wage are used as a reflection of the 

level of statistical discrimination.  

To see how discrimination affects the female employment ratio in a firm, we run the 

following regression: 

_ i i industry regionfemale fraction GGI Vα ρ λ β δ ε= + + + + +                      (3.1) 

Here the dependent variable is the female employment fraction in each firm i. GGI is the 

destination information quality faced by each exporter, and thus regression (3.1) uses sample 

covering only the exporters. Industry and province fixed effects are included to take into 

consideration the selection across industries and regions. V is firm-level control variables 

including skill ratio, output, firm age, firm size, output, processing trade, ownership. See appendix 

A. for how these control variables are constructed. Note that since the data is cross-sectional, firm 

fixed effect is not controlled and empirical results might suffer from potential confounding factors. 

Moreover, without clearly identified exogenous variation, the empirical results are not causal, but 

instead suggestive and only show correlation. There is implicit identification assumption that 

across firms, the choices of export destination/import origin countries are not systematically 

correlated with the female employment fraction of the firms. 
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3.4.2 Empirical Results and Explanation 

Basic Results 
The basic regression results are listed in Table 3.3. 144 The industry fixed effects are included 

at 2-digit level (39 industries) and regional fixed effects are at province level (31 provinces in the 

mainland of China). Note that it is of great importance to control for industry and province fixed 

effects, since there would be selection across industries and provinces. For calculation of GGI, I 

take into consideration of HMT’s historical background. Historically, all these three regions have 

been seized and colonized by other countries: Taiwan is colonized by Japan (with GGI 0.645, 

ranks 79) during 1895-1945, Hong Kong is colonized by United Kingdom (with GGI 0.737, ranks 

9) during 1842-1997, and Macao is colonized by Portugal (with GGI 0.692, ranks 33) during 1553-

1999. I therefore impute these countries GGI value for HMT. In robustness checks, I also impute 

China’s GGI value for HMT or simply drop all transactions with HMT. The results don’t change 

much. 

The fixed effects are not included in column (1) but included in column (2), but the 

coefficient doesn’t change much with inclusion of the fixed effects. Based on the results, trading 

with more gender-equal cultures would increase the female fraction within a firm overall, as is 

predicted by the model. However, when I further distinguish trade to countries with more gender-

equal cultures from the less gender-equal cultures compared to China, it shows that the positive 

effects trade has on female fraction is driven merely by trading with more gender-equal cultures. 

Trading with less gender-equal culture, however, would have no impact. This supports our main 

prediction from the model that the transmission of culture is asymmetric since update of 

information only happens when the new information is better than the existing one. To save space, 

in other regression I would only report the variables of interest. 

Since for the gender gap index, the most relevant sub-index is the “Economic Participation 

and Opportunity”, I also run the basic regression using only this sub-index. See appendix for the 

results. Another potential problem is that people worry that the female employment fraction of the 

product might be correlated with the product quality, I hence further control for the product price. 

See appendix for results. 

 
144 Note that firms with all workers of the same gender are always excluded. For one thing, the matched male-female 
worker ratio cannot be 0 or infinity. For another, these firms are not responsive to the change in information quality 
at all. 
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Table 3.3. Trade and Female Fraction 
 Female Fraction 
 All All More Less 

GGI 0.147*** 0.146*** 0.162*** -0.0225 
 (0.0292) (0.0217) (0.0328) (0.129) 

GGI*Firm age -0.00345*** -0.00207*** -0.00209*** -0.00205*** 
 (0.000266) (0.000206) (0.000211) (0.000642) 

ln(Output) -0.0568*** -0.0438*** -0.0440*** -0.0396*** 
 (0.00204) (0.00146) (0.00156) (0.00288) 

ln(Firm Size) 0.0878*** 0.0633*** 0.0635*** 0.0607*** 
 (0.00250) (0.00188) (0.00192) (0.00409) 

ln(Firm Age) 0.00460* 0.00959*** 0.0107*** 0.00316 
 (0.00272) (0.00241) (0.00254) (0.00538) 

Skill Ratio -0.185*** -0.134*** -0.132*** -0.148*** 
 (0.0122) (0.00783) (0.00845) (0.0173) 

Processing Trade 0.0647*** 0.0477*** 0.0439*** 0.0678*** 
 (0.0139) (0.00571) (0.00605) (0.00823) 

FDI (Foreign) 0.0373*** 0.0347*** 0.0359*** 0.0307*** 
 (0.00541) (0.00392) (0.00408) (0.00732) 

FDI (HMT) -0.0149*** -4.31e-05 0.00378 -0.0160** 
 (0.00570) (0.00341) (0.00357) (0.00800) 

ln(computer) -0.0199*** -0.0114*** -0.0118*** -0.00732*** 
 (0.00231) (0.00121) (0.00125) (0.00276) 

Constant 0.198*** -0.00103 -0.0172 0.0885 
 (0.0194) (0.0717) (0.0848) (0.108) 

Ownership Yes Yes Yes Yes 
Industry Fixed No Yes Yes Yes 
Province Fixed No Yes Yes Yes 
Observations 53,671 53,671 45,701 7,970 

R-squared 0.213 0.448 0.438 0.514 
Note: Standard errors in the parenthesis, clustered at county level. *** p<0.01, ** p<0.05, * p<0.1.  
 

Another prediction the model makes is that firms with better information quality would enjoy 

higher profits. Here the dependent variable is basically the log of profits for a firm. Since there are 

some firms with zero or negative profits. To deal with this problem, the dependent variable is 

calculated as below 145: 

ln( )       if   profit >1
outcome variable = 0                     if   1  profit  1

ln( )  if   profit < 1

profit

profit


 − ≤ ≤
− − −

 

Similar to Table 3.3, here all columns apart from column (1) have controlled for fixed effects. 

Based on the results, overall firms trading with more gender-equal culture enjoy higher profits. 

 
145 Note that in the final sample, there are not many firms lies within the profit range of (-1,1), so it is not a big problem 
treating all these firms having a 0 profit. 
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When we split the sample into trading with more and less gender-equal cultures, only firms trading 

with more gender-equal cultures enjoy higher profits. 

For comparison, here I also use other two ways dealing the outcome variable. One is that for 

all firms with zero or negative profits, I impute 0.001 for their profits, and then take log based on 

the treated profits. The other way is that I add a constant to profits of all firms so that all firms now 

have positive profits, and then I take log of the treated profits 146. The results are similar using the 

other two methods. For results of other two ways of dealing with log of profits, see Appendix.  

Table 3.4. Profit 

 ln(Profit) 
 All All Only Better Only Worse 

GGI 4.372*** 3.475*** 6.678*** 2.393 
 (0.660) (0.614) (1.030) (4.036) 

GGI*Firm age -0.199*** -0.193*** -0.198*** -0.232*** 
 (0.0124) (0.0123) (0.0133) (0.0294) 

Ownership Yes Yes Yes Yes 
Industry Fixed No Yes Yes Yes 
Province Fixed No Yes Yes Yes 
Observations 52,951 52,951 45,063 7,888 

R-squared 0.076 0.095 0.104 0.067 
Note: Standard errors in the parenthesis, clustered at county level. *** p<0.01, ** p<0.05, * p<0.1.  
 

Subgroups 
As is shown in the model, groups with higher proportion of qualified workers should 

experience larger change in female fraction faced with change in information quality, which is 

Implication 3. I then test this implication by dividing workers into high-skill and low-skill groups 

based on their education level. Those with a college degree, bachelor’s degree, master’s degree 

and above are classified as high-skill workers while other workers are classified as low-skill 

workers. Within each firm, I then calculate the female fraction for high-skill and low-skill workers 

and run regressions separately for each skill group.  

Based on the results in Table 3.5, trading with more gender-equal culture has significant 

effects on the employment fraction of female workers only for the high-skill group (for low skill 

 
146 In my paper, here I looked at the smallest profit a firm has, which is negative, and I add the absolute value of this 
number to profits of all firms. 
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group, the result is marginally insignificant with P value of 0.115), while trading with less gender-

equal culture have on impact in both skill groups.  

Comparing the coefficients in column (1) and column (3), it is obvious that trading with 

more gender-equal culture has larger impact on the female fraction for the high-skill workers, 

which supports Implication 3 from the model. 

Table 3.5. Trade and Female Fraction (by Skill Group) 
 Female Fraction (High Skill)  Female Fraction (Low Skill)  

 Only Better Only 
Worse 

More Less 

GGI 0.226*** 0.165 0.106*** -0.237 
 (0.0307) (0.132) (0.0377) (0.166) 

GGI*Firm age -3.26e-05 0.000466 -0.00247*** -0.00210*** 
 (0.000199) (0.000680) (0.000236) (0.000736) 

Ownership Yes Yes Yes Yes 
Industry Fixed Yes Yes Yes Yes 
Province Fixed Yes Yes Yes Yes 
Observations 37,266 5,687 37,266 5,687 

R-squared 0.136 0.156 0.415 0.482 
Note: Standard errors in the parenthesis, clustered at county level. *** p<0.01, ** p<0.05, * p<0.1.  

 

Spillover Effects 
Although the non-exporters and non-importers do not directly interact with firms in other 

countries, they do interact with the local exporters and importers in the same region or same 

industry, and thus there would be spillover effects for the firms not engaged in international trade. 

Similar with the case of exporters/importers, here the regional/industry GGI for the domestic firms 

is the maximum of exporter/importer GGI within a region/industry. The 6-digit area code is used 

as region identifier and there are 2846 distinct regions in the final sample, with only 68 regions 

(2101 firms) having regional GGI that is lower than China’s GGI. As for industry, the 4-digit 

industry code is used, which contains 524 unique values, with only 3 industries (74 firms) having 

industry GGI lower than China’s GGI. Since the numbers of regions and industries with less 

gender-equal culture than China are too small, here I do not split sample into “only more gender-

equal culture” and “only less gender-equal culture” again. Instead, according to the model, for 

those regions and industries with GGI lower than China, I use China’s GGI for these regions and 

industries since these firms will continue use their original information quality, which equals to 



 
 

128 

the GGI of China in empirical analysis. The results of regional and industrial spillover effects are 

listed in Table 3.6.  

The basic pattern still holds for the spillover effects. That is, increase of female fraction 

occurs only in regions with regional GGI higher than China. One thing to note is that the industrial 

spillover effect is not significant for trading with more gender-equal cultures while regional 

spillover effect is. This might be that firms located in distant regions within the same industry do 

not really interact with each other, and thus there is not spillover effects within industry. Another 

problem of the industrial spillover effect is there are only 524 different industries at 4-digit level, 

with only 3 industries having average GGI lower than China, which makes the sample greatly 

unbalanced. The insignificant result might be driven by this mis-aggregation so results in the last 

two columns might be reliable to study for industrial spillover effects.  

Table 3.6. Spillover Effects 

 Female Fraction 
 Region Industry 
 max average max average 
  Better Worse  Better Worse 

GGI 0.128*** 0.143*** 0.0409 0.505*** 0.389 1.135 
 (0.0314) (0.0552) (0.136) (0.154) (0.284) (0.805) 

GGI*Firm age -0.00129*** -0.00142*** -0.000542* -0.00123*** -0.00135*** 0.000992 
 (0.000115) (0.000131) (0.000300) (0.000217) (0.000238) (0.00119

 Ownership Yes Yes Yes Yes Yes Yes 
Industry Yes Yes Yes Yes Yes Yes 

Province Fixed Yes Yes Yes Yes Yes Yes 
Observations 211,038 193,513 17,525 211,038 210,395 643 

R-squared 0.443 0.436 0.468 0.443 0.443 0.324 
Note: Standard errors in the parenthesis. *** p<0.01, ** p<0.05, * p<0.1. Column (1) and (2) are clustered 
at county level, and column (3) and (4) and clustered at 4-digit industrial code level. 

 

Based on the results, it is obvious that the cultural transmission does have spillover effects 

to firms in the same region.  

Robustness Check 
In the robustness check, I use five other methods to calculate the GGI faced by each firm. The 

summary statistics of the main regression GGI and three robustness GGIs are listed in Table 3.7. 
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Table 3.7. Summary Statistics for Different Calculation of GGIs 

 Observation 
Mean Min Max 

 All Better Worse 
GGI 54,023 45,988 8,035 0.73 0.52 0.81 

GGI (China) 54,023 42,181 5,794 0.73 0.52 0.81 
GGI (frequency) 54,023 42,181 5,794 0.72 0.52 0.81 
GGI (no HMT) 51,783 42,181 8,787 0.73 0.46 0.81 
GGI (no worse) 54,023 42,181 0 0.73 0.67 0.81 
GGI (dummy) 54,023 45,988 8,035 0.85 0 1 

Note: In the first row, GGI is used in the main regressions. It is the maximum of all 
origin/destination GGIs considering the historical background and impute the value of the 
countries that seized Hong Kong, Macao, and Taiwan before China formally took them back. 
The five other GGIs are alternative methods used in the robustness checks. GGI (China) 
imputes China’s GGI for Hong Kong, Macao, and Taiwan. GGI (frequency) further uses the 
transaction frequency Chinese firms have with the origin/destination countries. GGI (no 
HMT) drop the transaction to Hong Kong, Macao and Taiwan. GGI (no worse) imputes the 
GGI value of China to all the firms trading with GGI index lower than China. GGI (dummy) 
is a dummy that takes 1 if the destination GGI is larger than China and 0 otherwise. 

 

Empirical esults are listed in Table 3.8. In the first two columns, GGI (China) imputes 

China’s GGI for Hong Kong, Macao, and Taiwan. For column (3) and (4), GGI (frequency) is 

calculated considering transaction frequency. It is nature to think that Chinese firms cannot learn 

all their customers’/suppliers’ information through one single transaction. Therefore, here I 

calculate the frequency of Chinese firms interact with some origin/destination country, and how 

much a Chinese firm can learn is an increasing function of transaction frequency. The GGI is then 

calculated as the maximum of the origin/destination information that is successfully learned by the 

Chinese firms (see Appendix for details). For column (5) and (6), trade with Hong Kong, Macao 

and Taiwan are dropped compared to imputing other countries’ GGI value as in the main 

regressions. For column (7), I impute China’s GGI for all firms that end up trading with only less 

gender-equal cultures. In last column, instead of using the GGI value, I simply make trading with 

more or less gender-equal cultures a dummy variable, where trading with more gender-equal 

culture is 1.  
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Table 3.8. Trade and Female Fraction (Alternative GGI Calculations) 
Panel A Female Fraction 

 China for HMT Frequency 
 More Less More Less 

GGI 0.119*** 0.0700 0.136*** 0.0536 
 (0.0306) (0.115) (0.0322) (0.120) 

GGI*Firm age -0.00207*** -0.00264*** -0.00209*** -0.00264*** 
 (0.000213) (0.000545) (0.000214) (0.000544) 

Ownership Yes Yes Yes Yes 
Industry Yes Yes Yes Yes 
Province Yes Yes Yes Yes 

Observations 41,924 11,747 41,924 11,747 
R-squared 0.433 0.502 0.433 0.502 

Panel B Female Fraction 
 Drop HMT No Less 
 More Less  More 

GGI 0.119*** 0.131 0.108*** 0.119*** 
 (0.0306) (0.112) (0.0216) (0.0306) 

GGI*Firm age -0.00207*** -0.00250*** -0.00207*** -0.00207*** 
 (0.000213) (0.000592) (0.000206) (0.000213) 

Ownership Yes Yes Yes Yes 
Industry Yes Yes Yes Yes 
Province Yes Yes Yes Yes 

Observations 41,924 9,527 53,671 41,924 
R-squared 0.433 0.517 0.448 0.433 

Note: Standard errors in the parenthesis, clustered at county level. *** p<0.01, 
** p<0.05, * p<0.1.  

 

From the comparison, we can see that the alternative GGIs resemble the GGI that is used in 

the main regressions. Once taking the transaction frequency into consideration, the GGI (frequency) 

is a bit lower than GGI, since now firms cannot learn all of trade partners’ information through 

one single transaction.  

Based on the results, the asymmetric cultural transmission pattern is quite robust to 

alternative calculations of GGI. Therefore, when Chinese firms trade with countries of more 

gender-equal culture, they would hire a higher fraction of female workers due to the update of 

information about individual female workers’ ability. Trading with countries of less gender-equal 

culture, however, would have no impact. 

Placebo Tests 
As is predicted by the model, a firm is going to learn from the best information source it can 

get, and thus I use the maximum of all destination GGI in my empirical study. As comparison, 
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here I use the weighted average of all destination GGI, where the weight is the trade value. Based 

on the result, GGI is not significant no matter trading with more or less gender-equal cultures. This 

also gives extra credit to the previous results, and showed that the fact that the asymmetry of the 

results is not driven the sample size since here the sample size is more balance but GGI is not 

significant in either column.  

Table 3.9. Placebo Results 

 Female Fraction 
 More Less 

GGI 0.0515 0.0915 
 (0.0499) (0.0793) 

GGI*Firm age -0.00201*** -0.00315*** 
 (0.000266) (0.000369) 

Ownership Yes Yes 
Industry Yes Yes 
Province Yes Yes 

Observations 30,160 23,511 
R-squared 0.421 0.482 

Note: Standard errors in the parenthesis, clustered at county level. 
*** p<0.01, ** p<0.05, * p<0.1.  

3.5 Conclusion 

In this paper, using Chinese customs data and firm level data in 2004, and by measuring 

gender equality using Gender Gap Index, I proved that firms trading with destinations with more 

gender equal culture would hire a higher fraction of female workers and enjoy higher profits. This 

is because firm learn about estimating female workers’ productivity through international trade, 

and there would be information update only when Chinese firms trade with countries with better 

information about female workers. This transmission of culture is thus naturally asymmetric where 

there is no impact on firms which trading with less gender-equal cultures. Moreover, this 

alleviation of gender discrimination is more enjoyed by high skill female workers. 
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APPENDIX A. MARRIAGE MARKET SIGNALING AND WOMEN’S 
OCCUPATION CHOICE 

A.1   Data Appendix 

Table A.1: Occupations with at Least 80% Female Workers in 2020 

Share Occupation Title  Share Occupation Title 
99 Preschool and kindergarten teachers 86 Paralegals and legal assistants 
96 Medical records specialists 85 Social workers, all other 
95 Childcare workers 85 Healthcare support occupations 
94 Speech-language pathologists 85 Court, municipal, and license clerks 
94 Dental hygienists 85 Phlebotomists 
94 Skincare specialists 84 Therapists, all other 
94 Dental assistants 84 Tailors, dressmakers, and sewers 

93 Medical secretaries and administrative 
assistants 84 Interior designers 

93 Secretaries and administrative assistants, 
except legal, medical, and executive 84 Diagnostic medical sonographers 

93 Executive secretaries and executive 
administrative assistants 84 Legal secretaries and administrative assistants 

91 Dietitians and nutritionists 83 Librarians and media collections specialists 

91 Hairdressers, hairstylists, and 
cosmetologists 83 Office clerks, general 

90 Home health aides 83 Hotel, motel, and resort desk clerks 
90 Medical assistants 82 Psychiatric technicians 

90 Licensed practical and licensed vocational 
nurses 82 Hosts and hostesses, restaurant, lounge, and 

coffee shop 
90 Child, family, and school social workers 82 Eligibility interviewers, government programs 
89 Nursing assistants 82 Personal care aides 
89 Billing and posting clerks 82 Floral designers 
88 Receptionists and information clerks 81 Special education teachers 

88 Maids and housekeeping cleaners 81 Substance abuse and behavioral disorder 
counselors 

88 Veterinary technologists and technicians 81 Massage therapists 
88 Nurse practitioners 80 Tellers 
87 Registered nurses 80 Other psychologists 

87 Bookkeeping, accounting, and auditing 
clerks 80 Teaching assistants 

87 Healthcare social workers 80 Flight attendants 
87 Payroll and timekeeping clerks 80 Social and human service assistants 
86 Occupational therapists 80 Elementary and middle school teachers 
86 Library assistants, clerical 80 Travel agents 

Note: Data from CPS table (annual average) released by the Bureau of Labor Statistics at 
https://www.bls.gov/cps/cpsaat11.htm. As given in the CPS table, occupations with less than 50,000 workers are 
omitted.  

https://www.bls.gov/cps/cpsaat11.htm
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Table A.2: Full List of Categories Specified in the Generalized Work Activities File 
Analyzing Data or Information Judging the Qualities of Things, Services, or People 
Assisting and Caring for Others Making Decisions and Solving Problems 
Coaching and Developing Others Monitor Processes, Materials, or Surroundings 
Communicating with Persons Outside Organization Monitoring and Controlling Resources 
Communicating with Supervisors, Peers, or 
Subordinates 

Operating Vehicles, Mechanized Devices, or Equipment 

Controlling Machines and Processes Organizing, Planning, and Prioritizing Work 
Coordinating the Work and Activities of Others Performing Administrative Activities 
Developing Objectives and Strategies Performing General Physical Activities 
Developing and Building Teams Performing for or Working Directly with the Public 
Documenting/Recording Information Processing Information 
Drafting, Laying Out, and Specifying Technical 
Devices, Parts, and Equipment 

Provide Consultation and Advice to Others 

Establishing and Maintaining Interpersonal 
Relationships 

Repairing and Maintaining Electronic Equipment 

Estimating the Quantifiable Characteristics of Products, 
Events, or Information 

Repairing and Maintaining Mechanical Equipment 

Evaluating Information to Determine Compliance with 
Standards 

Resolving Conflicts and Negotiating with Others 

Getting Information Scheduling Work and Activities 
Guiding, Directing, and Motivating Subordinates Selling or Influencing Others 
Handling and Moving Objects Staffing Organizational Units 
Identifying Objects, Actions, and Events Thinking Creatively 
Inspecting Equipment, Structures, or Material Training and Teaching Others 
Interacting with Computers Updating and Using Relevant Knowledge 
Interpreting the Meaning of Information for Others  

Note: Data from O*NET. Refer to https://www.onetonline.org/find/descriptor/browse/Work_Activities/ for a detailed 
explanation.   

Table A.3: Full List of Categories Specified in the Knowledge File 
Administration and Management History and Archeology 
Biology Law and Government 
Building and Construction Mathematics 
Chemistry Mechanical 
Clerical Medicine and Dentistry 
Communications and Media Personnel and Human Resources 
Computers and Electronics Philosophy and Theology 
Customer and Personal Service Physics 
Design Production and Processing 
Economics and Accounting Psychology 
Education and Training Public Safety and Security 
Engineering and Technology Sales and Marketing 
English Language Sociology and Anthropology 
Fine Arts Telecommunications 
Food Production Therapy and Counseling 
Foreign Language Transportation 
Geography  
Note: Data from O*NET. For a detailed explanation, refer to 
https://www.onetonline.org/find/descriptor/browse/Knowledge/.    

https://www.onetonline.org/find/descriptor/browse/Work_Activities/
https://www.onetonline.org/find/descriptor/browse/Knowledge/


 
 

137 

Table A.4: Country-of-Birth List 
Country-of-birth Countries or places included 

1 Africa 
2 Atlantic Islands 
3 Australia & New Zealand 
4 Austria 
5 Belgium 
6 Czechoslovakia  
7 English Canada 
8 European Canada 
9 Central America 
10 China 
11 Northern Europe n.s., Liechtenstein, Monaco, Albania, Andorra, Gibraltar, Malta, San Marino, 

Southern Europe n.s., Bulgaria, Yugoslavia, Central Europe n.s., Eastern Europe n.s., Western 
Europe n.s., Europe n.s. 

12 Cuba 
13 Denmark & Iceland  
14 England & United Kingdom n.s. 
15 Finland 
16 France 
17 Germany (include part of French) 
18 Greece 
19 Hungary 
20 India 
21 Ireland  
22 Italy 
23 Japan 
24 Luxembourg 
25 Mexico  
26 Netherlands 
27 Norway 
28 Korea (North and South), Iran, Maldives, Nepal, Middle East/Asia Minor (apart from Syria 

and Turkey) 
29 All the rest (immigrants not otherwise specified) 
30 Pacific Islands 
31 Poland 
32 Portugal 
33 Romania 
34 Russian Empire 
35 Scotland 
36 South America 
37 Spain 
38 Sweden 
39 Switzerland  
40 Israel/Palestine, Syria, Turkey 
41 Wales 
42 West Indies 

Note: The grouping of countries-of-birth follows Lafortune (2013).    
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Table A.5: Ethnic Group Composition 
 Ethnic Group Countries-of-birth  
1 British ancestry Australia, New Zealand, English Canada, England, Scotland, Wales, Northern 

Ireland, United Kingdom (n.e.c.) 
2 Francophone Belgium, Austria, European Canada, France 
3 Southern Europeans Italy, Portugal, Spain 
4 Hispanics Central America, Cuba, South America, West Indies, Mexico 
5 Scandinavians Denmark, Iceland, Finland, Norway, Sweden 
6 Germanic Austria, Germany, Switzerland, Luxembourg, Netherlands 
7 Russians and others Poland, Romania, Russian Empire 
8 Other Europeans Hungary, Czechoslovakia, Greece, Europe (n.e.c.) 
9 Other countries China, India, Japan, Korea (North and South), Iran, Maldives, Nepal, Middle 

East/Asia Minor, Israel/Palestine, Syria, Turkey, Africa, Atlantic Islands, Pacific 
Islands All other immigrants (n.e.c.) 

Note: The grouping of ethnic groups follows Lafortune (2013).   
 

 

 

Figure A.1: Time Spent on Childcare Per Day by Gender, 2005-2018 
Note: Data from American Time-Use Survey. The sample is limited to respondents in families in 
which a spouse is present, respondents work full-time, and at least one child below age 13 is in the 
household. Childcare time here includes both primary and secondary childcare.  
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A.2   Model Appendix 

A.2.1   Parameter Ranges for Different Equilibria 

Case 1: (1 )ρβ α α θ< + −  
The proper range of U is defined such that 0<θ<1 in a partial-pooling equilibrium.  

( ) ( )

1
2

1
2

2

1 1 (2 )
0 1

(1 ) 2 2 2 2

1 (2 )
1

2 2 2 2

(2 )
2 2

2 2 2

4 4
(2 ) (2 )

n c

n c

n c

n c n c

U
W W

U
W W

U
W W

W W W W
U

α ρβ λ
α

α τ

α ρβ λ
α

τ

α ρβ λ
α

τ

α τ τ
ρβ λ αρβ λ

−
< − <

− − +

−
⇒ < <

− +

−
⇒ < <

− +

− + − +
⇒ < <

− −

 
  
  
  
 

 
 
 

 

If U is too large, θ would equal 1 in a complete pooling equilibrium. In this case:  
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Case 2: (1 )ρβ α α θ≥ + −  
The proper range of U is defined such that 0<θ<1 in a partial-pooling equilibrium.  
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A.2.2   Calculation of Marriage Rate in Different Cases 

Sub-Case 1: (1 ) 1 and  ρβ α α θ ρ< + − <  
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A.3   Empirical Appendix 

Table A.6: Caregiving and Age of First Marriage 

 Women Men 
 Index Dummy Quartile Index Dummy Quartile 
Index  -0.0320**   0.0154   
 (0.0125)   (0.0125)   
Dummy  -0.619   0.458  
  (0.436)   (0.489)  
Quartile 4   -2.246**   0.721 
   (1.003)   (1.479) 
Quartile 3   -0.939   0.404 
   (0.821)   (0.641) 
Quartile 2   -0.653   -0.107 
   (0.848)   (0.548) 
Year  Y Y Y Y Y Y 
Observations 3,055 3,055 3,055 3,699 3,699 3,699 
R-squared 0.397 0.397 0.397 0.296 0.296 0.296 

Note: Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1. In columns 3 and 6, the least 
caregiving occupations (the first quartile) is used as the reference group.   

Table A.7: Unilateral Divorce Law and Women’s Occupation Choice (DDD) 
 Index Dummy 

 Part controls Stevenson 
controls Part controls Stevenson 

controls 
Treated × Single -1.369*** -1.037*** -0.0411*** -0.0349*** 

 (0.306) (0.292) (0.0102) (0.00950) 
Treated 0.464 0.0256 0.0130* 0.00404 

 (0.457) (0.461) (0.00758) (0.00662) 
Property Regime Y Y Y Y 
Marital Status Y Y Y Y 
Year  Y Y Y Y 
State  Y Y Y Y 
Marital × Year Y Y Y Y 
Marital × State Y Y Y Y 
Year × State   Y Y Y Y 
Observations 275,915 275,915 275,915 275,915 
R-squared 0.011 0.100 0.012 0.066 

Note: Standard errors (clustered at states) in parentheses. *** p<0.01, ** p<0.05, * p<0.1. 
In columns 1 and 3, only age, age square, and race are included in the control variables. In 
columns 2 and 4, variables that might change after adoption of unilateral divorce law for 
newly married couples (as shown in Stevenson 2007) are further controlled, including years 
of education, whether there are any young children (under age of 13) in the household, local 
(by state and year) labor force participation rate of women, and full-time or part-time job.  
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Table A.8: Summary Statistics on Younger Cohort – Full Count Data 

Ethnic group Flow  Sex Ratio 

 Total Mean  Max 
(state) 

Min 
(state) 

British ancestry 1.37 0.89 5.77 0.70 
Francophone 0.14 0.98 4.11 0.43 
Southern Europeans 1.05 1.68 25.33 1.20 
Hispanics 0.37 1.30 7.00 0.56 
Scandinavians 0.58 1.33 6.56 0.62 
Germanic 1.27 1.31 11.30 0.93 
Russians and others 1.39 1.27 9.06 1.06 
Other Europeans 0.54 1.47 30.87 0.94 
Other countries 0.23 2.39 6.90 1.57 
Note: Calculated using data from decennial censuses full-count microdata 
from IPUMS. The young cohort includes men aged 20-35 and women aged 18-
33. The flow numbers are based on 1891-1930 first-generation young 
immigrants, and are measured in millions. Columns 1 and 2 show the total 
flow of new immigrants and average sex ratio over the whole research period 
by ethnic group. Columns 3 and 4 shows the maximum and minimum sex ratio 
of each ethnic group over the same research period, but by state.   

 
 
 

Table A.9: First-Stage – All Young Women (Single and Married) 

 Sex-ratio 
 Flow Stock 
Predicted Sex Ratio  0.568*** 0.377*** 

 (0.148) (0.108) 
Predicted Flow -0.000666 -0.00121*** 

 (0.000552) (0.000219) 
Observations 185,451 185,451 
Joint F-test 6.860 14.82 

Note: Standard errors (clustered at states) in parentheses. *** 
p<0.01, ** p<0.05, * p<0.1. The F-test shows the F-stat for 
excluded instruments. Here control variables include age dummies, 
whether mother was born in foreign country and whether father 
was born in foreign country. Fixed effects include state, 
immigration period, ethnic groups, and double interaction between 
these three variables. In column one, the sex ratio is calculated 
within new immigrants. In column two, the sex ratio is calculated 
based on the foreign stock.   
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Table A.10: Endogamy Rate for Women 

Ethnic group Endogamy Rate 
British ancestry 0.305 
Francophone 0.304 
Southern Europeans 0.615 
Hispanics 0.592 
Scandinavians 0.507 
Germanic 0.430 
Russians and others 0.602 
Other Europeans 0.498 
Other countries 0.207 

Note: Data are replicated from Table 1 of 
Lafortune (2013). 

 
 
 

 

Figure A.2: Timing of Unilateral Divorce Law Adoption and State Characteristics – Female 
Labor Force Participation Rate over Men, 1960 

Note: Data from Decennial Censuses 1960 5% sample (provided by IPUMS).  
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Figure A.3: Timing of Unilateral Divorce Law Adoption and State Characteristics – Share of 
Wives’ Income in Household over Husband, 1960 

Note: Data from Decennial Censuses 1960 5% sample (provided by IPUMS). 

 

Figure A.4: Residual Caregiving Index Relative to Unilateral Divorce Law Adoption 
Note: Controls include age, age square, and race. Time is measured relative to the 
adoption of unilateral divorce law and one year before the adoption of unilateral 
divorce law is set as year zero. 
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Figure A.5: Timing of Equitable Division Law Adoption and State Characteristics – Female 
Labor Force Participation Rate over Men, 1960 

Note: Data comes from IPUMS-USA, 1960 5% sample. 

 

Figure A.6: Timing of Equitable Division Law Adoption and State Characteristics – Share of 
Wives’ Income in Household over Husband, 1960 

Note: Data comes from IPUMS-USA, 1960 5% sample.  
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Figure A.7: Years Since Adoption of Unilateral Divorce Law 
Note: Sample is restricted to single women. The residual caregiving dummy is calculated 
when age, age square, race, and property division law are controlled. Here one year 
before the adoption of unilateral divorce law is set as year zero.   

A.4   Section Appendix 

A.4.1   Caregiving Occupations Pay Lower Wages 

The model assumes n cW W> , which means that the caregiving occupations pay a lower wage 

than the non-caregiving ones. England et. al. (2002) shows that all else being equal, care work 

pays less than other occupations. This result is replicated using the caregiving index I constructed. 

Compared to England et. al. (2002) which directly identifies specific occupations as care work 

occupations, my use of O*NET measurements provides a more standard and comparable way to 

rank the occupations in their caregiving features. 147 I also include in regressions other occupation 

features commonly used as important factors impacting wages. England et. al. (2002) have similar 

considerations about occupation features but they used their own measures based on DOT. 148 I 

 
147 See England et. al. (2002) appendix Table A1 for what occupations are identified as care work in their paper.  
148 They include three occupation features: cognitive skill (created in 134-135 of England (1992), Comparable worth: 
Theories and evidence), physical strength, and physical hazards.  
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show that n cW W>  in data not only to support the model assumption, but also to argue that women’s 

signaling behavior on the marriage market has real-world implications: women sort into more 

caregiving occupations to signal their family orientation on the marriage market, but caregiving 

occupations pay less. This means that women’s marriage market signaling behavior contributes to 

gender wage gap through the choice of occupation.  

To replicate the results using the England et. al. (2002) care work definition and then use our 

own caregiving index, the following empirical regression is applied:  

it it X it i t ind itY Caregiving Xα β β δ δ δ ε= + + + + + +                                   (A.1) 
The outcome variable is the natural log of hourly pay here. The variable of interest is the 

caregiving index of the occupation individual i is working in at time t. Individual, time, and 

industry fixed effect would be included. Individual fixed effect would take care of the unobserved 

difference across individuals (e.g., preference, ability), time fixed effect would remove the 

“common shocks” to all individuals that vary by year (e.g., financial crisis), and industry fixed 

effect would absorb the wage differentials across industries. 149  Control variables here include four 

controls that will be omitted once year and individual fixed effect are both included: AFQT, age, 

age square, sex, and race of respondent; demographic variables that vary over time including 

education, actual working experience, marital status, number of kids, whether full-time job, and 

hours usually work per week; occupation features of routine task, non-routine (math) task, and 

social skill intensity (following Deming 2017 which origins from Autor et. al.’s 2003 method) or 

cognitive intensity, communication intensity, and manual intensity (following Ottaviano et. al. 

2013). 150  

From Table A.11, we see results similar to those in England et. al. (2002) in that more 

caregiving occupations pay lower hourly wages even when other occupations features are already 

considered. This pay gap is robust to the inclusion of individual and industry fixed effects. Note 

that women might sort into certain industries similarly to how they sort into more caregiving 

occupations to signal on the marriage market, but since the focus of this paper is sorting across 

occupations, I still include the industry fixed effect in regressions below, which reduces the size of 

the coefficients.   

 
149 Occupation is often studied together with industry in research on the gender wage gap.  
150 In the main results, I only show when routine task, non-routine task (math), and social skill intensity are controlled. 
Results using cognitive intensity, communication intensity, and manual intensity are in the appendix. The patterns are 
very similar using both methods, but the latter method gives us smaller size coefficients of caregiving indexes.  
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Table A.11: Hourly Pay and Occupation Caregiving Index 

   ln(hourly pay) 
 England (2002) Caregiving Index 
Caregiving Index -0.0381*** -0.0038*** -0.0028*** -0.0023*** 

 (0.0115) (0.0001) (0.0001) (0.0001) 
Year Fixed  Y Y Y Y 
Individual Fixed Y N Y Y 
Industry Fixed Y N N Y 
Observations 69,952 92,407 95,454 95,454 
R-squared 0.5826 0.3130 0.5394 0.5559 
Note: Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1.   

 

In Table A.12 the occupations are divided into quartiles based on their caregiving rank. On 

average, a female worker suffers a 4.6% hourly pay decrease if she switches from a non-caregiving 

to a caregiving occupation within the same industry. This pattern is clearer looking at results by 

quartiles. A female worker gets lower hourly pay by 15.7%, 8.3%, and 5.5% respectively in 

occupations of quartile 4/3/2 compared to herself working in the least caregiving occupations. 

Married women suffer more from the penalty of working in caregiving occupations than single 

women. A married woman earns 20% lower by switching from the least to most caregiving 

occupations, compared to only 11% for a single woman.  

Table A.12: Hourly Pay and Occupation Caregiving Level 
 ln(hourly pay) 
 All Women Single Women Married Women 
Dummy -0.0457***  -0.0441***  -0.0739***  
 (0.0051)  (0.0099)  (0.0133)  
Quartile 4  -0.1568***  -0.1095***  -0.2002*** 
  (0.0095)  (0.0200)  (0.0244) 
Quartile 3  -0.0829***  -0.0822***  -0.1400*** 
  (0.0070)  (0.0159)  (0.0199) 
Quartile 2  -0.0546***  -0.0460***  -0.0895*** 
  (0.0053)  (0.0138)  (0.0161) 
Year  Y Y Y Y Y Y 
Individual  Y Y Y Y Y Y 
Industry Y Y Y Y Y Y 
Observations 95,454 95,454 17,764 17,764 20,233 20,233 
R-squared 0.5547 0.5558 0.6194 0.6195 0.5743 0.5753 

Note: Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1. In columns 2, 4, 6, the least 
caregiving occupations (the first quartile) is used as the reference group.   

 



 
 

149 

When first collapsing into individuals and then running the same regression without year or 

fixed effects, the results would be larger (Table A.13), which might be unobserved ability that 

correlates choice of caregiving occupations that was previously deducted by the individual fixed 

effects.  

Table A.13: Hourly Pay and Occupation Caregiving Level 

 ln(hourly pay) 
 All Single women Married women 
Caregiving Dummy -0.3476*** -0.1687*** -0.2828*** 
 (0.0216) (0.0269) (0.0310) 
Observations 9,502 3,395 3,610 
R-squared 0.4322 0.3789 0.4335 
Note: Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1.   

A.4.2   Caregiving Occupation as Valid Signal 

One unique feature of NLSY is that it follows the children born to NLSY79 mothers in the 

NLSY Child and Young Adult data. This data contains information on all children born to NLSY 

female respondents, amounting to a total of 11,530 children as of 2016. NLSY therefore provides 

unique detailing information both for the children and their mothers by linking the NLSY79 and 

NLSY Child and Young Adult data. These children are tracked since their birth, and a wide range 

of child-specific information is recorded, covering demographic variables, health conditions, skills 

(e.g., math, reading, verbal), habits (e.g., drinking, smoking, use of marijuana), and psychological 

results (e.g., depression, self-esteem). Since 1986, these children (aged 0 to 23 in 1986) and 

mothers have been interviewed every two years. In 1994, the Young Adult Survey was first carried 

out for children who are at least 15, 151 where the questions more resemble those asked to their 

mothers in NLSY79. The relationship between mothers’ occupation and children’s outcomes are 

studied in the Appendix.  

As is stressed in the model, men care about the childcaring preferences of women and 

women then use their occupation choice partly as a signal. For this signal to be valid, single women 

who work in caregiving occupations should have some “better childcaring outcomes” in the future 

 
151 There are some special years to note. In 1998, only young adult in 15-20 are surveyed. Since 2010, all children 
above age of 30 are surveyed every 4 years. Since 2016, those who are 12 and above are surveyed in the Young Adult 
sample too.  
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after they get married. Otherwise, if a single woman working as a registered nurse has no difference 

in childcaring-related outcomes than a single woman working as an avionics technician, then the 

signal is not trustworthy and would not be valid in equilibrium. I therefore pick three childcaring-

related outcome variables – number of children in future after getting married, spending more time 

caring for children, and having children of higher performance in future. Again, I run the same 

regression as in wage study and average all variables within occupation-year cells. For the 

caregiving index, I use the occupation information for single women, and see their future outcomes 

after they get married to partly avoid the direct reverse causality problem.  

Caregiving Occupations and Number of Children in Future 
Results on having children in future are shown below in Table A.14. For selection concerns, 

I further controlled their expressed preference on children. In NLSY, respondents are asked in the 

first interview in 1979 about their intention on having kids: “How many children do you want to 

have?”  In column 1 to 3, I control the share of single women who say they want at least one child; 

and in column 4 to 6, I control the share of single women who want to have one/two/three/four/five 

or more children. Even after controlling for number of children respondents desire when they are 

single, women working in more caregiving occupations end up more likely to have at least one 

child, and also on average have more children, despite small difference.   
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Table A.14: Child Decision and Occupation Choice 

 Child Decision 
 Have at least one child Number of children 
Index  0.000601***   0.00133***   
 (0.000222)   (0.000483)   
Dummy  0.0321***   0.0567**  
  (0.0108)   (0.0228)  
Quartile 4   0.109***   0.0449*** 
   (0.0367)   (0.0172) 
Quartile 3   0.0820**   0.0484*** 
   (0.0356)   (0.0165) 
Quartile 2   0.0577   0.0231 
   (0.0373)   (0.0173) 
No. of children desired Y Y Y Y Y Y 
Year  Y Y Y Y Y Y 
Observations 2,923 2,923 2,923 2,926 2,926 2,926 
R-squared 0.459 0.460 0.460 0.461 0.460 0.461 

Note: Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1. In column 3 and 6, the least 
caregiving occupations (the first quartile) is used as the reference group.   

 

Caregiving Occupations and Time Spent on Childcare 
Time spent on caring for children is not provided in NLSY. Here I use data from American 

Time-Use Survey (ATUS) from the Bureau of Labor Statistics. I didn’t find evidence that women 

working in childcaring occupations actually spend more time caring for children.  

Starting from 2003, ATUS provides the diary of respondents on their time expenditure. 

Respondents are randomly selected from CPS sample 152 for those who are over 15, and will be 

asked how they have spent their last 24 hours 153 for eight weeks in a row.  ATUS therefore provides 

data on time (in minutes) that respondents spend on caring for children on an average day. Using 

ATUS data combined with O*NET data, I study whether, among working mothers with at least 

one child under 13, women working in more childcaring occupations spend more time caring for 

children. Here only time spent on children under 13 counts, and results on time spent on primary 

and secondary childcare are both included. 154  

 
152 Specifically, only households that completed their final (eighth) CPS interview are considered.  
153 Here the 24-hour window is from 4am the previous day to 4am on the interview day.  
154 According to explanation of ATUS, “Primary childcare activities include time spent providing physical care; playing with 
children; reading with children; assisting with homework; attending children's events; taking care of children's health needs; and 
dropping off, picking up, and waiting for children. Passive childcare done as a primary activity (such as "keeping an eye on my son 
while he swam in the pool") also is included. Secondary childcare is care for children under age 13 that is done while doing an 
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Table A.15: Time Spent on Childcare and Occupation Choice 

 ln(Time spent on childcare) 
Index  0.000146   
 (0.000908)   
Dummy  0.000721  
  (0.0434)  
Quartile 4   0.0469 
   (0.0719) 
Quartile 3   0.0266 
   (0.0703) 
Quartile 2   0.0416 
   (0.0699) 
Year   Y Y Y 
Observations 3,337 3,337 3,337 
R-squared 0.224 0.224 0.224 

Note: Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1. 
In column 3, the least caregiving occupations (the first quartile) is used as the 
reference group.   

 

Note that since ATUS does not follow respondents over a long time-span like NLSY data, 

here we cannot use the occupation information while the respondent is single and study the 

outcome variable after she gets married. Instead, here the results are simply contemporary. Table 

A.15 shows this result using ATUS data from 2003 to 2019. Based on the results there is no 

evidence that, among married women with kids under 13, the women who work in more caregiving 

occupations would spend more time caring for children. However, this result needs to be explained 

with caution. As is mentioned, the data is contemporary and is within working moms. If single 

women working in more caregiving occupations are more likely to drop out of the market after 

getting married and spend more time caring for children, this would not be reflected in the sample 

we use. 

Caregiving Occupations and Child Outcomes 
If it is not about the “quantity” of childcare that these occupations send signals about, then 

what about “quality”? I then turn to the differences in child outcome between occupations.  

  

 
activity other than primary childcare, such as cooking dinner. Secondary childcare estimates are derived by summing the durations 
of activities during which respondents had at least one child under age 13 in their care while doing other things.” 
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Table A.16: Measurement for Child Outcomes 
measurement explanation Age  

Health   
Overall health rating Mother rating of child health 0-15 
Whether have health problem Mom felt or told child needed help for mental/behavior/emotional 

problem 
0-13 

Whether need treatment Child has condition, requires treatment by medical professional 0-13 
Whether need medicine Child has condition that requires medicine  0-13 
Whether need equipment child has condition that requires special equipment  0-13 

Ability   
Motor & social percentile motor & social development: percentile score 0-3 
Location memory percentile memory for location: percentile score 0-3 
Behavioral problem percentile behavioral problems index: total percentile score (lower is better) 4-15 
Picture vocabulary percentile Peabody picture vocabulary test (ppvt): total percentile score 4-15 
Verbal memory words percentile verbal memory for words percentile score   3-6 
Verbal memory story percentile verbal memory for story percentile score 3-6 
Math percentile Piat math percentile 6-15 
Cognitive stimulation percentile Cognitive stimulation percentile score  0-13 
emotional support percentile emotional support percentile score 0-13 
reading recognition percentile reading recognition percentile 0-13 
reading comprehension percentile reading comprehension percentile 0-13 

Habit   
Whether smoke Has child ever smoked a cigarette 0-13 
Smoke frequency How often in past 30 days smoked cigarettes 0-13 
Whether drink Has child ever drunk alcohol 0-13 
Drink frequency How often in last year gotten drunk 0-13 
Whether marijuana Has child ever used marijuana 0-13 
Marijuana frequency How often used marijuana in past 30 days on average 0-13 

Note: Data from NLSY.   
 

As mentioned in the Data section, one highlight of NLSY data is that it follows the children 

born to NLSY79 mothers. NLSY provides many measurements considering ability, habits, health, 

and achievements of children. For explanation of these measurements, see Table A.16 and Table 

A.17. 
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Table A.17: Measurement for Adult Outcomes 
measurement explanation Age  

Health   
Whether receive help whether receive help for behavioral, emotional, or family 

problems last year 
0-13 

Depression percentile depression CES-D percentile (lower is better) 0-13 
Self-esteem percentile Rosenberg esteem percentile   0-13 
Control percentile control over life, Pearlin percentile 0-13 

Outcome   
ln(yearly income) Cover income both from wage & salary, and from farm & business 0-13 
Education (in years) Years of education reported as of last time interviewed 0-13 

Habit   
Whether smoke Have you ever smoked a cigarette 0-13 
Smoke frequency How often in past 30 days smoked cigarettes 0-13 
Whether drink How many times in last year respondent has gotten drunk 0-13 
Drink frequency On average how often respondent drank in the past 12 months 0-13 
Whether marijuana Have you ever used marijuana 0-13 
Marijuana frequency How often used marijuana in past 30 days on average 0-13 

Note: Data from NLSY.   
 

To make the measurement of mother’s occupation relevant to the measurements, the time-

span of occupation information is tailored to each measurement. For example, the measurement of 

children’s motor development is only relevant for children under the age of 4. Therefore, the 

occupation information only considers mother’s occupation while the children is between 0 and 4. 

For measurements that are not specific to an age range, we use the mother’s information from 

when the children were under 13.  

I study child outcomes in three broad categories: health, ability, and habits. Here I controlled 

for spouse’s occupation caregiving index (if there is a spouse), AFQT of mother, education of 

mother and spouse (if there is a spouse), net family income, whether mother is employed, whether 

mother is employed in a full-time job, years that mother reports non-missing caregiving index of 

occupation, and sex and gender of child. For all the variables related to mothers (and potential 

spouse), I use the related information in the corresponding time span when children are eligible 

for the outcome measurement. Table A.18 shows that for child outcomes that are under age of 13, 

it seems that children of mothers working in more childcaring occupations have slightly better 

health results, achieve better ability in most measurements of different age ranges, and have no 

significant differences in habits of smoking, drinking, and marijuana use.  
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Table A.18: Mother Occupation Caregiving Index and Child Outcome 

Panel A: Child Health (all ages)     

 Health 
Rating 

Need 
Treatment 

Need 
Medicine 

Need 
Equipment 

 

Caregiving  0.0211** -0.000583 0.00348 -0.000184  
(dummy) (0.00970) (0.00258) (0.00267) (0.00147)  
Observations 16,822 40,491 39,979 39,232  
R-squared 0.037 0.009 0.018 0.005  

Panel B: Child Ability (Percentile)     

 
Motor and 

Social  
Location 
Memory  

Behavioral 
Problem  

Picture 
Vocabulary  

Verbal Memory 
Words  

Verbal 
Memory Story  

Caregiving  3.460*** 1.435 -1.769*** 0.984** 2.529*** 2.754** 
(dummy) (0.727) (1.484) (0.338) (0.425) (0.946) (1.266) 
Observations 7,079 1,490 31,937 16,250 3,682 2,180 
R-squared 0.050 0.036 0.081 0.338 0.094 0.047 
Panel B – continued: Child Ability (Percentile)    

 
Math Cognitive 

Stimulation  
Emotional 

Support 
Reading 

Recognition 
Reading 

Comprehension 
 

Caregiving  1.293*** 3.582*** 2.138*** 1.180*** 0.897***  
(dummy) (0.332) (0.299) (0.319) (0.338) (0.338)  
Observations 27,656 39,477 37,070 28,865 24,749  
R-squared 0.235 0.220 0.160 0.199 0.272  

Panel C: Child Habit      

 
Whether 
Smoke 

Smoke 
Frequency 

Whether 
Drink 

Drink 
Frequency 

Whether 
Marijuana 

Marijuana 
Frequency 

Caregiving  -0.00308 0.0594 0.0171** 0.0197* 0.000242 0.0860* 
(dummy) (0.00669) (0.0717) (0.00678) (0.0111) (0.00350) (0.0510) 
Observations 11,912 1,153 12,903 10,421 12,084 893 
R-squared 0.102 0.141 0.089 0.046 0.042 0.251 

Note: Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1. For Panel C, mother’s habit is also 
controlled (e.g., whether smoke, smoking frequency, and age of first smoke).   

 

For adult outcomes, I still use the occupation information for mothers when the children are 

between 0 and 13, but see their outcome variables after the children are 13 and older. Controls are 

similar here except that year fixed effects and children’s ages are also included in regression of 

children income or education. Based on results in Table A.19, children with mothers who worked 

in more caregiving occupations when they were young (age 0 to13 have lower levels of depression 

and higher feelings of control over life when they become adults (after the age of 15).  These 

children do not seem to earn higher incomes than children whose mothers worked in low 

caregiving occupations, but they do receive slightly more years of education. As for life habits, 

there seems to be no difference in smoking, drinking, and use of marijuana for those children. If 

anything, they seem to be less likely to smoke when they become adults.  
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Based on the results, considering health, ability, and life habits of children under 13, as well 

as their health, income and education, and life habits after they becomes adults (after age 15), it 

seems that mothers working in more caregiving occupations have better outcomes in children. This 

then provides the incentive for men to make different marriage decisions based on the occupation 

choices of women. That is to say, women’s occupation choices serve as valid signals on the 

marriage market.  

Table A.19: Mother Occupation Caregiving Index and Adult Outcomes 

Panel A: Adult Health      

 Whether 
Receive help 

Depression 
Percentile 

Self-Esteem 
Percentile 

Control 
Percentile   

Caregiving  0.00298 -0.899* 0.856* 1.226**   
(dummy) (0.00273) (0.489) (0.471) (0.564)   
Observations 47,650 15,337 15,582 11,337   
R-squared 0.017 0.022 0.050 0.019   

Panel B: Adult outcome      

 
ln(Yearly 
Income) 

Education 
(in Years)  

 
 

 

Caregiving  0.0111 0.161***     
(dummy) (0.0136) (0.0115)     
Observations 31,678 153,783     
R-squared 0.552 0.244     

Panel C: Adult Habit      

 
Whether 
Smoke 

Smoke 
Frequency 

Drink 
Frequency1 

Drink 
Frequency2 

Whether 
Marijuana 

Marijuana 
Frequency 

Caregiving  -0.00421 -0.0878*** 0.0106 0.0485* 0.00176 0.00188 
(dummy) (0.00551) (0.0300) (0.0271) (0.0253) (0.00516) (0.0468) 
Observations 23,901 10,838 6,779 39,481 27,943 5,665 
R-squared 0.084 0.232 0.080 0.137 0.071 0.255 

Note: Robust standard errors in parentheses. *** p<0.01, ** p<0.05, * p<0.1. For Panel C, mother’s habit 
is also controlled (e.g., whether smoke, smoking frequency, and age of first smoke).   

A.4.3   Policy Shock for Separated, Divorced, and Widowed Women 

In all previously showed specifications, women’s martial statuses are measured as either 

single, which includes only women who have never been married, or married, which includes 

women who are currently married. Here I run the baseline specification within women who are 

currently separated, divorced, and widowed, categories which are not included in any sample in 

this empirical part. Note that here I include all women and no longer restrict it to the same group 

of young women, defined as under the age of 38. The reason is that the average age of never-
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married women is younger than women who are separated, divorced, and widowed, and thus using 

38 as the age cutoff is no longer appropriate, as shown in Appendix Figure F1. 

 

 

Figure A.8: Age Distribution Among Working Women, by Marital Status 
Note: Data from CPS, 1968-2000.   

Results are shown in Table A.20, where column 1 and column 3 are within single women 

while column 2 and column 4 are within separated, divorced, and widowed women. There is a 

decrease in working in caregiving occupations post policy shock among separated, divorced, and 

widowed too, but smaller in size than with single women. Note that the results in column 1 and 3 

are less significant with inclusion of old single women, and results would be slightly larger in size 

and more significant if restricting to young single women. For the separated, divorced, and 

widowed group, the results are slightly larger and less significant if restricting to young women 

defining as under 38.  
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Table A.20: Unilateral Divorce Policy and Women’s Occupation Choice for Separated, 
Divorced, and Widowed 

 Caregiving Index Caregiving Dummy 

 Single Separated, 
divorced, widow Single Separated, 

divorced, widow 
Treated  -0.828 -0.745** -0.0231* -0.0144** 

 (0.660) (0.345) (0.0135) (0.00702) 
Property Regime Y Y Y Y 
Year  Y Y Y Y 
State  Y Y Y Y 
Observations 132,949 101,550 132,949 101,550 
R-squared 0.011 0.012 0.015 0.012 

Note: Standard errors (clustered at states) in parentheses. *** p<0.01, ** p<0.05, * p<0.1. Controls 
include age, age square, and race. In columns 1 and 2, the dependent variable is the caregiving index. 
In columns 3 and 4, the dependent variable is the caregiving dummy. Columns 1 and 3 use all single 
women. Columns 2 and 4 use all women who are separated, divorced, and widowed.   
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APPENDIX B. COVID19 AND CONSUMER ANIMUS TOWARDS 
CHINESE PRODUCTS: EVIDENCE FROM AMAZON DATA 

B.1   Data Appendix 

Table B.1: Examples of Informative Reviews by Category 
Category Count Example 

Informative-animus 826 They ship from China you know where the virus first broke out 
Informative-neutral 243 Reasonable price for standard basic face mask made in China. 
Informative with 
quality complaints 

276 Don't buy it, this is poison mask made in China, after using it for couple of 
minutes it gave me headache, confusion 

Informative without 
quality complaints 

793 The masks look good, but are made in China, and the box says Non-Medical! 

Table B.2: Examples of Informative-Animus Reviews at Each Rating 
Rating Review Title Review Body 

5 comfortable mask, finally Liked the mask. Disliked the fact that it is made in China!   
4 Made in China!? These masks seem to be working ok. The biggest disappointment was 

that they were made in China. After the Covid Pandemic, we are very 
suspicious of ANY items made in China.   

3 Straight Outta China Came straight from a factory in China, not exactly what I was looking 
for during a pandemic that started there. Seem to be VERY cheaply 
made.   

2 china they ship from china you know where the virus first broke out   
1 Crap Made in china!!! Nuff said   

Table B.3: Evidence from Reviews on Why Buying a Chinese Product Despite Animus 
Review Title Review Body 

Good product but made in China … Should have researched the manufacturer more fully. Had I known they 
were made in China, most likely would not have purchased this. 

Made in CHINA Warning: these come directly from China. Package is written in Chinese. I 
have thrown them away. Make your own mask; it will be safer.     

FYI These are made in China Sold by a US company, but made in China.   
Fast shipping--nice mask I questioned getting a mask from China, but couldn't find one in the US. …  
It’s Just “okay”, here’s why 
 

When I purchased this 2 weeks ago, it had enough good reviews and the 
fact that there was only few to select from on Amazon hat WASNT made 
in China. I purchased few. …  

Works well for me I find it troubling that it's so difficult to find masks on Amazon that is not 
from China. I spent nearly an hour digging into every surgical mask trying 
to find ones not from China. …  
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Figure B.1: Number of Products by Time Difference k (in Weeks) 

B.2   Empirical Appendix 

B.2.1   Direct Impact – Ratings of Informative Reviews 

The sample is limited within Chinese products that have been identified by the end of 

research period. Below is the empirical model.  

itc itc X itc i t itcY D Xα β β θ θ ε= + + + + +                                     (B.1) 

Data is on review level, varying by product i, time t, and review c. The dependent variable 

is the rating of a review. D is dummy here, denoting either being informative or informative-

animus. Other variables bear the same meaning as in the main regression.  
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Table B.4: Ratings of Informative Reviews 

  Rating of a Review 
 (1)  (2) 
Informative -1.346***  
 (0.0721)  
Informative-Animus  -1.817*** 
  (0.0706) 
Controls Yes Yes 
Date Yes Yes 
ASIN Yes Yes 
Observations 37,037 37,037 
R-squared 0.161 0.169 

Note: Standard errors in parentheses, clustered by ASIN, *** 
p<0.01, ** p<0.05, * p<0.1 The sample is limited to Chinese 
products that are identified by the end of research period. 
Controls include price, sales rank, and average rating of a 
product. In column (1), the dummy denotes whether a review is 
informative. In column (2), the dummy denotes whether a 
review is informative-animus.   

B.2.2   Direct Impact – Correlation of Product Average Rating Over Time 

For this regression, we use the full sample (including products of all countries-of-origin, 

including the unknowns). Below is the empirical model.  

1it it X it i t itY Y Xα β β θ θ ε−= + + + + +                                         (B.2) 

Data is panel, and varies by product i and time (day) t. The dependent variable is the average 

rating of product i on day t, and 1itY −  is the lag of average rating of product i. Other variables bear 

the same meaning as in the main regression. 
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Table B.5: Correlation of Product Average Rating by Day 

  Average Rating 
  (1) (2) 
Lag Average Rating 0.983*** 0.968*** 
 (0.000645) (0.00128) 
Controls No Yes 
Date No Yes 
ASIN No Yes 
Observations 150,541 150,170 
R-squared 0.981 0.981 

Note: Standard errors in parentheses, clustered by ASIN, *** p<0.01, 
** p<0.05, * p<0.1 The sample includes all products in our data. In 
column (1), no controls or fixed effects are included. In column (2), 
price, sales rank, product fixed effect, and date fixed effect is controlled.   

B.2.3   Identification of Country-of-Origin and Review-Rating Ratio 

For this regression, the sample is limited to products with known countries-of-origin. Below 

is the empirical model.  

it it X it i t itY D Xα β β θ θ ε= + + + + +                                         (B.3) 

Data is panel, and varies by product i and time (day) t. The dependent variable is the ratio of 

number of reviews over number of ratings for product in on day t, and itD  is the dummy of whether 

the product’s country-of-origin has been ever identified for product i on day t. Other variables bear 

the same meaning as in the main regression. 

Table B.6: Review-Rating Ratio and Country-of-Origin Identification 

  Review-Rating Ratio 
  (1) (2) 
Whether Identified -0.0123** -0.00469 
 (0.00484) (0.0117) 
Controls Yes Yes 
Date Yes Yes 
ASIN Yes Yes 
Observations 49,673 20,852 
R-squared 0.107 0.132 

Note: Standard errors in parentheses, clustered by ASIN, *** p<0.01, 
** p<0.05, * p<0.1 Controls include price, sales rank, and average 
rating. In column (1), only Chinese products are included (identified 
by the end of the research period). In column (2), products of known 
countries-of-origin besides China are included.    
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Figure B.2: Average Rating and Share of Informative-Animus Reviews (Total Impact) 
Note: Standard errors clustered by ASIN. Controls include price, sales rank, and lag 
of share of informative-animus reviews, with the x-axis showing the days for this lag.   
 
 

 

Figure B.3: Average Rating and Share of Informative-Animus Reviews (Indirect Impact) 
Note: Standard errors clustered by ASIN. Controls include price, sales rank, lag of 
share of informative-animus reviews, and corresponding lag of average rating, with 
the x-axis showing the days for this lag.   
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B.3   Amazon Appendix 

B.3.1   Review Regulation on Amazon 

A consumer can leave a comment without buying the product, but such comment will not 

have the “verified purchase” label, and highly likely will be removed by Amazon (and it needs 

approval to be displayed in this case). Therefore, most of the reviews/comments are from 

consumers who actually purchase the product. 155 Note that a product review is different from seller 

feedback. A consumer can rate a seller or provide seller feedback, but this is available only when 

a consumer clicks into the seller details. In this paper, we focus on consumer reviews.  

Offensive language would be removed by Amazon, and therefore we did not find any 

reviews with discriminative names for Chinese. 156 

After a consumer orders from a third-party, she can leave a review or ratings within 90 days 

from the date of order. If a consumer leaves a review before the arrival of the product, it will not 

have the “verified purchase” label.  

For the calculation of average rating of a product, Amazon now uses a machine-learning 

model instead of simple/unweighted average. 157 This algorithm is not revealed to the public and 

applies multiple criteria on review authenticity. Amazon does not take into account ratings without 

“verified purchase” into calculation of product average rating until more details are added (e.g., 

texts, images, or videos).  

 

 

  

 
155 Look at an example at Amazon.com: Customer reviews: Black Disposable Face Masks, 100 Pack Black Face 
Masks 3 Ply Filter Protection. On March 16th, 2022, out of a total of 4844 reviews, 4703 reviews (or 97%) are verified 
purchases.  
156 For more details on regulations of reviews for Amazon, refer to 
https://www.amazon.com/gp/help/customer/display.html?nodeId=G5T39MTBJSEVYQWW. 
157 Refer to https://www.amazon.com/gp/help/customer/display.html?nodeId=GQUXAMY73JFRVJHE for 
Amazon’s own explanation.  

https://www.amazon.com/Black-Disposable-Face-Masks-Protection/product-reviews/B09B6V9Q8J/ref=cm_cr_dp_d_show_all_btm?ie=UTF8&reviewerType=all_reviews
https://www.amazon.com/Black-Disposable-Face-Masks-Protection/product-reviews/B09B6V9Q8J/ref=cm_cr_dp_d_show_all_btm?ie=UTF8&reviewerType=all_reviews
https://www.amazon.com/gp/help/customer/display.html?nodeId=G5T39MTBJSEVYQWW
https://www.amazon.com/gp/help/customer/display.html?nodeId=GQUXAMY73JFRVJHE
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APPENDIX C. LEARNING FROM INTERNATIONAL TRADE: 
ASYMMETRIC CULTURAL TRANSMISSION AND GENDER 

DISCRIMINATION 

C.1   Data Appendix 

Table C.1: Top 20 Countries or Regions of FDI Source, Export, and Import 
 FDI Export Import 

Rank Country/region percent Country/region percent Country/region percent 
1 Hong Kong (China) 31.33  United States 21.06 Japan 16.80  
2 Virgin Islands 11.10  Hong Kong (China) 17.01 Taiwan (China) 11.55  
3 South Korea 10.30  Japan 12.38 South Korea 11.09  
4 Japan 8.99  South Korea 4.68 United States 7.97  
5 United States 6.50  Germany 4.01 Germany 6.92  
6 Taiwan (China) 5.14  Netherlands 3.12 China 5.39  
7 Cayman Islands 3.37  United Kingdom 2.53 Malaysia 3.25  
8 Singapore 3.31  Taiwan (China) 2.27 Singapore 2.50  
9 Samoa 1.86  Singapore 2.14 Russian Federation 2.16  
10 Germany 1.75  France 1.67 Hong Kong (China) 2.10  
11 Netherlands 1.34  Italy 1.55 Thailand 2.05  
12 United Kingdom 1.31  Russian Federation 1.53 Australia 2.05  
13 Australia 1.09  Australia 1.49 Philippines 1.62  
14 France 1.08  Canada 1.37 Brazil 1.54  
15 Canada 1.01  Malaysia 1.36 India 1.37  
16 Mauritius 0.99  United Arab Emirates 1.15 France 1.37  
17 Macao (China) 0.90  Indonesia 1.05 Saudi Arabia 1.34  
18 Bermuda 0.70  India 1.00 Canada 1.31  
19 Malaysia 0.64  Belgium 0.99 Indonesia 1.29  
20 Italy 0.46  Thailand 0.98 Italy 1.15  

Top 3 52.74  50.45 39.44  
Top 5 68.23  59.14 54.33  

Top 10 83.66  70.87 69.72  
Top 20 93.19  83.35 84.80  

Note: FDI data comes from the China Statistical Yearbook published by National Bureau of Statistics in China at 
http://www.stats.gov.cn/. Export and import data are calculated based on customs data of China in 2004. For FDI, 
Virgin Islands (2), Cayman Islands (7), Samoa (9), Mauritius (16), Bermuda (18) are typical free ports in 
investments. Considering the real source of the investment from these countries/regions, then the FDI source 
countries might be even more concentrated than the data shows in the table. Another to note is that China is the 
fifth largest origin of its own import. This is because many firms try to benefit from the tax refund policy for export 
so there is a fairly high amount of re-import in China.   

 

http://www.stats.gov.cn/
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Table C.2: Calculation of GGI and Four Sub-Indexes 

Sub-indexes Ratios Weights 

Economic 
Participation 

and 
Opportunity 

 

Female labor force participation over male value 0.199 
Wage equality between women and men for similar work (converted to 
Female-over-male ratio) 0.310 

Estimated female earned income over male value 0.221 
Female legislators, senior officials, and managers over male value 0.149 
Female professional and technical workers over male value 0.121 

Total 1 

Educational 
Attainment 

Female literacy rate over male value 0.191 
Female net primary level enrolment over male value 0.459 
Female net secondary level enrolment over male value 0.230 
Female gross tertiary level enrolment over male value 0.121 

Total 1 

Health and 
Survival 

Female healthy life expectancy over male value 0.307 
Sex ratio at birth (converted to female over male ratio) 0.693 

Total 1 

Political 
Empowerment 

Women with seats in parliament over male value 0.310 
Women at ministerial level over male value 0.247 
Number of years of a female head of state (last 50 years) over male value 0.443 

Total 1 
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Table C.3: Rank of All Countries by GGI 
 Rank Country Rank Country Rank Country 

1 Sweden 40 Thailand 79 Japan 
2 Norway 41 Argentina 80 Gambia 
3 Finland 42 Mongolia 81 Malawi 
4 Iceland 43 Lesotho 82 Ecuador 
5 Germany 44 Poland 83 Cyprus 
6 Philippines 45 Trinidad and Tobago 84 Madagascar 
7 New Zealand 46 Romania 85 Zambia 
8 Denmark 47 Uganda 86 Kuwait 
9 United Kingdom 48 Ukraine 87 Bolivia 
10 Ireland 49 Russian Federation 88 Mauritius 
11 Spain 50 Slovak Republic 89 Cambodia 
12 Netherlands 51 Slovenia 90 Tunisia 
13 Sri Lanka 52 Kyrgyz Republic 91 Bangladesh 
14 Canada 53 Czech Republic 92 Korea, Rep. 
15 Australia 54 Georgia 93 Jordan 
16 Croatia 55 Hungary 94 Nigeria 
17 Moldova 56 Luxembourg 95 Guatemala 
18 South Africa 57 Venezuela 96 Angola 
19 Latvia 58 Ghana 97 Algeria 
20 Belgium 59 Dominican Republic 98 India 
21 Lithuania 60 Peru. 99 Mali 
22 Colombia 61 Albania 100 Ethiopia 
23 United States 62 Nicaragua 101 United Arab Emirates 
24 Tanzania 63 China 102 Bahrain 
25 Jamaica 64 Paraguay 103 Cameroon 
26 Switzerland 65 Singapore 104 Burkina Faso 
27 Austria 66 Uruguay 105 Turkey 
28 Macedonia 67 Brazil 106 Mauritania 
29 Estonia 68 Indonesia 107 Morocco 
30 Costa Rica 69 Greece 108 Iran 
31 Panama 70 France 109 Egypt 
32 Kazakhstan 71 Malta 110 Benin 
33 Portugal 72 Malaysia 111 Nepal 
34 Botswana 73 Kenya 112 Pakistan 
35 Israel 74 Honduras 113 Chad 
36 Uzbekistan 75 Mexico 114 Saudi Arabia 
37 Bulgaria 76 Zimbabwe 115 Yemen 
38 Namibia 77 Italy   
39 El Salvador 78 Chile   
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C.2   Model Appendix 

C.2.1   Conditions to Guarantee the Validity of Hiring Rules 

Now we consider the restrictions the payoffs need to satisfy for firms to follow the rule that 

a worker is hired only when the signal is good. It must be that for a worker with good signal, the 

expected payoff is positive while for a worker with a bad signal, the expected payoff is negative.  

expected payoff for hiring a female worker with good signal
    ( 1| )* ( 0 | )*
    (1 ) 0
expected payoff for hiring a female worker with bad signal
    ( 1|

i i q i i n

q n

i i

prob I S good prob I S good
T T

prob I S

µ µ

µ µ

= = = + = =

= + − >

= = )* ( 0 | )*
(1 ) (1 )

    0
(1 ) (1 )

q i i n

q n

bad prob I S bad
P q P q

P q P q

µ µ

µ µ

= + = =

− + −
= <

− + −

 

We therefore derive the condition for payoffs to let the firm fully trust the signal: 

1 (1 )(1 )
( ) ( )

(1 )(1 ) (1 )
( ) ( )

(1 ) (1 )
( )

(1 )

q n n

n q n

q n

T P q
T Pq P q P q

P q Pq P q
P q

µ µ µ

µ µ µ
µ µ

− − −
> − = −

− − −
⇒ − < < −

− −
< −

−







 

For the condition to be meaningful, we need the upper limit to be larger than the lower limit: 

(1 )(1 ) (1 ) 1
( ) ( )

(1 ) 2n n

P q P q
P

Pq P q
µ µ

− − −
− < − ⇒ >

−
 

Therefore, the condition we derived above is plausible only when P is larger than a half, 

which is always satisfied as long as the signal is informative. 

C.2.2   Taste-Based Discrimination Model 

Another commonly used model in discrimination is taste-based discrimination models. 

Under the same setup as in this paper, I briefly show here that a taste-based discrimination model 

would generate opposite predictions on profits compared to the statistical model I use in this paper. 
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If taste-based, then there is a distaste parameter α for female workers. Similarly, a firm only 

hires a female worker with good signal, but this requires that the distaste for female workers cannot 

be too large: The expected utility for hiring a female work with good signal is:  

    ( 1| )* ( 0 | )*
    (1 ) 0

i i q i i n

q n

prob I S good prob I S good
T T

µ µ α

µ µ α

= = = + = = −

= + − − >
 

As long as the original α is not too large, female fraction within a firm takes the same 

function form as in statistical discrimination set-up with: 

0,  0,  0fm
LL T

α α α

∂∂ ∂
= = =

∂ ∂ ∂
 

The wage paid to female workers, however, is lower than the statistical discrimination case: 

( )(1 )f q nw T Tδ µ µ α= + − −  

Note that the distaste affects the employer’s utility, but does not directly affect a firm’s profit 

in monetary value. The expected profit a firm gets from a female worker is then: 

( )
( )
(1 ) (1 )

(1 ) (1 )

q n q n

q n

T T T T

T T

µ µ δ µ µ α

δ µ µ δα

= + − − + − −

= − + − +
 

The profit of the firm is written as: 

( )( )(1 ) (1 ) (1 )m q f q nL L T Tπ δ µ δ µ µ δα= − + − + − +  

Profit per worker is then: 

( ){ }(1 ) (1 ) (1 )m q f q n

m f m f

L L T T
U

L L L L

δ µ δ µ µ δαπ − + − + − +
=

+ +
=  

As mentioned above, when α is not large, hiring decision does not change with distaste 

parameter: 0,  0,  0m fL L Tα α α= = =∂ ∂ ∂ ∂ ∂ ∂ . It is obvious that profit per worker is increasing in α. 

Therefore, firms earn smaller profits per worker when exporting to more gender-equal cultures 

(smaller α) and larger profits per worker when exporting to less gender-equal cultures (larger α). 

Under the same model setup, the change in profit per worker in the taste-based discrimination case 

is different from what would be predicted in the statistical discrimination case. 

C.2.3   Calculation of GGI (Transaction Frequency) 

If considering the transaction frequency, GGI can be calculated as:  
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max{ ( ) ( ) }i ic c China China
c

GGI F n GGI GGI GGI= ∗ − +   

Where cGGI  is the GGI of origin/destination country c and ChinaGGI  is the GGI value of 

China. Here icn  is the total number of transactions firm i has with country c, and F(.) is an 

increasing function of transaction number with the value of F(.) lying between 0 and 1. In my 

paper, for simplicity, I use the cumulative distribution function of normal distribution as F(.). 

C.3   Empirical Appendix 

C.3.1   Conditions to Guarantee the Validity of Hiring Rules 

Skill Ratio 
Skill ratio is measured by number of high-skill workers over the total number of employees 

in a firm. A worker is identified as high-skill worker as long as he/she has a college degree, 

bachelor’s degree, master’s degree or above. 

Output 
Here I use log of output. Output is the monetary value of the total production of the firm, 

measured in 1000 RMBs.  

Firm Age 
Here I use the log of firm age, where firm age is the number of years a firm has operated. In 

Industrial Firm Database, the opening year of the firm is recorded. Since the main data I use in this 

paper is 2004, firm age thus equals to 2004 minus the opening year plus one. 

Firm Size 
Here I use log of firm size. Firm size is measured by the number of employees a firm hires 

at the end of a year. 

Processing Trade 
In customs data, it reports the trade mode for each transaction. Here processing trade is the 

fraction of trade value that belongs to processing trade for an exporter/importer in a year.   
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Ownership 
Following Brandt et al. (2012), I classify firm into different ownership groups based on their 

registration type: state-owned, hybrid/collective, private, foreign, HMT, and others. The limited 

liability corporations and shareholding corporations are classified into one of the above groups 

based on their registered capital.  

C.3.2   Empirical Results 

Table C.4: Sub-Index 

 Female Fraction 
 All All Only Better Only Worse 

GGI 0.0281* 0.0785*** 0.0899*** 0.0251 
 (0.0170) (0.0120) (0.0260) (0.0476) 

GGI*Firm age -0.00356*** -0.00208*** -0.00215*** -0.00247*** 
 (0.000271) (0.000211) (0.000214) (0.000736) 

Ownership Yes Yes Yes Yes 
Industry Fixed No Yes Yes Yes 
Province Fixed No Yes Yes Yes 
Observations 53,671 53,671 45,631 8,040 

R-squared 0.212 0.448 0.437 0.516 
Note: Standard errors in the parenthesis, clustered at county level. *** p<0.01, ** p<0.05, * p<0.1.  

Table C.5: Controlling Price 

 Female Fraction 
 ln(price)  

 
Relative Price 

  More Less More Less 
GGI 0.168*** 0.0195 0.163*** -0.0379 

 (0.0326) (0.131) (0.0328) (0.129) 
GGI*Firm age -0.00192*** -0.00200*** -0.00209*** -0.00203*** 

 (0.000213) (0.000637) (0.000211) (0.000643) 
Ownership Yes Yes Yes Yes 

Industry Fixed Yes Yes Yes Yes 
Province Fixed Yes Yes Yes Yes 
Observations 45,701 7,970 45,701 7,970 

R-squared 0.441 0.514 0.438 0.514 
Note: Standard errors in the parenthesis, clustered at county level. *** p<0.01, ** p<0.05, * p<0.1. 
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Table C.6: Profit (Impute 0.001) 

 ln(Profit) 
 All All Only Better Only Worse 

GGI 4.546*** 3.657*** 6.389*** 3.145 
 (0.679) (0.631) (1.052) (4.364) 

GGI*Firm age -0.199*** -0.193*** -0.198*** -0.235*** 
 (0.0116) (0.0115) (0.0124) (0.0285) 

Ownership Yes Yes Yes Yes 
Industry Fixed No Yes Yes Yes 
Province Fixed No Yes Yes Yes 
Observations 52,951 52,951 45,063 7,888 

R-squared 0.091 0.111 0.120 0.071 
Note: Standard errors in the parenthesis, clustered at county level. *** p<0.01, ** p<0.05, * p<0.1.   

 

Table C.7: Profit (Add a constant) 

 ln(Profit) 
 All All Only Better Only Worse 

GGI 0.00253 0.00385* 0.0124** 0.00107 
 (0.00351) (0.00225) (0.00527) (0.00188) 

GGI*Firm age -2.11e-05 -3.12e-05 -4.21e-05 -5.96e-05 
 (5.55e-05) (4.38e-05) (4.78e-05) (4.22e-05) 

Ownership Yes Yes Yes Yes 
Industry No Yes Yes Yes 
Province No Yes Yes Yes 

Observations 52,950 52,950 45,062 7,888 
R-squared 0.043 0.064 0.076 0.658 

Note: Standard errors in the parenthesis, clustered at county level. *** p<0.01, ** p<0.05, * p<0.1.   
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