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ABSTRACT 

The automotive industry is using advanced high strength steels (AHSS) to improve the fuel 

efficiency of passenger vehicles by lightweighting strategy. The higher strength of AHSS allows 

vehicle manufacturers to implement thinner and lighter components while still meet the safety 

requirements. Press hardened steels (PHS) exhibit the highest tensile strength among AHSS and 

are widely used for manufacturing crash relevant automotive parts. Boron-containing steel with 

enhanced hardenability is the most commonly used grade of steel for press hardening. The addition 

of a small amount of boron, 0.002 – 0.005 wt.%, can effectively increase hardenability. However, 

the boron addition also causes problems in commercially production of steel slabs by continuous 

casting. Defects including transverse corner cracks, surface cracks, and internal halfway cracks are 

sometimes found in continuously-cast boron steel slabs during or after the final cooling process. 

These problems can arise during the post-casting cooling process because boron addition changes 

the phase transformation behavior of steel. 

The cooling of slabs during and after continuous casting is a multiphysics process including 

coupled heat transfer, solidification, solid-solid phase transformations, and deformation. 

Numerical models are helpful for a better understanding of the cooling process and the interaction 

of different physical phenomena in it. In this work, a 3-D thermomechanical finite volume model 

(FVM) with coupled heat transfer, stress, and phase transformation calculations is developed to 

investigate the temperature history, phase evolution, and stress development during cooling. 

The model is used to simulate the cooling process of continuous cast steel slabs at different 

post-casting stages. The effect of boron addition on stress development and phase evolution during 

cooling of a single slab is investigated via simulation of both boron-containing and non-boron 

steels. The results show the slab with boron consists of mostly bainite, in contrast to the non-boron 

grade which is mostly ferrite and pearlite after cooling. Higher tensile stresses, both peak and 

residual, and plastic strains, which could lead to cracking, are observed at the edge of slab in the 

boron-containing grade. The effect of slowing the cooling rate by using a radiation shield is studied 

for the boron-containing steel. The reduced thermal gradient and the increased ferrite formation 

reduce the stresses in the slab. The cooling process of a stack of multiple slabs is also simulated to 

study the influence of slabs stacking on cooling rate and slab deformation. A slower cooling rate 

can be achieved in stacked slabs and the compressive load provided by slabs above the slab can 
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prevent large deformation and flatten the slab during cooling. The combination of slab stacking 

and radiation shield is modeled to study the stress development under a slow cooling rate that is 

feasible in practice. Boron addition also affects the water quenching process of steel strips on the 

runout table after hot rolling. Simulations of strips with and without boron show different cooling 

curves, residual stress and phase distributions as austenite decomposition does not occur for boron-

containing steel due to the fast cooling rate. Therefore, the cooling strategy on the runout table 

should be adjusted accordingly to control the coiling temperature and improve strip quality. 
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1. INTRODUCTION 

1.1 Boron-containing advanced high strength steel 

1.1.1 Press hardened steel 

The automotive industry is facing the challenge of improving vehicles’ safety and reducing 

the environmental impact caused by fuel emissions[1]. One effective way to achieve this goal is 

through vehicle lightweighting. By using advanced high strength steel (AHSS) to replace vehicle 

components made with conventional steels or cast iron, the fuel efficiency can be improved while 

requirements for safety are still met. There are a variety of steels with a range of mechanical 

properties that are developed and used in today’s automotive industry for different applications as 

shown in Figure 1.1. Among all these grades of steels, martensitic steel (MS) and press hardened 

steel (PHS) exhibit the highest tensile strength which ranges up to 2000 MPa[1]. This high strength 

allows the use of PHS for thin wall designs in safety or structural components and hence can 

effectively reduce the weight of vehicles. 

 

Figure 1.1. The steel strength versus ductility diagram illustrating the difference in mechanical 
properties among conventional steels and AHSS grades (after [1]). 

Press hardened steel, also known as hot forming (HF) or hot stamping steel is a kind of 

quenchable micro-alloyed steel that is widely used for manufacturing crash relevant automotive 
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parts[2,3]. The schematic illustrating the press hardening process is shown in Figure 1.2. The as-

received steel blank with a ferritic-pearlitic microstructure is heated up to above 900 ℃ and kept 

in furnace for at least 5 minutes to achieve fully austenitization. Afterwards, the austenitic blank 

at high temperature is transferred to the pressing die for forming and quenching. As the blank is in 

contact with the water-cooled die, it is formed and quenched simultaneously to achieve the final 

designed shape with a martensitic microstructure[4]. Comparing with traditional cold forming 

technologies, press hardening allows vehicle manufacturers to design and produce components 

with both high strength and complex geometry due to the martensitic microstructure and good 

formability at high temperatures. 

 

Figure 1.2. Summary of the press hardening process illustrating (a) the schematic processing 
procedure and (b) the evolution of microstructures and mechanical properties.  

 

1.1.2 Boron-containing AHSS for press hardening 

According to the procedure of press hardening, the key factor for a steel to be used in press 

hardening is its hardenability. Hardenability is defined as the capacity of a steel to suppress the 

diffusion-controlled phase transformations and transform from austenite to martensite during 

cooling[5]. Under the same cooling condition, a steel with good hardenability can transform to a 

higher fraction of martensite, producing a material with higher strength. Therefore, boron-
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containing steel with enhanced hardenability, such as 22MnB5, 27MnCrB5, and 20MnB5, 

becomes the most commonly used grade of steel for press hardening[3]. For 22MnB5 steel, if the 

critical cooling condition of 27 K/s is exceeded, it will show a yield strength (YS) of 1000 MPa 

and an ultimate tensile strength (UTS) above 1400 MPa. 

Boron acts as an excellent hardening agent in steel. The addition of a small amount of boron 

can effectively increase hardenability[6]. Luitjohan et al.[7] studied the effect of boron on 

microstructures of a ternary Fe-C-B alloy and found that the addition of less than 5 ppm of boron 

resulted in the formation of bainite instead of ferrite and pearlite. In contrast, other alloying 

elements used for improving hardenability such as Mo, Ni, and Mn will need more than 0.5% 

addition to show an equivalent increase[8]. Boron addition enhances hardenability by the 

segregation of boron to austenite grain boundaries, delaying the nucleation and growth of ferrite[5]. 

The effect of boron is most effective for low carbon steels as the major phase after austenite 

transformation is soft ferrite. The time-temperature-transformation (TTT) diagram shifts to the 

right (longer time) for a low carbon steel with boron addition as shown in Figure 1.3. Less than 

0.003 wt.% of boron can result in this significant improvement in hardenability. With increasing 

carbon content, the effect of boron becomes less significant as there is less ferrite formation for 

boron-containing steel. 

 

Figure 1.3. TTT diagram of a low carbon steel with 0.003 wt.% of boron and without boron 
addition predicted by JMatPro, showing that the boron addition effectively shifts the TTT 

diagram to right. 
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1.2 Continuously-cast boron steel slabs 

Although the addition of boron does significantly improve hardenability of steel and makes 

it suitable for the press hardening process, it also causes problems in commercial production of 

steel slabs by continuous casting. Despite the small level of B addition, defects including 

transverse corner cracks, surface cracks, and internal halfway cracks are sometimes found in 

continuously-cast boron steel slabs during or after the final slab cooling process[9,10]. 

1.2.1 Continuous casting of steel slabs 

The use of continuous casting for steelmaking dates back to the 1960s and it has grown into 

the most commonly used casting method for steel due to its advantages in steel quality and better 

yield. Nowadays, more than 95% of steel production over the world is by continuous casting[11]. 

As illustrated in Figure 1.4, the molten steel flows into the mold and forms a solidified shell at the 

metal/mold interface. At the exit of the mold, the shell grows thick enough to hold the liquid steel 

inside. Afterwards, the steel strand is cooled by spray water in the secondary cooling zone until 

the core is fully solidified and guided by the rollers to the caster exit. At the end of caster, the 

strand is cut off by torch and sent to slab yard for further cooling. 

 

Figure 1.4. Schematic of continuous casting process. Section 1 is the secondary cooling zone. 
Section 2 and 3 is the cooling after casting for single slab and stacked slabs, respectively (after 

[12]). 
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1.2.2 Investigation of cracking in continuously-cast boron steel slabs  

One of the most common casting defects in continuously-cast steel slabs is cracking. The 

slab is only “semi-finished” after casting and requires subsequent hot rolling, but even small cracks 

can propagate during rolling and severely affect the quality of rolling products. Brimacombe and 

Sorimachi [13] examined different types of cracks that can initiate during continuous casting. As 

shown in Figure 1.5, they can be found in many locations on the slab. For the slab surface, both 

transverse and longitudinal cracks are found in corners and midface. Inside of the slab, cracking 

can occur along the centerline or diagonal of the cross section. 

 

Figure 1.5. Schematic of different types of cracks found in continuously-cast slabs (after[13]).  
 

For boron-containing steel slabs, the effect of boron on crack formation has been studied 

with focuses on microstructures, high temperature mechanical properties, and phase 

transformation. Yin et al.[9,14] found that the cracking could stem from the remelting at the 

interdendrtic regions. The authors studied the phase diagrams provided by ThermoCalc for the Fe-

B-C system and found a metatectic reaction induced by B addition, as shown in Figure 1.6. The 

metatectic reaction (δ  γ + L) can occur at TR when B composition C0 is between CS and CR. 

With B addition as low as 5 ppm, a low melting Fe-B phase could exist as a liquid phase at 1100 ℃. 

This phase diagram prediction was supported by Luitjohan et al.[15] through their experimental 

investigation of Fe-B alloys with different B concentrations. They used confocal scanning laser 

microscopy to achieve in-situ observation of microstructure changes at high temperatures during 
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heating and cooling process. The evidence for metatectic reaction was observed as the liquid phase 

solidified (γ + L  δ) during heating and solid phase remelted (δ  γ + L) during cooling.  

 

 

Figure 1.6. Partial binary equilibrium phase diagram for Fe-B alloy showing a typical metatectic 
reaction occurring at temperature TR when B composition is CR. 

 

Crack formation at high temperatures during the continuous casting process is closely related 

to the hot ductility of steel. The role of boron addition on hot ductility is complicated as opposite 

effects has been reported, based on different mechanisms. On one hand, boron addition can 

improve the hot ductility of steel and be beneficial for the surface quality of slabs[16–19]. For low 

carbon steel without boron, a typical hot ductility trough can be observed from 700 ℃ to 1000 ℃ 

with the presence of filmlike pro-eutectoid ferrite forming along the austenite grain boundaries. 

With boron addition, the ferrite formation is delayed and thus the grain boundary cohesion is 

enhanced. López-Chipres et al. [18] conducted tensile tests at 700, 800, 900, and 1000 ℃ and the 

only hot ductility trough was found at 800 ℃. The authors found that with B addition from 29 ppm 

to 105 ppm, the hot ductility of a microalloyed steel was improved up to 25%. 

On the other hand, boron-containing steel slabs are susceptible to cracking, especially at slab 

surface and corners[20–23]. Cho et al.[20] studied the behavior of boron precipitation under 

different cooling rates and their corresponding effects on hot ductility. For a steel with 27 ppm B 
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addition, with increasing cooling rates from 1 to 20 ℃/s, the hot ductility decreased by 50% in 

regards of reduction of area for the tensile tests. The major cause of this ductility drop is the 

precipitation of boronitrides (BN). As cooling rate increases, BN precipitates become finer and 

more numerous along prior austenite grain boundaries. Under tensile stress, the interface between 

these precipitates and the grain are sites for microvoids generation which then leads to microvoid 

coalescence and intergranular cracking[22]. The effect of BN can be controlled by adding other 

alloying elements to tailor the distribution and morphology of precipitates. Cho et al.[21] found 

that BN precipitated preferentially inside the austenite grain instead of grain boundaries when 

small amount of Nb and Ti was added. The strain localization at grain boundaries were reduced 

and hence the hot ductility was improved. 

Therefore, the role of boron addition in hot ductility and crack formation depends on where 

boron exists in the steel. If boron exists as a solute, it can help improve the hot ductility. However, 

if B precipitates as BN at austenite grain boundaries, it can be harmful and result in crack formation 

and propagation. 

1.3 Thermomechanical modeling of cooling process for steel slabs 

Having identified the effect of B addition on microstructures and hot ductility of 

continuously-cast boron steel slabs, focus is shifted to the study of stress development during 

continuous casting and the subsequent cooling process. As boron steel slabs become susceptible 

to cracking, certain levels of stress are critical for crack initiation and propagation. The cooling of 

slabs during and after continuous casting is a multiphysics process including coupled heat transfer, 

solidification, solid-solid phase transformations, and deformation. To help investigate this 

complicated problem, thermomechanical modeling has been utilized as a powerful tool for 

thermal-stress analysis. Beginning in the 1970s, Brimacombe and his coworkers [24,25]first 

introduced finite element models to study the stress distribution of the solidifying steel strand 

below the mold, where it is cooled by water spray in the secondary cooling zone. These early 

works mainly provided a qualitative understanding of stress distributions under different 

processing conditions[26]. This approach of using computational thermomechanical modeling for 

continuous casting has inspired other researchers to develop more sophisticated models to study 

multiple physics fields and their interactions. 
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The continuous cast steel slabs could undergo three different cooling processes before 

manufactured into final strip products: (1) cooling of the steel strand in the mold and secondary 

cooling zone at the caster exit; (2) subsequent air cooling in the slab yard; (3) cooling on the runout 

table after hot rolling process. All three stages could induce cracking in the slabs. 

1.3.1 Cooling in the mold and secondary cooling zone 

The cooling process in the mold and secondary cooling zone has been a focus for researchers 

investigating cracking problems in continuous cast slabs. Compared to subsequent cooling of slabs 

downstream of the caster, a relatively fast cooling rate is achieved in the water-cooled mold and 

the secondary cooling zone by the water spray cooling system. To prevent breakout of the liquid 

core, the cooling rate must be maintained at a certain level to ensure the solidifying shell thickness 

is sufficient to support the liquid core. 

The liquid steel cools and solidifies to form the solid shell inside the copper mold. The 

schematic of heat transfer in the mold is shown in Figure 1.7[27]. It consists of two zones of 

cooling: (1) meniscus cooling with direct contact between mold and steel and (2) air gap cooling. 

The air gap forms because of the thermal shrinkage of the solidified shell and has a significant 

effect on the cooling condition. The typical surface heat transfer coefficient decreases from a peak 

value of 1500 to 2000 Wm-2K-1 at the meniscus to 600 to 800 Wm-2K-1 at the mold exit with the 

air gap.  

 

Figure 1.7. Schematic of cooling zones in the mold for continuous cooling (after [27]). 
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Thermomechanical models have been developed and applied to simulate the complex 

behaviors of steel shell during mold cooling. The majority of the numerical models are based on 

the finite element method (FEM) to compute heat transfer, solidification, and mechanical fields. 

Following the work of Brimacombe and his coworkers[24,25], Grill et al.[28] developed a 2D 

FEM model that treat the slab as a transverse slice passing through the mold, normal to the casting 

direction. By simplifying the problem to a 2D case, heat conduction in the casting direction was 

neglected and a plane stress condition was adopted for the stress calculation. Their model assumed 

the deformation of slab was elastoplastic and modeled the temperature dependent mechanical 

properties. The major advantage of the model is that it treated the heat transfer and deformation 

calculation as coupled phenomena. The heat transfer boundary conditions included the effect of 

the calculated shell deformation and gap size. The stress calculation was then computed from the 

updated temperature field.  

Because the mold cooling of steel is a complicated process governed by multiple coupled 

phenomena including fluid flow, heat transfer, solidification and deformation, a multiphysics 

approach to simulate all these phenomena simultaneously is necessary for understanding the 

realistic problems[29]. Lee et al.[30] developed their model by iteratively coupling a 3D finite 

volume model (FVM) for fluid flow, heat transfer and solidification with a 2D FEM model for 

deformation behavior. The model was applied to stress development, gap formation and crack 

forming probability calculation for a continuous cast beam blank with complex geometry.  

As the shell solidifies in the mold, it is withdrawn at the casting speed to the secondary 

cooling zone. The purpose of secondary cooling zone is to continue the solidification at the strand 

core. Figure 1.8 illustrates the four cooling mechanisms in the secondary cooling zone including 

roll contact conduction, spray water impinging, film boiling convection, radiation and air 

convection from the bare strand surface. As casting proceeds, the slabs undergo nonuniform 

cooling conditions at different cooling regions along the casting direction periodically. During 

cooling, the slabs are under both thermal and mechanical loads caused by thermal gradient and the 

bending/straightening operation by the rollers, respectively. Casting defects such as surface cracks 

and transverse corner cracks may occur during this stage. Thermomechanical models have been 

developed and applied to simulate the complex behaviors of steel strands during secondary cooling. 
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Figure 1.8. Schematic of cooling modes in the secondary cooling zone (after [27]). 
 

Two dimensional models have been widely used for simplification and saving computational 

time. Both transverse section and longitudinal section models are developed for heat transfer and 

stress calculation. Chen et al.[31] applied a 2D transient thermal-elastoplastic FEM model to study 

the effect of process parameters in secondary cooling of a slice of a beam blank as it passed through 

the process. Janik et al.[32] used a 2D thermomechanical model to predict shell deformation with 

the liquid steel hydrostatic pressure taken into consideration. These works selected a transverse 

slice of the strand for simulation and ignored the deformation and stress along the casting direction. 

Bellet and Heinrich[33] developed a 2D model based on the longitudinal slice to study the 

temperature, deformation and stress along the whole continuous casting machine. The longitudinal 

slice method also has drawbacks as the difference in width direction is neglected. As the strand 

corner with large thermal gradient is susceptible to transverse corner cracks, the analysis of stress 

concentration there is important. Therefore, 3D models for mechanical field calculation are 

essential for stress development and crack formation studies, justifying their larger computation 

cost. 
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Yu et al.[34] established a combined 3D-2D model to investigate the effect of corner 

structure of steel strand on corner stress concentration. The model adopted a 2D heat transfer model 

for secondary cooling zone as the transverse slice moved along the casting direction. The 

temperature profile of slice at different locations are combined and transferred to a 3D 

thermomechanical model for stress calculation.  

1.3.2 Air cooling in the slab yard 

In addition to mold and secondary cooling, the subsequent air cooling process can also 

introduce cracking problems. Slabs exit the secondary cooling zone with surface temperatures at 

around 800 °C and are then transported by crane to a slab yard for further cooling. Depending on 

local practice, the slabs may cool down to ambient temperature before being reheated prior to 

rolling. Slab bowing, surface and corner cracks are observed often after cooling. Although the 

cooling rate of radiation and convection in air is relatively slow, austenite phase transformation to 

ferrite, pearlite and bainite phases occurs during this final cooling process. The temperature 

gradient across the slab and phase transformations can still cause stress and strain development. 

Therefore, a thermomechanical model can be used to simulate the thermomechanical and 

metallurgical behaviors of slabs during cooling. 

The yard cooling of continuously-cast steel slabs is a multiphysics process including coupled 

heat transfer, phase transformations, and deformation. In order to simulate all the physical events 

simultaneously, the model should consider thermal, metallurgical, and mechanical phenomena 

occurring during the air cooling process. The interactions of heat transfer, phase evolution, and 

stress development are considered, as illustrated by Figure 1.9. The metallurgical field is calculated 

based on the temperature history from thermal field while it also affects heat transfer calculation 

by latent heat of transformation and phase dependent thermal properties. The mechanical field 

interacts with the metallurgical field by transformation strain and phase dependent mechanical 

properties. 
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Figure 1.9. Physical fields and interactions occurring during cooling (after[35]). 
 

There have been numerous research studies using numerical simulation to investigate the 

cooling process of steel with phase transformations. In 1975, Inoue and Tanaka[36] published an 

elastoplastic stress model with thermal strain and phase transformation based on finite element 

formulation to calculate residual stress after water quenching of steel. Denis et al.[37] reviewed 

the interactions between mechanical field and phase transformation. The effect of stress state on 

martensite transformation was taken into consideration and examined experimentally. Gür and 

Tekkaya[38,39] developed a FEM model to predict stress and strain field, phase evolution and 

temperature history during quenching of small steel components. Later, Şimşir and Gür[40] 

presented a 3D thermomechanical FEM model with phase transformations to simulate the 

quenching process of a plain carbon steel and the predicted residual stresses and phase distributions 

are proved to show good accuracy compared with experimental measurements. Allazadeh and 

Garcia[41] established a FEM technique to study the effect of cooling rate on the continuously 

cooling of a low carbon steel and concluded that the high stress developed during cooling has a 

direct relationship with fast cooling rate and phase transformation. 
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Thermomechanical modeling is widely used for steel in fast-cooling process such as 

quenching. The fast cooling rate can induce high thermal gradients and non-uniform phase 

distribution that cause distortion, residual stress, and cracking. For air cooling of large continuous 

cast steel slabs, a thermomechanical model with phase transformations is also a useful tool. To 

investigate the cooling process, experiments can show final solid phase distributions and residual 

stresses and strains in a slab, but the path to that final state is difficult or impossible to observe. 

Stress development simulation can be used to address peak stress concentration during cooling at 

any part of the slab. Wikström et al.[42] simulated the cooling process of slabs with a hood to slow 

the cooling rate and investigated the stress development. The simulation results showed that the 

stresses were high during phase transformation, but no cracking problems were predicted for the 

low carbon steel.  

For continuous cast boron steel slabs, phase transformation is the key factor that affects the 

stress development during air cooling. As illustrated by the change in the TTT diagram in Figure 

1.3, when boron is added to the steel, it changes the phase transformation behavior and thus the 

stress development. For slabs under the same cooling conditions, a boron-containing steel will 

exhibit phase transformation behaviors different than the non-boron steel. 

1.3.3 Cooling on the runout table after hot rolling 

Continuously-cast steel slabs are semi-finished and need to be hot rolled to produce flat 

products such as strips. A conventional hot rolling mill consists of a reheating furnace, roughing 

and finishing mills, a runout table, and a down coiler. Being sequentially rolled by the roughing 

and finishing mills, a slab becomes a strip with a thickness in a range from below 1 mm up to 25 

mm. The strips exit the last finishing mill at temperatures ranging from 800 to 950 ℃ and is then 

transferred to the runout table for water quenching. The cooling system on runout table is 

controlled to cool the strips down to 450 to 750 ℃ before coiling[43]. Figure 1.10(a) shows a 

schematic of a runout table system. A typical runout table with a length of 50 to 100 m consists of 

a set of multiple rows of cooling jets above and below the strips, and an array of rollers for strip 

support and movement[44]. The controlled cooling on a runout table has a significant influence on 

the microstructures, mechanical properties, flatness, and residual stress of as-coiled strip 

products[45–47]. The understanding of the cooling mechanisms on runout table is fundamental to 

precise temperature control and quality improvement. 



 
 

31 

 

Figure 1.10. Schematic of (a) a runout table system with top and bottom cooling jets; (b) cooling 
zones on the runout table. 

 

Figure 1.10(b) shows how the strip moves through different cooling zones on the runout 

table[48]. Right under active jets, there are the impingement zones for both top and bottom jets. 

On the top surface of strip, there are the parallel flow zones following the impingement zones in 

the moving direction, while they do not exist on the bottom surface due to gravity. Individual rows 

of jets may be active or inactive, as needed to tailor cooling for a particular steel grade and strip 

thickness. For regions under inactive jets, strips are in an air cooling regime, where the heat is 

extracted by forced air convection and radiation. The heat transfer coefficient of convection 

depends on the moving velocity of strips but is often neglected as it is quite small compared with 

radiation at typical steel process temperature[49]. The heat transfer modes for wetted zones are 
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dominated by flow boiling mechanisms because of the high surface temperature. A typical boiling 

curve for water at atmosphere is shown in Figure 1.11[50]. The boiling phenomena, including 

nucleate, transition, and film boiling, can occur when strips are water cooled on the runout table. 

In the parallel flow zone, film boiling with a stable vapor layer separating water from the strip 

surface is the dominant heat transfer mode. As for the impingement zone under water jet, although 

the surface temperature is still higher than temperature at the Leidenfrost point, the momentum of 

impinging and high degree of subcooling prevent the formation of a stable vapor layer and results 

in a single phase forced convection heat transfer mode[51]. It is worth noting that although there 

is heat transfer by conduction between strips and supporting rollers, it is often ignored as it only 

accounts for less than 0.5% heat extraction for an 8 mm thick strip, based on the study from 

Filipovic et al.[52]. 

 

Figure 1.11. Typical boiling curve for saturated water at atmosphere: surface heat flux as a 
function of excess temperature (after [53]). 

 

The heat transfer for runout table cooling has been studied both experimentally and 

numerically for decades. The heat transfer coefficient in water cooling zones depends on process 

parameters such as cooling water temperature, water flow rate, arrangement of water jets, and strip 

speed[54]. A universal heat transfer coefficient equation has not been established and used for 
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temperature calculation of runout table cooling. Measured cooling curves from hot rolling mills 

have been analyzed through statistical methods to develop empirical correlations between heat 

transfer coefficients and process parameters. Several empirical correlations from literature are 

summarized in Table 1.1. A universal heat transfer coefficient  is applied for the whole water 

cooling zone in a few cases. For other cases, different coefficients  and  are used for 

impingement and parallel flow zones respectively. 

Table 1.1. Summary of empirical correlations for heat transfer coefficients (in 2 1Wm C− −° ) of 
runout table cooling. 

Reference Empirical correlation Notes 

Gadala and 

Xu[55] 

4 2.5 0.42.292 10 ·imph T v− −= ×  

5 2.5 0.45.467 10 ·parah T v− −= ×  

T  is surface temperature 
in C° . 

v  is strip velocity in 
/m s . 

Ning et al.[56] 
0.6150imph W=  

0.4para imph h=  

 is flow density in 
1 2Lmin m− − . 

Han et al.[57,58] 

Sun et al.[45] 

Karimi et al.[59] 
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 is edge masking factor. 

 is the number of 

nozzles in a water bank. 

Zheng et al.[60] 
1.411.62 0.4

, 
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2186.7 · · ·
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T v Wh
W
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 is reference flow 
density. 

Guo[61] 
20.8 1.4
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      
=       
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t  is strip thickness in m . 
, ,  are reference 

values for strip velocity, 
thickness and temperature. 

,  are curve fitted 
constant. 

 

According to the cooling strategies on runout table, non-uniform cooling exists in both 

thickness and width direction of strips. As strips cool down, the temperature difference causes 

inhomogeneous phase transformation and thus results in non-flatness and residual stress[62]. 
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Large residual stress is detrimental for strip quality especially when laser cutting or slitting is 

applied to strips[63]. Stress development during strip cooling stems from thermal and phase 

transformation strain. More, thermomechanical modeling with phase transformation has been used 

to combine the heat transfer and metallurgical phenomena to predict deformation and residual 

stress for runout table cooling. Yoshida[62] simulated the cooling of steel strips under different 

cooling conditions in transverse direction to study the effect of non-uniform cooling. A uniform 

transverse temperature distribution and higher coil temperature were proved to be beneficial for 

eliminating non-flatness defects such as edge wave. Taking advantage of the thin thickness of the 

strips, a 2D FEM model with a plane stress condition was established by Zhou et al.[64] to 

investigate residual stress distribution for a strip with non-uniform initial temperature across its 

width. The authors found that the temperature drop at the edge of strip caused compressive 

longitudinal stress at strip center and led to center wave defects. Control strategies have been 

proposed to help improve strip flatness after cooling. Cho et al.[65] investigated the influence of 

edge masking on edge wave by a 3D FEM model. Edge masking is proved to be effective on 

controlling transverse temperature profile and preventing temperature drop at edge by blocking 

the cooling water. With careful adjustment of the width of edge masking, residual stress and edge 

wave can be successfully reduced. Wang et al.[66] adopted a shape compensation control method 

of slight central wave rolling based on experimental measurements and simulation results. The 

strips were rolled with a slight center buckle after finishing mill to compensate the shape change 

during cooling. Strip flatness quality was improved for all strips with center buckles. 

 

1.4 Research objectives 

Boron addition causes post-casting problems like cracking defects in continuously-cast steel 

slabs. Although the effect of boron on microstructures, high temperature mechanical properties, 

and solidification has been studied for many years, its influence on stress development and crack 

formation still needs further investigation. Because boron changes the phase transformation 

behaviors of steel, stress development during cooling is also affected. Monitoring the interactions 

among conduction heat transfer, phase transformations, and stress development during the cooling 

process is difficult if not impossible. So, numerical modelling studies are helpful for a better 

understanding of the process and the role of boron in it. A 3D thermomechanical finite volume 
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model with coupled heat transfer, stress, and phase transformation calculations was developed to 

investigate the temperature history, phase evolution, and stress development during cooling with 

a focus on the effect of boron addition. 

The development of the model presented in Chapter 2 couples three distinct sets of physical 

phenomena (thermal, metallurgical and mechanical) formulated from their governing equations. 

The numerical models are validated against analytical solutions and compared with results from 

literatures.  

The model is used to simulate the cooling process of continuous cast steel slabs at different 

post-casting stages. The cooling process of a single slab in the slab yard after casting for both 

boron-containing and non-boron steels is investigated in Chapter 3, with a focus on the effect of 

boron on stress development and phase evolution during cooling. Multiple slabs can be stacked on 

top of each other as they cool in the slab yard to achieve a slower cooling rate and inhibit slab 

bowing. The effectiveness of slab stacking is investigated in Chapter 4. Boron addition also affects 

the water quenching process of steel strips on the runout table after hot rolling. The model is used 

to study the temperature history, phase transformation and stress development of strips with and 

without boron in Chapter 5. The influence of cooling strategies is studied for each steel grade to 

find an appropriate cooling conditions to improve strip quality after cooling.  
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2. MATHEMATICAL MODEL 

This chapter is dedicated to developing a thermomechanical model coupled with phase 

transformation calculation to describe the cooling process of steel. In this model, a staggered 

approach is adopted, in which each physical field is calculated independently according to its 

governing equations, initial and boundary conditions and the couplings interactions between fields. 

Figure 2.1 illustrates the physical fields and interactions included in the current model for steel 

slab cooling.  

 

Figure 2.1. Physical fields and interactions included in the model. 
 

2.1 Heat transfer model 

During slab cooling process, heat transfer is the driving physical phenomenon for both phase 

transformation and stress development. All heat transfer modes, i.e., conduction, convection and 

radiation, could happen as cooling proceeds. The heat extraction occurs at the surface of slab via 

convection, radiation, and conduction in cases where contact between slabs is considered. The 

internal temperature field is determined by heat conduction due to thermal gradients. 
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2.1.1 Governing equations 

The thermal field is calculated by the heat conduction equation that describes the transient 

heat flow and depletion within the material. Considering the latent heat from phase transformation, 

the equation can be expressed as   

 
( )

Tpc T
k Q

t
ρ∂

= ∇⋅ ∇ +
∂

  (2.1) 

where 𝝆𝝆, 𝒄𝒄𝒑𝒑, 𝒌𝒌, 𝑻𝑻, and 𝑸̇𝑸 are density, specific heat, thermal conductivity, temperature, and latent 

heat release rate, respectively. The heat generation term 𝑸̇𝑸 due to the latent heat released by all 

phase transformations is given by     

 i
i
dXQ L
dt

ρ=∑  (2.2) 

where 𝑿𝑿𝒊𝒊  is the volume fraction and 𝑳𝑳𝒊𝒊  is the latent heat of phase transformation of 

phase/microconstituent 𝒊𝒊. The possible phases/microconstituents are ferrite, pearlite, bainite, and 

martensite. 

The heat generation term does not include the heat induced by plastic deformation in the 

current model as it is normally neglected for cooling process due to the small deformation. It was 

estimated to contribute to less than 1% for heat generation term[67]. 

The coupling of phase fraction dependent thermal properties for phase mixture 𝑃𝑃(𝑇𝑇) is 

defined by a linear rule of mixture expressed as 

 ( ) ( )i iP T X P T=∑  (2.3) 

where 𝑷𝑷𝒊𝒊(𝑻𝑻) is a thermal property of phase/microconstituent 𝒊𝒊. 

2.1.2 Boundary conditions 

The thermal boundary conditions are set for heat transfer by convection and radiation at the 

slab surface, 

 ( ) ( )4 4
s sq T T h T Tεσ′′

∞ ∞= − + −  (2.4) 

where 𝜺𝜺 is the emissivity of the slab surface, 𝝈𝝈 the Stefan-Boltzmann constant, 𝑻𝑻𝒔𝒔  the surface 

temperature, 𝑻𝑻∞ the environmental temperature, and 𝒉𝒉 the convective heat transfer coefficient. 
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For air cooling of slabs, the value for 𝒉𝒉 is estimated by empirical correlations of external free 

convection flow[53] for a horizontal surface as 

 1/30.15L LNu Ra=  (2.5) 

and for vertical surface as 

 
1/6

4/99/16
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 (2.6) 

 LNu kh
L

=  (2.7) 

where 𝑵𝑵𝑵𝑵𝑳𝑳 is the Nusselt number and 𝑹𝑹𝑹𝑹𝑳𝑳 is the Rayleigh number. The characteristic lengths for 

these quantities are 𝑳𝑳 = 𝑨𝑨𝒔𝒔/𝑷𝑷 for the horizontal surface and 𝑳𝑳 = 𝑯𝑯 for the vertical where 𝑨𝑨𝒔𝒔, 𝑷𝑷, 

and 𝑯𝑯 are horizontal surface area, perimeter, and slab thickness, respectively. All thermophysical 

properties, including the Prandtl number (𝑷𝑷𝑷𝑷) and thermal conductivity (𝒌𝒌), are for the air. For 

strips cooling on the runout table, the heat transfer coefficient 𝒉𝒉 depends on the setup of the water 

cooling system and a series of process parameters and will be discussed in detail in Chapter 5. 

2.2 Phase transformation model 

Phase transformation is an important phenomenon during cooling of steel as it strongly 

affects the thermal and mechanical fields. The calculation of phase fraction depends on the 

temperature history and the phase transformation properties of steel. For most steels, the phase 

transformation from the initial austenite state at high temperature can be categorized in two types 

based on their mechanisms: the diffusion-controlled transformation to ferrite, pearlite, and bainite, 

and the displacive transformation to martensite.  

2.2.1 Diffusion-controlled phase transformation 

The diffusion-controlled phase transformations require the partitioning of carbon and other 

solutes via diffusion to accomplish the transformation from austenite to ferrite and cementite.  

Johnson and Mehl [68] developed the following equation for isothermal pearlite formation as a 

function of time: 

 3 4( ) 1 exp( / 3)X t NG tπ= − −  (2.8) 
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where ( )X t  is the volume fraction of transformed pearlite at time t , N  is the nucleation rate, and, 

G  is the growth rate. This equation provides mathematical method to describe the isothermal 

transformation kinetics for phase nucleation and growth. Avrami[69] proposed an empirical 

equation with a simple form known as the Johnson-Mehl-Avrami-Kolmogorov (JMAK) kinetic 

equation: 

 ( ) 1 exp( )in
iX t b t= − −  (2.9) 

where ib and in  are the temperature dependent kinetic parameters for phase/microconstituent i . 

The parameters can be calculated from the TTT diagrams. For diffusion-controlled transformation, 

the initial transformation rate is quite low, and the transformation does not start until a stable nuclei 

is developed. Therefore, an incubation time before transformation occurs should be considered for 

phase fraction calculation. A modified form of Eq. (2.9) becomes 

 01 [ ( ) ]}{ inmax
i i iX X exp b t τ= − − −  (2.10) 

where max
iX  represents the maximum possible transformed fraction of phase/microconstituent i  

and 0τ  is the incubation time[70]. 

Since the JMAK equation is used for describing the isothermal transformation behavior, it 

cannot be directly used for non-isothermal cooling process. Fernandes et al.[71] proposed a method 

to treat the non-isothermal process as multiple isothermal stages with a short time duration and 

then summed these stages up according to Scheil’s additivity rule. This method is applied for 

calculating incubation time during cooling as illustrated in Figure 2.2. The incubation time under 

non-isothermal condition is calculated as follows, 

 
1 0

1
( )

jn

j j

tS
Tτ=

∆
= =∑  (2.11) 

where ∆𝑡𝑡𝑗𝑗  is the time step at step 𝑗𝑗 and 𝜏𝜏0(𝑇𝑇𝑗𝑗) is the incubation time at step 𝑗𝑗 and temperature 𝑇𝑇𝑗𝑗. 

When the Scheil’s sum (𝑆𝑆) equals to 1, the incubation time is considered as completed and the 

final incubation time can be calculated using 0
1

n
j

j
tτ

=

= ∆∑ . 
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Figure 2.2. Calculation of non-isothermal incubation time from cooling curve and TTT diagram 
according to the Scheil’s additivity rule. 

 

Scheil’s additivity rule is also applied for phase fraction calculation by JMAK equation. As 

illustrated in Figure 2.3, a fictitious time jτ at time step j  is calculated  based on the transformed 

fraction at previous time step 1j −  as follows, 

 
1/1(1 )

j
inj

j i
j

i

ln X
b

τ
− −

= − 
 

 (2.12) 

where 𝑋𝑋𝑖𝑖
𝑗𝑗−1 represents the fraction of phase/microconstituent 𝑖𝑖 at previous time step 𝑗𝑗 − 1, 𝑏𝑏𝑖𝑖

𝑗𝑗 and 

𝑛𝑛𝑖𝑖
𝑗𝑗  are the kinetic parameters for phase 𝑖𝑖  at step 𝑗𝑗. The phase fraction 𝑋𝑋𝑖𝑖

𝑗𝑗   at current step 𝑗𝑗 is 

obtained using jτ : 

 1 [ ( ) ]}{
j

inj max j j j
i i iX X exp b tτ= − − + ∆  (2.13) 

where ∆𝑡𝑡𝑗𝑗  is the time step size at step 𝑗𝑗. For pearlite and bainite transformation, 𝑋𝑋𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚  simply 

represents the amount of austenite at the beginning of transformation.  
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Figure 2.3. Calculation of phase fraction for non-isothermal cooling according to JMAK 
equation and Scheil’s additivity rule. 

 

As for ferrite transformation, 𝑋𝑋𝑖𝑖𝑚𝑚𝑚𝑚𝑚𝑚 changes with decreasing temperature according to the 

phase diagram of Fe-C. The ferrite phase transformation during cooling process of a hypoeutectoid 

steel is shown in Figure 2.4 as an equilibrium phase diagram of Fe-C with extrapolated phase 

boundaries. When temperature drops between A3 and A1 temperatures, proeutectoid ferrite with 

low carbon solubility forms and the austenite is enriched with carbon. The maximum fraction of 

ferrite that could form isothermally is calculated by lever rule as 𝑋𝑋𝐹𝐹𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑎𝑎1𝑏𝑏1
𝑒𝑒1𝑏𝑏1

. For non-isothermal 

cooling, when steel is rapidly cooled to point a2 which is below A1 temperature but still above line 

CF, ferrite forms at the austenite grain boundary first without the formation of cementite. If the 

steel is held isothermally to keep the ferrite formation, the maximum ferrite fraction could reach 

𝑋𝑋𝐹𝐹𝑚𝑚𝑚𝑚𝑚𝑚 = 𝑎𝑎2𝑏𝑏2
𝑒𝑒2𝑏𝑏2

. However, the carbon concentration in austenite keeps increasing with ferrite growth. 

When it reaches point b, pearlite formation occurs before the maximum ferrite fraction is reached. 

Therefore, there is a limit for fraction of proeutectoid ferrite formation before pearlite 
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transformation at a certain temperature and it can be calculated as 𝑋𝑋𝐹𝐹𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 = 𝑎𝑎2𝑏𝑏
𝑒𝑒2𝑏𝑏

. The phase fraction 

of proeutectoid ferrite is calculated with a modified Eq.(2.13): 
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limit limit
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                                               if   
1 [ ( ) ]}      if   
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
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− + ∆
=


−
 (2.14) 

 

Figure 2.4. Eutectoid equilibrium diagram of Fe-C with extrapolated phase boundaries for ferrite 
and cementite. 

 

The calculation of proeutectoid ferrite and pearlite can be carried out with different 

approaches. Hawbolt et al.[70] decided to treat proeutectoid ferrite and pearlite formation as two 

independent transformations and used two JMAK equations for phase fraction calculations. A 

schematic of  the isothermal transformation curve for the two-equation approach is shown in 

Figure 2.5(a). However, according to the analysis of the maximum fraction of proeutectoid ferrite 

above, the pearlite formation is closely related to the amount of proeutectoid ferrite precipitation 

and when pearlite transformation occurs, the proeutectoid ferrite formation is still in progress. 

Therefore, Pan et al.[72] proposed an approach to use one combined JMAK equation to calculate 

the total amount of proeutectoid ferrite and pearlite as illustrated in Figure 2.5(b).  The ferrite 

fraction is calculated using 𝑋𝑋𝐹𝐹𝑚𝑚𝑚𝑚𝑚𝑚  instead of 𝑋𝑋𝐹𝐹𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙𝑙 . But the growth rate of pearlite could be 

overestimated at the beginning of transformation according to this approach. Therefore, a modified 
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two-equation approach is adopted in the current model by combining the two approaches. The 

equations used in each approach is summarized in Table 2.1. 

 

Figure 2.5. Schematics of isothermal transformation of proeutectoid ferrite and pearlite: (a) two-
equation approach; (b) one-equation approach; (c) modified two-equation approach. 

 
Table 2.1. Summarized equations used for proeutectoid ferrite and pearlite calculation. 

Calculation 
approach Equation  

Two-equation 
0
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(2.16) 

One-equation 
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(2.17) 

 
 

(2.18) 

Modified 
two-equation 

max
limit

limit
limit

limit

0

0

1 [ ( ) ]}
if  
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 = − − −+ ≤ 
=

 =+ > 
= − − − −

 
(2.19) 

 
 

(2.20) 

 

To test the modified approach applied in the current model, the TTT diagram of 3310 steel 

shown in Figure 2.6(a) was used as an input for phase transformation kinetic parameters. The 

model calculated phase fractions during continuous cooling process at different cooling rates to 

produce a continuous-cooling-transformation (CCT) diagram of 3310 steel. As demonstrated in 

Figure 2.6(b), the CCT diagram reconstructed from simulation results of continuous cooling cases 

shows a good match compared to the CCT data from JMatPro[73]. The results demonstrated the 

feasibility of the current model utilizing Scheil’s additivity rule and the modified JMAK equations. 
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Figure 2.6. (a) TTT diagram of 3310 steel; (2) comparison of CCT diagram of 3310 steel with 
calculated CCT diagram based on simulation results[73]. 

2.2.2 Displacive phase transformation 

The displacive phase transformation from austenite to martensite is time independent as no 

diffusion is needed. Since it is referred as athermal transformation, it occurs without thermal 

activation. Unlike diffusion-controlled transformations, it is not a function of time. The formation 

of martensite is accomplished as soon as a temperature below the 𝑇𝑇𝑀𝑀𝑆𝑆  temperature is reached. 

Therefore, the JMAK equation is not suitable for describing the kinetics of martensitic 

transformation.  The growth of martensite is modeled by the Koistinen-Marburger relationship[74] 

as a function of temperature:  

 1 [ ( )]}{
sm MX X exp T Tγ= − −Ω −  (2.21) 

where 𝑋𝑋𝑚𝑚 is the fraction of martensite, 𝑋𝑋𝛾𝛾 is the fraction of austenite at the start of martensite 

formation, 𝑇𝑇𝑀𝑀𝑆𝑆  is the martensite starting temperature and Ω  is a constant representing the 

transformation rate. For low carbon steels, the value of Ω is approximately 0.011.  

2.3 Mechanical field analysis 

The mechanical field analysis describes the mechanical response of materials in the form of 

stress and strain. During steel slab cooling process, the thermal gradient causes thermal strain, and 

the dilatation of phase transformation causes transformation strain. The combination of both strain 
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results in stress development which could lead to problems such as distortion and cracking. When 

the stress at certain position of slab exceeds the local yield strength, plastic deformation occurs 

and causes plastic strain. After cooling process, the nonuniform phase distribution and plastic 

deformation results in a residual stress state.  

2.3.1 Linear elastic model 

For mechanical field analysis, the governing equation used for calculation is given by the 

conservation of linear momentum in its differential form as follows[75], 

 
2

2

( ) •
t
ρ ρ∂

= ∇ +
∂

D fσ  (2.22) 

where 𝑫𝑫 is the displacement vector, 𝝈𝝈 is the Cauchy stress tensor, and 𝒇𝒇 is the body force per unit 

mass. In case of small strain, the strain tensor 𝜺𝜺 is defined in terms of displacement 𝑫𝑫 as: 

 ](1 [
2

)T+= ∇ ∇D Dε  (2.23) 

In order to solve the momentum balance equation, a constitutive relation is needed as it relates the 

stress and strain of material. For a linear elastic material, the simplest model considering the 

isotropic Hook’s law is adopted: 

 ( )tr2µ λ Iσ = ε + ε  (2.24) 

where 𝜇𝜇 and 𝜆𝜆 are the Lamé constants, and 𝐈𝐈 is the identity tensor. The Lamé constants are material 

properties related to mechanical properties including Young’s modulus of elasticity 𝐸𝐸  and 

Poisson’s ratio 𝜈𝜈 as 

 
2(1 )

Eµ
ν

=
+

 (2.25) 

and  

 
          (plane stress)

(1 )(1 )

        (plane strain and 3D)
(1 )(1 2 )

E

E
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ν ν

λ
ν
ν ν


 + −= 

 + −

 (2.26) 

Combining equations above, the governing equation of momentum balance is rearranged as 

follows with displacement 𝑫𝑫 as the variable: 
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2

2

( ) [ ( ) ( )]T tr
t
ρ µ µ λ ρ∂

= ∇⋅ ∇ ∇ + ∇ +
∂

ID D + D D f
 (2.27) 

2.3.2 Elastoplastic model 

Plastic deformation plays an important role in the residual stress development during cooling. 

Since the plastic behavior depends on the deformation history of material, the stress-strain relations 

in plastic deformed regions cannot be calculated based on the total accumulated strain. Therefore, 

the governing equation Eq. (2.22) should be rewritten in the incremental form for elastoplastic 

model: 

 
2

2

( ) •d d d
t
ρ ρ∂

= ∇ +
∂

D fσ  (2.28) 

where dD , dσ , and df  are the increment in displacement, stress, and body force, respectively. 

Elastoplastic material is assumed to have linear elastic behavior in the elastic regime so that Hook’s 

law is still applied to the elastic strain as follow, 

 ( )e ed d tr dµ λ Iσ = 2 ε + ε  (2.29) 

The total strain increment dε  is given by the displacement increment as, 

 ]( )1 [
2

Td d d∇ ∇+= D Dε  (2.30) 

It can be decomposed to individual strain from elastic and plastic deformation as, 

 e pd d d= +ε ε ε  (2.31) 

where 𝑑𝑑𝜺𝜺𝑝𝑝 represents the plastic strain increment. The plastic behavior of a material depends on 

its yield criterion, flow rule and hardening rule. The yield criterion is used to determine when the 

plastic deformation occurs and the flow rule to determine the amount of plastic deformation. Von 

Mises yield criterion, associated Prandtl-Reuss flow rule and isotropic hardening rule are adopted 

in the model to describe the plastic behavior of steels. A yield function f  is defined by Eq. (2.32) 

and the plastic strain increment 𝑑𝑑𝜺𝜺𝑝𝑝  is expressed as shown in Eq. (2.33). A linear isotropic 

hardening rule with a constant hardening modulus H  is applied to describe the strain hardening 

effect using Eq. (2.34). 

 ( ) 3, : ( )
2

eq dev dev eq
p f pf σε ε= −σ σ σ  (2.32) 
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 3
2 :

dev
p

dev dev
d γ=  σε

σ σ
 (2.33) 

 ( )eq eq
f p Y pHσ ε σ ε= +  (2.34) 

In these equations, devσ , fσ , eq
pε , γ  and Yσ  represents the deviatoric stress, flow stress, 

effective plastic strain, plastic multiplier, and yield strength, respectively. 

 

Figure 2.7. Schematic of the radial return method for the von Mises model showing stress state at 
the deviatoric plane. 

 

For the current model, the radial return method[76] is used to determine the plastic strain 

increment 𝑑𝑑𝜺𝜺𝑝𝑝 and calculate the corresponding stress increment 𝑑𝑑𝑑𝑑. The schematic of the radial 

return method for model using von Mises yield criterion is illustrated in Figure 2.7. A trial stress 

for step 1n +  is calculated assuming all the strain increment 𝑑𝑑𝜺𝜺 is entirely elastic. If the trial stress 

state is on the outside of yield surface, the stress will be projected on to the closest point of yield 

surface. When isotropic hardening is considered, the yield surface expands as the effective plastic 

strain increases. For general cases where hardening curves show non-linear behavior, iterative 

solution using the Newton-Raphson method is applied for calculation of the updated stress and 

strain. For materials with linear hardening curves, the effective plastic strain increment is directly 

calculated as 



 
 

48 
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eq trial
pn
eq

Y H
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ε
γ + − −

∆ =
+

 (2.35) 

The procedures using radial return method for von Mises plasticity model with linear 

isotropic hardening rule is summarized in Table 2.2. 

 

Table 2.2. Solution algorithm for elastoplastic model using radial return method. 

Initial input: nσ (previous stress at step n), eq
pε (previous effective plastic strain), 

                       dε (total strain increment) 
 

1) Assuming elastic response and calculate the trial stress state  
ed d=ε ε  

1 ( ) ][trial e
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e
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(2.36) 

(2.37) 

2) Check trial stress state for plastic deformation  
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n Y pHσ ε+ ≤ +σ , elastic deformation and exit with 1 1
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eq trial eq
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3) Calculate effective plastic strain increment and update stress state  
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(2.35) 

(2.38) 

4) Calculate plastic strain increment and update effective plastic strain  

1

1 1

3
2 :

dev
p n

dev dev
n n

d γ +

+ +

= ∆
σε

σ σ
 

eq eq
p pε ε γ= + ∆  

 

(2.39) 

(2.40) 
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2.3.3 Formulation of thermal strain and transformation strain 

To couple the strain from thermal field and metallurgical field to the model for 

thermomechanical analysis with phase transformation, the total strain increment 𝑑𝑑𝜺𝜺  can be 

decomposed as follows, 

 e p th phd d d d d= + + +ε ε ε ε ε  (2.41) 

where 𝑑𝑑𝜺𝜺𝑡𝑡ℎ and 𝑑𝑑𝜺𝜺𝑝𝑝ℎ represent thermal and phase transformation strain, respectively. 

The thermal strain increment is caused by the volumetric thermal expansion and defined as 

 
thd dTα= Iε  (2.42) 

where 𝛼𝛼  is the thermal expansion coefficient and 𝑑𝑑𝑑𝑑  is the temperature change. The phase 

transformation strain increment due to structural dilatation from austenite decomposition can be 

represented by 

 
1

1
3

n

i i
h

i

pd dX
=

= ∆∑ Iε  (2.43) 

where ∆𝑖𝑖  is the structural dilatation due to austenite decomposition and 𝑑𝑑𝑋𝑋𝑖𝑖  is the change in 

fraction of phase/microconstituent 𝑖𝑖. The mechanical field is also affected by the temperature and 

phase fraction dependent mechanical properties. The mechanical properties including Young’s 

modulus, Poisson’s ratio, thermal expansion coefficient, yield strength are updated based on 

temperature field and phase distribution for each time step by applying a linear rule of mixture. 

2.4 Numerical implementation 

Numerical methods are necessary for solving the equations in the model developed in the 

previous sections. The finite volume method (FVM) is used to solve the governing differential 

equations for both heat transfer model and mechanical analysis. In the field of structural analysis 

for solid mechanics, finite element method (FEM) has been the dominant method for decades. 

Although the FV method is mainly used for computational fluid dynamics (CFD), it has been 

successfully applied to solve solid mechanics problems. The earliest work from Demirdžić et al.[77] 

on linear elasticity provides a fundamental knowledge of FVM for stress analysis. Following work 

has extended the use of FVM in a large variety of solid stress analysis and multiphysics phenomena 

including elastoplasticity[78,79], fracture mechanics[80,81], contact mechanics[82,83], and fluid-

solid interactions[84,85]. A detailed review of FVM on solid mechanics is provided by Cardiff 
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and Demirdžić[86]. The numerical implementation of the model based on FVM is done by utilizing 

OpenFOAM which is an open-source CFD software platform. The implementation consists of the 

finite volume discretization and solution algorithm for the algebraic linearized equations. 

2.4.1 Finite volume discretization 

The implicit cell-centered finite volume method is used for discretizing the governing 

equations developed in the mathematical models[75,77]. The discretization procedure includes 

discretization of time interval, space, and governing equations from mathematical model. For 

transient simulations, the total simulation time is split into multiple short time increments, 𝛥𝛥𝛥𝛥, 

known as time step size. For steady state simulation, time step can be set as infinity. As for 

discretization of space, the spatial domain is divided into a finite number of convex polyhedral 

control volumes (CV). The CVs do not overlap and entirely fill the compotation domain. A typical 

hexahedral CV is shown in Figure 2.8 with point P located at the cell center and a cell volume as 

Ω𝑃𝑃. Point N is the cell center of a neighboring control volume. The two CVs share face f and vector 

df joining P to N is also the normal vector for hexahedral CV. For FV spatial discretization, cells 

with different shapes can be mixed.  

 

Figure 2.8. A typical hexahedral control volume with P as the cell center. It shares face f with a 
neighboring cell with N as its cell center. 

 



 
 

51 

For the simplest linear elastic model assuming a uniform density field, the momentum 

balance equation (2.27) is written in the integral form as follows: 

 
2

2

Surface forces Body forcesInertia
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Td tr d d
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Ω Γ Ω

∂
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







D n D D D f   (2.44) 

where n  is the surface unit normal vector. The three terms in Eq. (2.44) need to be discretized 

based on FV method. 

For the inertia term, it can be approximated assuming a linear variation of displacement D  over 

the CV. Therefore, the variation of D  is expressed as 

 ( ) ( ) ( )P P P= + − ⋅ ∇D x D x x D  (2.45) 

( )D x  represents displacement at any point in the CV and it can be calculated based on the cell 

center displacement PD  and the constant gradient of displacement ( )P∇D . The volume integral 

of PΩ  is calculated using Eq.(2.45) and the mid-point rule: 

 
2 2

2 2( )
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P Pd
t t

ρ
Ω

∂ ∂
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D D

 (2.46) 

The time derivative of displacement D  at cell center P and at time m  is calculated using a first-

order backward Euler method as 
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 (2.47) 

where [ ]m
PD , [ 1]m

P
−D , and [ 2]m

P
−D  represent the displacement at P for the current time m , and 

two old time 1m −  and 2m − , respectively. 

After spatial and temporal discretization, the final form of the inertia term is given by: 
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 (2.48) 

The same method of spatial discretization is also applied for the body force term in Eq.(2.44) and 

the discretized body force term is expressed as: 

 
P

P Pdρ ρ
Ω

Ω ≈ ⋅Ω∫ f  f  (2.49) 
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Before the discretization of the surface force term, the integral over the entire closed surface Γ  is 

split into a sum of individual integrals for each face of the CV as F  is the number of faces for the 

CV:  

 
1
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f
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Γ Γ
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n D D D n D D D  (2.50) 

According to the force balance of the surface forces, this term is discretized using the assumption 

of the variation of D  from Eq. (2.45) as follows: 
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where ( ) f∇D  represents the gradient of D  at face center on face f . The determination of ( ) f∇D  

at face center depends on the displacement gradient at the two adjacent cell centers. ( ) f∇D  is 

approximated using: 

 ( ) ( ) (1 )( )
ff f P f Nγ γ∇ ≈ ∇ + − ∇D D D  (2.52) 

where ( )
fN∇D  is the gradient of displacement at the neighbor cell center for face f . The 

parameter fγ  is related to the distance from cell center to face center and is calculated by: 
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f f

N f
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f P N N
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x x

x x x x
 (2.53) 

With all three terms in the momentum balance equation discretized, the discretized form of the 

governing equation is given as: 
[ ] [ 1] [ 2]

2
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2( ) [ ( ) ( ) ( ) ]
m m m F
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P f f f f f P P

f
tr

t
ρ µ µ λ ρ
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Ω = ⋅ ∇ + ∇ + ∇ Γ + ⋅Ω

∆ ∑ ID D D n D D D f  (2.54)

   

2.4.2 Solution algorithm for linear algebraic systems 

The discretization rearrangement of the governing equations, a linear algebraic equation is 

created for each CV in the form of the following equation. 
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 P P N N P
N

a a b+ =∑D D  (2.55) 

The value of PD  for a certain CV cannot be calculated directly from the discretized equation as it 

depends on the values D  from neighboring CVs. Therefore, the linear algebraic equation for each 

CV in the computational domain is combined to create a system of equations. The matrix form of 

the system is written as 

 [ ][ ] [ ]A x b=  (2.56) 

For a domain with M  cells, [ ]A  is a M M×  sparse matrix with Pa  as the diagonal coefficients 

and Na  as off-diagonal coefficients.  [ ]x  is the vector of D  for all CVs and [ ]b  is the source 

vector. The linear system is normally solved by iterative methods. For the current model, the 

equations are solved by a segregated solution procedure where each component of displacement 

D  is solved separately. Outer iterations are necessary to account for the inter-component coupling 

between equations. The GAMG (generalized geometric-algebraic multi-grid) solver is used for 

displacement calculation. The basic principle of GAMG solver is that it starts with a coarse mesh 

for a quick solution.  The quick solution is then used as an initial guess to solve for a more accurate 

solution for a finer mesh. 

2.4.3 Numerical test cases 

The thermomechanical model with elastoplasticity and phase transformation is developed 

and implemented on the OpenFOAM platform. Numerical test cases are performed to verify the 

successful implementation of the model. Test case results are compared with analytical solution or 

data from literature.  

Test case – internally pressurized spherical shell 

The plastic deformation simulation based on the radial return method is developed in the 

model for plastic strain calculation and residual stress prediction. The plasticity model is verified 

against an axisymmetric analysis of an internally pressurized spherical shell. The geometry of test 

case is shown in Figure 2.9(a) as the outer and inner radius are 200 mm and 100 mm respectively. 

Due to symmetry condition, 1/8 of the shell has been meshed with 67500 hexahedral cells shown 

in Figure 2.9(b).  
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Figure 2.9. Test case geometry and the mesh for simulation. A gradient mesh is adopted as the 
inner surface show finer mesh. 

 

Von Mises yield criterion and perfect plasticity are adopted with constant mechanical 

properties ( 210 GPaE = , 0.3ν = , 0.24 GPaYσ = ). The inner surface is under a gradually 

increasing internal pressure and the outer surface is set as free surface. As the internal pressure 

increases, plastic deformation starts to occur at the inner surface. The plastic front keeps moving 

outwards with increasing pressure. For a perfect plasticity case without considering hardening 

effect, Once the plastic front reaches the outer surface, the simulation collapse as the shell can 

expand indefinitely under perfect plasticity assumption. The stress distributions along radius 

direction at two different load conditions are plotted in Figure 2.10 for both (a) hoop stress and (b) 

radial stress. The hoop stress distribution shows a peak stress right at the plastic front as it moves 

outwards. The simulation results are virtually identical to the analytical solution from Hill[86,87] 

indicating a good implementation of the plasticity model.  
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Figure 2.10. (a) Hoop and (b) radial stress distribution along radial direction of the internally 
pressurized spherical shell under different applied pressure. The simulation results show close 

agreement with analytical solution.  
 

With plastic deformation calculated under loading, the residual stress can be investigated as 

the internal pressure is completely unloaded. A test case where unloading occurs at 0.28 GPaP =  

is carried out and the residual stress after unloading in shown in Figure 2.11(a). Again, excellent 

agreement is found between simulation and analytical results. The unloading process is purely 

elastic without the occurrence of reverse plastic flow as indicated in Figure 2.11(b).   

 

Figure 2.11. (a) Residual stress distribution along radial direction after unloading at 
0.28 GPaP = ; (b) von Mises stress and effective plastic strain distribution before and after 

unloading. 
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Test case – heated internally pressurized spherical shell 

The heat transfer model and the formulation of thermal strain is verified against a transient 

thermomechanical analysis of a heated spherical pressurized shell considering thermoelasticity. 

The geometry, boundary conditions and material properties are shown in Figure 2.12. One eighth 

of the spherical shell with a structured hexahedral mesh with 576000 cells is used for calculation.  

 

Figure 2.12. The geometry, boundary conditions, and material properties of the heated spherical 
pressurized shell test case.  

 

The shell is heated and pressurized at the inner surface with gradually increasing temperature 

and pressure. The outer surface is set as free surface without traction and is cooled by convective 

heat transfer. The initial temperature is 300 K and the shell is assumed to be stress free at the initial 

state. With a constant time step of 1 s, a total of 5 steps were simulated. The temperature and von 

Mises stress distribution along the radial direction across the shell thickness at 5 s is shown in 

Figure 2.13. The results from Afkar et al.[88] using FEM and Cardiff et al.[89] using FVM are 

plotted for reference.  The heat transfer model is verified by the temperature distribution as little 

difference can be seen compared to reference results. For stress distribution, all results exhibit a 

similar trend and almost the same value at the outer surface of the shell. The simulation result 

shows good agreement across shell thickness with the FVM predictions from Cardiff et al. The 

difference prediction from Afkar et al. could result from the relatively coarse mesh. There were 

only 8 elements across the shell thickness in their study while a fine mesh with 30 cells were 

selected in the test case and the study from Cardiff et al.   
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Figure 2.13. (a) Temperature and (b) von Mises stress distribution along radial direction across 
the shell thickness at 5 s. The results are compared with simulation data given from Afkar et al. 

and Cardiff et al. 
 

As the stress results can be sensitive to the numerical grid, a grid dependence study is 

performed on this test case. Five different grids listed in Table 2.3 were evaluated for temperature 

and stress calculation. 

 

Table 2.3. Five grids with different cell numbers for the spherical shell. 

Mesh # Cell numbers Cell numbers in thickness direction 
1 9375 5 
2 27000 10 
3 150000 20 
4 576000 30 
5 4800000 40 

 

The predicted temperature and von Mises stress distribution across shell thickness at 5 s are 

shown in Figure 2.14. There is basically no difference between the predictions for different meshes 

in temperature distribution. Even the coarsest mesh should be sufficient for heat transfer 

calculation. However, for stress distribution, all predictions show a similar trend but the results are 

sensitive to the numerical grid. As the grid density is increased by refining the mesh, the stress 

calculation becomes mesh independent, and a grid convergence is reached. 
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Figure 2.14. Comparison of the grid dependence of the (a) temperature and (b) von Mises stress 
distribution along radial direction across the shell thickness at 5 s. 
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3. STRESS DEVELOPMENT DURING COOLING OF 
CONTINUOUSLY-CAST BORON-CONTAINING STEEL SLABS 

In this chapter, the thermomechanical model developed in Chapter 2 is applied to simulate 

the cooling process of a single continuously-cast steel slab. The effect of boron on stress 

development and phase evolution during cooling is investigated by simulating the air-cooling 

process in slabs of two similar steel grades, one with and the other without boron. Temperature 

history, phase transformation, and stress development during cooling are predicted in boron-

containing and non-boron steel slabs. The effects of boron addition and different cooling rates on 

stress development are analyzed. As a method to control the cooling rate and lower the tensile 

stress level during cooling, the effect of slowing the cooling rate by using a radiation shield is also 

studied for the boron-containing steel. 

3.1 Simulation setup and experimental method 

The model is used to simulate the cooling of a large single steel slab due to heat loss from 

its surface as it is stored in the slab yard and is cooled in air. To investigate the effect of boron 

addition on the development of stress, strain, and microstructure, two test cases with the same 

geometry, initial condition, cooling condition but different chemical composition are analyzed. 

3.1.1 Geometry and meshing of test cases 

The geometry of the slab is shown in Figure 3.1, with a 4 m length, 1 m width, and 0.3 m 

thickness. Although typical slab length is around 8 to 12 m, 4-m length was chosen in this study 

to cut down the calculation time. Based on geometry study of slabs with different length, a longer 

slab length makes little difference in phase transformation and stress results at the region of interest 

labelled in Figure 3.1. Taking advantage of symmetry, only one-eighth of the slab volume is 

modeled to save computational time. A total of 48,000 hexahedral cells are used, with a uniform 

cell size of 2.5 1.7 0.75 cm× × . 
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Figure 3.1. Geometry and mesh of the slab used for simulation. The numerical domain is only 
one-eighth of the slab, taking advantage of symmetry in geometry and boundary conditions 

3.1.2 Initial and boundary conditions 

The initial temperature of the slab is assumed to be uniform and is set as 830 °C which is 

higher than the A3 temperature of the steel. The initial microstructure is assumed to be 

homogeneous and consists of 100% austenite. The uniform temperature profile assumption is 

adopted for simplicity. In reality, the temperature at slab core is higher than slab surface and corner. 

Since the steel shows a good ductility in the high temperature austenite region, the stress caused 

by this thermal gradient across the slab is expected to be small. 

The thermal boundary condition for the slab surface includes radiation and natural convection 

by air. Some scale is assumed to be present, so the emissivity of the slab surface is set to 0.7[90]. 

The environmental temperature is assumed to be constant at 20 °C. For the mechanical boundary 

condition, the slab surface is assumed to be a free surface. 

3.1.3 Material properties 

The TTT diagrams of both non-boron steel and boron-containing steel used for phase 

transformation model are obtained from JMatPro (v.10.2)[73] prediction as shown in Figure 1.3. 

Temperature dependent phase transformation kinetics parameters are calculated based on these 
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diagrams and then curve-fitted to determine the temperature dependencies. The chemical 

compositions of steels used for simulation are listed in Table 3.1. 

Table 3.1. Chemical composition of steels used for simulation (% in weight). 

Steel type C B Mn Si 
Boron-containing  0.09 0.0022 2.48 0.45 

Non-boron 0.09 0 2.48 0.45 
 

Temperature-dependent thermal and mechanical properties of the different phases in the two 

steels studied are also calculated by JMatPro and are shown in Figure 3.2. Because the only 

difference in composition between the two types of steel is the addition of less than 0.003 wt.% B, 

the difference in material properties is small, and therefore only properties for boron-containing 

steel is presented. 

3.1.4 Experimental method 

Steel samples for boron-containing steel (0.09 wt.% C, 0.45 wt.% Si, 2.48 wt.% Mn, 0.0022 

wt.% B) and non-boron steel with no B and 0.06 wt.% C were prepared for microstructure study. 

The samples were cut from the surface of as-cast steel slabs. Prior to optical microscopy, the 

samples were polished and etched with 2% nital solution. For quantitative microstructure image 

analysis, ImageJ was utilized. 
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Figure 3.2. Temperature-dependent thermal and mechanical properties for the boron-containing 
steel calculated from JMatPro 
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3.2 Results and discussion 

3.2.1 Effect of boron on phase evolution and stress development 

The air cooling of non-boron and boron-containing steel slabs is simulated by the model. 

The comparisons of temperature history and phase evolution at center and edge of the slabs are 

presented in Figure 3.3. Although both slabs have the same initial state and thermal boundary 

conditions, the difference in phase transformation behaviors caused by boron addition significantly 

changes the phase evolution and the final phase distribution after cooling. Figure 3.3(a) shows that 

the non-boron steel consists of ferrite and pearlite with a variation in phase distribution between 

the center and edge of the slab. The center has more ferrite due to the slow cooling rate compared 

with the edge where 30% pearlite is predicted. Because boron addition delays the nucleation and 

growth of ferrite, as seen in the TTT diagrams in Figure 1.3, the steel with B evolves mostly bainite 

across the slab during cooling, Figure 3.3(b). Corresponding optical images, taken from the surface 

of the as-cast slabs, Figure 3.3(c) for steel without B and Figure 3.3(d) for steel with B, are in 

qualitative agreement with these predictions. The non-boron steel shows polygonal ferrite matrix 

with pearlite, while the boron-containing steel exhibits lath-like bainitic ferrite. In the 

microstructures of the real steel sample, the observed pearlite fraction at the surface of the as-cast 

non-boron steel slab is 6%, determined by the area fraction obtained using quantitative 

microstructure image analysis. Compared with the 30% pearlite calculated by simulation, the 

pearlite fraction is overpredicted for the steel slab without B. This results from the difference in 

chemical composition between the steel used in simulation and the actual as-cast steel slab. In 

order to study the effect of boron, the simulation assumes the non-boron steel has the same C 

fraction as the steel with B, which is 0.09 wt.%, while the actual non-boron steel slab only contains 

0.06 wt.% of C. Lower carbon fraction can lead to less pearlite formation. 

Besides the difference in phase evolution, the temperature histories are also different for 

steel with and without B due to the latent heat release. At the initial stage of cooling, the steel with 

B cools faster because no phase transformation occurs until 2000 s. For the steel without B, ferrite 

formation starts at around 60 s and the heat release from this phase transformation slows the 

cooling rate. As the cooling proceeds, bainite transformation occurs in the steel with B and the 

latent heat can even cause a plateau in temperature history at the center of the slab as shown in 

Figure 3.3(b) when t is around 10000 s.    
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Figure 3.3. Predicted temperature history and phase evolution at center and edge of slab during 
cooling with corresponding optical images of (a), (c) non-boron steel and (b), (d) boron-

containing steel. 
 

The stress development during cooling is caused by the thermal and transformation strains. 

As the addition of boron significantly alters the phase transformation history, the internal stress 

evolution is also affected. Because the slab edges see a fast cooling rate and so are more susceptible 

to casting defects such as transverse corner cracks, the stress development at the edge is analyzed. 

Figure 3.4 shows the evolution of longitudinal stress at the edge of both steel slabs (where the 

metal cools faster), along with phase transformations during cooling. Due to the free surface 

mechanical boundary condition, the stress is 1-dimensional at the edge of slab and only xxσ  is 

presented while yyσ  and zzσ  stay at zero. At the beginning of cooling, high thermal gradient is 

developed at the edges and surface because of the fast cooling rate. As the surface contracts faster 

than the core, both cases show similar trends of a slowly growing tensile stress while the 

temperature gradient is the only cause of strain. Before phase transformations start, the entire slab 
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has a fully austenitic microstructure, with a low yield strength (<50 MPa) at high temperature 

(>600 ℃).  

 

Figure 3.4. Development of 1-dimensional longitudinal stress in casting direction at the edge of 
slab with corresponding phase evolution of (a) non-boron steel and (b) boron-containing steel. 

Stress inversion is observed when phase transformation takes place. 
 

For the non-boron steel shown in Figure 3.4(a), phase transformation from austenite to ferrite 

at the edge occurs after about 60 s of cooling. The magnitude of the existing tensile stress decreases 

with the formation of ferrite and the stress state changes to compression. This stress change results 

from the structural dilatation because ferrite has a lower density compared with austenite. As 

cooling proceeds, the compressive stress reaches peak value when ferrite transformation is finished. 

The magnitude of compressive stress then decreases and the stress state briefly becomes tensile 

again due to the continuing fast cooling at the edge. This pattern of stress inversion is repeated as 

the phase transformation from austenite to pearlite occurs.  When the austenite is gone at the edge, 

a compressive stress state is predicted with a microstructure of ferrite and pearlite. At this stage, 

the temperature difference between the edge and the center of slab is larger than 200 ℃ and there 

is still phase transformation occurring inside of the slab. Therefore, another stress inversion from 

compression to tension is predicted at the edge. The tensile stress reaches a plateau as plastic 

deformation takes place and the peak stress is 172 MPa. At around 10,000 s, all phase 

transformations are done for the entire slab but there is still a nonuniform temperature distribution 

across the slab, with the center having a higher temperature. Therefore, with further cooling, the 

tensile stress at the edge decreases because of the thermal contraction at the center of slab. For 

non-boron steel, the final residual stress at the edge is in compression. 
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Stress development for the steel with B is shown in Figure 3.4(b). Because the phase 

transformation from austenite to bainite has the similar structural dilatation effect as austenite to 

ferrite and pearlite in the case of non-boron steel, the stress history has the same pattern of stress 

inversion. The peak compressive stress is predicted when bainite transformation is finished at the 

edge and the stress then becomes tensile as cooling continues. However, it has a peak tensile stress 

value of 305 MPa, which is 77% higher than the value predicted in the non-boron steel case. The 

higher peak value results from the high yield strength of bainite formed due to B addition instead 

of the soft ferrite phase.  

The mean stress and effective plastic strain at the edge during cooling is shown in Figure 

3.5. The mean stress follows a similar trend as the longitudinal stress in Figure 3.4(a), with the 

boron-containing steel slab exhibits a higher tensile stress than the non-boron steel. As fracture 

and cracking occurs more readily in a triaxial tensile stress state, the addition of boron will increase 

the likelihood for fracture near the edge of slab. During cooling, plastic deformation occurs due to 

the high thermal and phase transformation loads and relatively low yield strength of austenite at 

high temperature. The peak effective plastic strain for the boron-containing steel is predicted to be 

1.3% compared with 0.3% for the non-boron steel. The results also indicate that plastic 

deformation occurs primarily in the early stage of cooling while the cooling rate is fast and as the 

phase transformation takes place. For the boron-containing steel, because of the delayed phase 

transformation, higher tensile stress and larger strain develop at the early stage of cooling and the 

soft austenite phase undergoes considerable plastic deformation. 

 

Figure 3.5. Development of (a) mean stress and (b) effective plastic strain at the edge of slab. 
The boron-containing steel exhibits higher tensile stress and larger plastic strain compared to the 

non-boron steel. 
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In addition to transverse corner cracks that occur at the slab edge, other defects such as 

surface cracks can also affect the quality of slabs. Accordingly, the stress development at the top 

surface center and body center of slab are investigated. As shown in Figure 3.6(a) and (b), for the 

stress at top surface of slab, xxσ  and yyσ  exhibit a similar trend while zzσ  remains zero. 

Comparing with the stress development at the edge in Figure 3.4, the same stress inversion pattern 

is observed for both non-boron and boron-containing steel as the cooling rate at the surface is also 

fast. The boron-containing steel exhibits a higher peak tensile stress and final tensile residual stress 

which may lead to surface cracking. For the boron-containing steel in Figure 3.6(b), the peak value 

of yyσ  reaches 330 MPa while xxσ  is around 200 MPa. This could favor the growth and 

propagation of longitudinal surface cracks. 

 

Figure 3.6. Development of 2-dimensional stress at the surface of slab and 3-dimensional stress 
at the center of slab for (a), (c) non-boron steel and (b), (d) boron-containing steel. The stress at 

surface shows a similar trend comparing with the stress at edge while the center shows the 
opposite sign of stress. 
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Figure 3.6(c) and (d) illustrate the 3-dimensional stress development at the body center of 

slab. Because of the slab geometry where thickness (z direction) is much smaller than length and 

width, the magnitude of zzσ  is always smaller than xxσ  and yyσ . The stress inversion pattern at 

body center is opposite to that at the edge and surface of slab. This results from the high thermal 

gradient from slab surface to center. For instance, at the beginning of cooling, high thermal 

gradient is established at the surface. The constraint of the slow cooling core stays at high 

temperature and causes tension for the surface while the core is loaded in compression to balance 

the stress. After cooling, a tensile residual stress is observed for the non-boron steel while the 

boron-containing steel shows a compressive residual stress. 

Comparison of the phase evolution and stress development between the two types of steel 

shows that the boron-containing steel with bainite microstructure exhibits higher stress and plastic 

strain during cooling. This difference may cause transverse corner cracks and surface cracks which 

can be detrimental for subsequent hot rolling process of slabs. Because the two slabs cool under 

the same cooling condition, the difference in stress development stems from phase evolution. 

Compared with the softer ferrite, the higher yield strength bainite could cause a higher stress 

concentration at where phase transformations take place. Therefore, to reduce the residual stress, 

a ferrite microstructure is preferred.  

In addition, although the observation of stress and phase development is difficult to observe 

for the large continuously-cast slabs, the temperature measurement can be achieved. A 

combination of temperature history, final phase distribution, and residual stress measurement can 

be used for experimental validation of the simulation results in future work. 

3.2.2 Effect of slow cooling rate 

As more ferrite formation is favorable for developing less stress during cooling, measures to 

increase ferrite formation are considered. Because boron addition improves the hardenability of 

steel, a slower cooling rate is proposed to lower the stress level and reduce crack susceptibility for 

boron-containing steel slab. As indicated by the TTT diagrams, slower cooling will result in softer 

ferrite formation and a phase distribution more like the non-boron steel. The cooling rate is slowed 

in steel industry [42] by stacking multiple slabs or by covering the slab with thermal shield or hood. 

The use of the latter method to reduce heat loss has been studied as part of a hot rolling mill[91]. 
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To investigate the stress and phase evolution of boron-containing slabs with cooling rates 

slower than the results shown above in Figure 3.3, several test cases are simulated. Mansouri et 

al.[91] studied the effect of a thermal shield on steel strips in a hot rolling mill and found that a 

reduction of 45% in heat loss can be obtained. Using those results as a guide, slow cooling 

processes were achieved in our model by setting the heat loss as 50%, 25%, and 10% of those 

calculated in the original test case (the “normal cooling” condition). 

The temperature histories and ferrite phase evolution at the slab edge in the slow cooling 

cases are shown in Figure 3.7. The slower cooling rates increase ferrite formation in the boron-

containing slab. For the case with the slowest cooling rate, 23% of the volume is predicted to form 

ferrite at the edge of slab, but that is still much less than the 70% ferrite formed for the non-boron 

steel at the normal cooling rate. 

 

 

Figure 3.7. (a) Temperature history and (b) ferrite phase evolution at the edge of slab for slow 
cooling cases of boron-containing steel. The ferrite evolution in the normal cooling case of the 

non-boron steel is plotted in (b) as the solid line. 
 

Figure 3.8 illustrates the effect of slow cooling on stress development and plastic 

deformation for the boron-containing steel. As shown in Figure 3.8(a), the peak value of the tensile 

longitudinal stress at the edge decreases with decreasing cooling rate. Because only a very small 

amount of ferrite is formed in the 50% case, there is little reduction in the peak stress. Although 

the change in peak stress is small, the residual stress for 50% heat loss case actually increases. 

Note that the tensile stress decreases from peak value due to the thermal strain after phase 

transformation is finished. For the 50% heat loss case, although the effect of changing phase 
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evolution is not significant, a smaller thermal gradient is achieved and hence the decrease from the 

peak stress is also smaller, causing a higher tensile residual stress. To effectively lower the peak 

stress, the cooling rate must be slower. The 10% heat loss case shows that the peak tensile stress 

can be reduced to only 250 MPa. The corresponding effective plastic strain is also predicted to 

decrease for slower cooling cases, Figure 3.8 (b). The effective plastic strain in the 10% heat loss 

case can be reduced to a level similar to the non-boron steel, due to the lower temperature gradient 

throughout the process and higher ferrite formation. 

 

Figure 3.8. Development of (a) longitudinal stress and (b) effective plastic strain at the edge of 
slab for slow cooling cases of boron-containing steel. The dashed line represents the normal 

cooling case of non-boron steel.  
 

According to the simulation results of the reduced cooling rate cases, the lower cooling rates 

effectively reduces stress levels and plastic deformation below a critical cooling rate. The 50% 

heat loss case, which may be done in practice by applying a thermal shield on top of a single 

slab[91], is not sufficient to effect a practical change in the residual stress. To achieve a slower 

cooling rate, both controlled cooling and stacking of multiple slabs might be adopted, although the 

10% case, a 90% reduction in the heat loss rate, would still be very difficult to achieve in practice. 

The effect of stacking slabs on cooling rate, microstructure and residual stress and strain is 

discussed in Chapter 4.  

3.2.3 Slab geometry study 

The geometry of slab also affects the cooling process. Because the slab cools by heat 

extraction from surface, different slab sizes could result in different thermal gradient across the 
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slab. Therefore, a geometry study on the effect of the size of slab is performed for the single slab 

cooling process. The original geometry shown in Figure 3.1 has a length of 4 m, width of 1 m, and 

thickness of 0.3 m. The width and thickness of slab is determined by the width and thickness of 

the mold respectively. The width usually ranges from 0.9 m to 3 m and the thickness from 0.2 m 

to 0.3 mm for conventional slab casters[92]. The length of slab is controlled by the time interval 

of the torch cutting process after casting and can range up to 12 m. Three test cases for boron-

containing steel with different length, width, and thickness are studied and the results are compared 

with the original test case. The dimension of slabs for these test cases are listed in Table 3.2. 

Table 3.2. Dimension of slabs used in geometry study (in m). 

Case number Length (L) Width (W) Thickness (T) 
1 4 1 0.3 
2 8 1 0.3 
3 4 2 0.3 
4 4 1 0.2 

 

The comparison of temperature history at the edge (solid line) and center (dashed line) of 

slab is presented in Figure 3.9(a). Because the temperature at the edge is mainly affected by 

convection and radiation cooling, the effect of slab dimension is less significant and only case 4 

with a smaller thickness shows a minor increase in cooling rate. Cooling is achieved by heat 

conduction at the slab center and the dimension of slab determines the distance that the heat must 

travel. Comparing with width and length of slab, the thickness is much smaller and therefore 

cooling is dominated by heat conduction in thickness direction. Doubling the length and width of 

slab shows little difference in cooling curves while decreasing thickness leads to a much faster 

cooling rate. The effect of slab dimension on stress is demonstrated in Figure 3.9(b) and (c) as the 

development of xxσ  at the edge of slab and the final residual stress distribution at transverse 

section of slab are plotted. A similar trend with a peak tensile stress as around 300 MPa is observed 

for all cases.  Case 2 with 8-m length shows almost identical stress curve as case 1 with 4-m length 

indicating that increasing slab length does not affect the stress development at the longitudinal 

edge of slab. However, doubling the width of slab results in a compressive residual stress state (-

100 MPa) at the slab edge after cooling due to the increased thermal gradient in width direction. 

For the influence of slab thickness, the stress curve is slightly shifted to the left because of the 

faster cooling rate resulted from shorter thickness. 
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Figure 3.9. Comparison of (a) temperature history and (b) stress development, (c) final residual 
stress distribution of xxσ  across the transverse section for slabs with different dimensions. The 

schematic indicates the position of slab edge, center, and the cross section. 
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3.2.4 Effect of asymmetric cooling 

Symmetric cooling conditions have been applied in previous test cases for the single slab 

cooling process. In reality, the cooling conditions are usually asymmetric especially for the top 

and bottom surface of slab. This could lead to asymmetric temperature, phase, and stress 

distribution. Moreover, the flatness defects such as slab bowing also result from asymmetric 

cooling. To investigate the effect of asymmetric cooling condition, a test case for single slab 

cooling of boron-containing steel is performed. The top surface of the slab is set as the slow-

cooling surface with a heat loss as 50% of the bottom surface. Due to the asymmetry in thickness 

direction, one-fourth of the slab volume is modeled as shown in Figure 3.10. 

 

Figure 3.10. Geometry and mesh of the slab used for simulation of asymmetric cooling. The 
numerical domain is one-fourth of the slab. The top surface of slab is the slow-cooling surface. 

 

The stress development at the top and bottom edge center of slab is shown in Figure 3.11(a) 

for the asymmetric cooling case. Compared with the symmetric cooling case, a slight delay of 

stress inversion caused by bainite formation is observed because of the slower cooling rate on the 

top surface. The stress development still follows the same trend in asymmetric cooling case as 

bainite transformation is still the dominate phase transformation during cooling, especially at the 

surface of slab. Figure 3.11(c) shows the deformation of slab at different stage of cooling. Bowing 

of slab in thickness direction (z-direction) occurs because of the asymmetric cooling from top and 

bottom surface. At 2400 s when phase transformation has not started, the faster cooling rate at the 
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bottom surface of slab leads to more thermal contraction and the slab bend downwards. The 

maximum displacement in z-direction can reach 4.8 cm. Since the bottom surface cools faster, 

bainite formation first occurs at bottom surface and the phase transformation strain from volume 

expansion of bainite starts to bend the slab upwards as shown in Figure 3.11(c) at 9000 s. 

Therefore, the deformation of slab is closely related to the cooling conditions and significant 

difference at top and bottom surfaces during cooling should be avoided to prevent large 

deformation. This can be achieved by multiple slabs stacking as it helps control cooling conditions 

and also applies additional force on top of the slab. Discussion of the strategy for slab stacking to 

prevent slab bowing is included in Chapter 4. 

 

Figure 3.11. (a) Stress development at top and bottom edge center of slab compared with the 
stress curve at the edge center for symmetric cooling case (dashed line); (b) schematic of half of 

a slab showing the edge centers and the longitudinal section; (c) deformation of slab viewing 
from the width direction. The black outline indicates the original shape of the slab before 

cooling. The deformation is scaled up with a factor of 3.   
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3.3 Summary 

A finite volume method based model, coupling conduction heat transfer, elastic and plastic 

deformation, and steel phase transformation calculations, was developed in the OpenFOAM 

platform. The model was used to simulate the cooling process of continuously-cast steel slabs. The 

following conclusions can be drawn from the comparison of simulation results for boron-

containing steel and non-boron steel: 

1. Under the same cooling condition, due to the change in phase transformation behaviors by 

boron addition, the boron-containing steel slab consists of mostly bainite with little ferrite 

and pearlite at the center of slab, while the non-boron slab consists of ferrite and pearlite 

with more than 80% ferrite at the center after cooling. 

2. Higher tensile stress and plastic strain are predicted for the boron-containing steel at the 

edge of slab. The high stress concentrated at edge may lead to post-casting defects such as 

transverse corner cracks. For steel with less than 5 ppm boron addition to improve 

hardenability, this effect should be considered in the cooling of as-cast slabs. 

3. Slow cooling rates will affect the stress development by changing the temperature gradient 

and phase evolution during cooling. Lower stresses and smaller plastic strains can be 

achieved below a certain critical cooling rate of continuously-cast steel slabs, but those 

cooling rates may be difficult to produce in practice.  

4. The geometry of steel slab and asymmetric cooling conditions have little influence on stress 

development at the surface of slab during cooling. However, for a slab with a large 

difference between cooling conditions at the top and bottom surfaces, slab bowing with 

large deformation can be observed. 

Therefore, to reduce the tensile stress developed at the edge of slab during cooling of boron-

containing slab and prevent slab bowing, multiple slabs stacking might be helpful, and its effect 

will be discussed in Chapter 4. 

  



 
 

76 

4. INVESTIGATION OF COOLING PROCESS OF MULTIPLE STEEL 
SLABS STACK 

In this chapter, numerical simulations of cooling process are performed to investigate the 

role of steel slabs stacking on cooling rate, phase evolution, stress development and slab 

deformation for a stack of multiple steel slabs. Continuously-cast steel slabs are usually stored in 

the slab yard of a steel plant as stacks built up by stacking multiple slabs on top of each other. As 

the stacking strategy is adopted to save the limited space in the slab yard, it also affects the cooling 

process of steel slabs. When multiple slabs are stacked together, the total area of slab surface where 

heat is extracted by convection and radiation through the air is reduced and thus a slower cooling 

rate compared to individual slab cooling can be achieved. As discussed in Chapter 3, slow cooling 

rate can lower stress developed during cooling of boron-containing steel slabs and result in more 

ferrite formation. In addition to cooling rate, the stacking of slabs is also used to avoid the slab 

bowing defect due to asymmetric cooling for the top and bottom surface of slab. The compressive 

mechanical load provided by top slabs above the slab can prevent large deformation and flatten 

the slab during cooling.  

The objective of this chapter is to investigate the stacking strategy of steel slabs and its 

influence on the cooling process based on numerical simulations. The temperature history during 

cooling of a 9-slab stack is predicted and compared with experimental measurements. The cooling 

of a 5-slab stack is simulated to study the effect of the number of slabs in a stack. The phase 

evolution and stress development are examined for each case. Because slabs at different position 

of a stack are under different cooling conditions, the results at different locations of a stack are 

inspected. Finally, a case with the combination of slab stacking and radiation shield is modeled to 

study the stress development under a slow cooling rate that is feasible in practice. 

4.1 Model setup for multiple steel slabs stack 

4.1.1 Contact interface 

In addition to the standard thermomechanical model described and used in the preceding 

sections, model modification is required for the simulation of multiple steel slabs stack as the 

contact interface between slabs need to be considered for both mechanical and thermal calculation. 
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The treatment of contact interface as contact boundary condition is complicated because the 

boundary condition depends on the solution and need to be updated iteratively[82]. 

 At the beginning of cooling process, all slabs are assumed to be flat and in perfect contact 

condition where there is no gap between slabs. Therefore, the contact area cA  between two slabs 

equals to the area of the top/bottom surface of a slab. For mechanical load on one of the slab, 

uniform compressive pressure topP  and bottomP  are applied as boundary condition to the top and 

bottom surface respectively by Eq. (4.1).  

 
( 1)

top
c

bottom
c

nmgP
A

n mgP
A

=

+
=

 (4.1) 

where 𝑛𝑛 is the number of slabs on top of the slab, m  is the weight of a slab, and 𝑔𝑔 is the magnitude 

of gravity. As cooling proceeds, deformation of the slab causes displacement in thickness direction 

( zD ) for top and bottom surface of the slab and a gap forms between slabs. During the iterative 

solution, the displacement zD  is checked for the entire surface to determine the contact area. For 

the region of contact, the compressive pressure is applied using Eq. (4.1) and the updated contact 

area. A traction-free boundary condition is applied for the region outside of contact. For simplicity 

consideration, only one of the multiple slabs in the stack is taken for stress calculation and other 

slabs are treated as rigid body. The assumption is made based on the previous study of the single 

slab cooling case. Firstly, the deformation is small during cooling of slab. According to the study 

of asymmetric cooling conditions in Chapter 3, the gap size during cooling is less than 5 cm for a 

slab with a length of 8 m. Secondly, the stress induced by the compressive pressure at contact 

region is insignificant compared to stress caused by thermal and phase transformation strain during 

cooling. 

For thermal calculation, all slabs in the stack are considered. At the region of contact, the 

thermal boundary condition is set as thermal conduction across the interface. Outside of the contact 

region, heat transfer is due to radiation and conduction through air in the gap. Because of the small 

temperature difference between the two surfaces of the gap and the low thermal conductivity of 

air, the heat flow at regions outside of contact is neglected and the thermal boundary condition is 

assumed to be adiabatic. 
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4.1.2 Geometry and test case setup 

The geometry of the test case for a 9-slab stack is shown in Figure 4.1. To better represent 

the heat transfer between stacked slabs and ground, a section of the ground beneath the slabs is 

added to model with the dimension indicated in Figure 4.1(a). The 9 slabs are stacked on top of 

each other with a dimension of 8 m length, 1 m width, and 0.3 m thickness for each slab as shown 

in Figure 4.1(b). Taking advantage of the symmetry condition, only one-fourth of the slabs and 

ground is modeled. A total of 500,000 hexahedral cells are used for the test case. 

 

Figure 4.1. Geometry and mesh of the 9-slab stack test case. (a) dimension for the whole test 
case including the ground section; (b) geometry and mesh of slab #5. The numerical domain is 

one-fourth of the slabs and ground due to symmetry condition. 
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 The initial temperatures and microstructures of the slabs in the 9-slab stack are listed in 

Table 4.1. For each slab, the temperature and microstructure are assumed to be uniform. In 

practice, dummy slabs are placed on top of the stack of hot slabs to avoid slab bowing. Therefore, 

the two slabs at the top of the stack and the slab at the bottom of the stack are set at ambient 

temperature (20 ℃). Since it takes time to complete the stacking operation, there is a temperature 

difference for the 6 hot slabs (#3 - #8). The initial microstructure is assumed to be homogeneous 

and consists of 100% austenite for the hot slabs. Since the cold slabs at top and bottom of the stack 

do not undergo phase transformation, the initial microstructure is assumed to be 100% bainite. The 

initial temperature for the ground is assumed to be uniform at ambient temperature. 

Table 4.1. Initial temperatures and phase distributions of slabs in the 9-slab stack. 

Slab number #1 #2 #3 #4 #5 #6 #7 #8 #9 
Temperature 

(℃) 20 20 830 810 790 770 750 730 20 

Phase 
distribution 

100% 
B 

100% 
B 

100% 
A 

100% 
A 

100% 
A 

100% 
A 

100% 
A 

100% 
A 

100% 
B 

Note: A = austenite, B = bainite. 

The thermal boundary condition for the outer surface of slabs includes natural convection 

by air and radiation. The contact interfaces between slabs are implemented as thermal conduction 

and insulation respectively as described in previous section. For the ground section, the top surface 

is also cooled by natural convection and radiation. The bottom and side surfaces are set as a fixed 

temperature condition at ambient temperature. For the mechanical boundary condition, the top and 

bottom surfaces of the slab #5 are set using the contact interface condition. The side surfaces of 

the slab are assumed to be free surfaces. 

To investigate the effect of the number of slabs in a stack, another test case for a 5-slab stack 

is modeled with the initial conditions listed in Table 4.2 where slab #i is the top slab and slab #v 

is the bottom slab. The dimension of slab and boundary conditions are set as the same as used for 

the 9-slab case. The stress calculation is performed for slab #iii at the middle position of the stack. 

Table 4.2. Initial temperatures and phase distributions of slabs in the 5-slab stack. 

Slab number #i #ii #iii #iv #v 
Temperature 

(℃) 20 830 810 790 20 

Phase 
distribution 

100% 
B 

100% 
A 

100% 
A 

100% 
A 

100% 
B 

                                                        Note: A = austenite, B = bainite. 
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The materials properties for the slabs are the same as the properties used for the boron-

containing steel in Chapter 3. To complete the thermal conduction calculation for the ground 

section, the thermal properties of ground are set according to the properties of soil investigated by 

Selker and Or[93]. Although the thermal properties of soil vary with soil contents, the relatively 

low thermal diffusivity compared with steel has insignificant influence on the temperature 

calculation of the slabs. Therefore, the thermal properties are assumed to be constant and uniform 

as the thermal conductivity 𝑘𝑘 = 1.5 𝑊𝑊𝑚𝑚−1𝐾𝐾−1, the specific heat capacity 𝑐𝑐𝑝𝑝 = 1500 𝐽𝐽𝑘𝑘𝑘𝑘−1𝐾𝐾−1, 

and the density 𝜌𝜌 = 2000 𝑘𝑘𝑘𝑘𝑚𝑚−3. 

4.2 Results and discussion 

4.2.1 Cooling process of a stack with multiple slabs 

The air cooling processes of the 9-slab stack and 5-slab stack of boron-containing steel are 

simulated by the model. The temperature histories and phase evolutions at the center of the top 

surface of slab #5 in the 9-slab stack and slab #iii in the 5-slab stack are presented in Figure 4.2. 

The results are compared to the experimental measurement of a 9-slab stack air cooled in the slab 

yard and the predicted result for air cooling of a single slab from Chapter 3. Although the air 

cooling condition is the same, the stacked slabs show different cooling curves as they cools much 

slower than the single slab as shown in Figure 4.2(a). It takes around 48 hours for the single slab 

to cool down to ambient temperature while the cooling time for the slab in the 9-slab stack is more 

than 100 hours. Compared to the experimental measured cooling curve, the simulated result shows 

a faster cooling rate. This difference could result from the heat conduction calculation at the 

interfaces between slabs in the model. For the two surfaces in contact, heat conduction is calculated 

assuming the temperature are the same for both surfaces with thermal contact resistance neglected. 

In reality, due to the surface roughness effect, there could be temperature drop across the interface 

and thus the heat flow is reduced.  
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Figure 4.2. Predicted (a) temperature histories and (b) phase evolutions at the center of top 
surface of the slab #5 in the 9-slab stack and slab #iii in the 5-slab stack. The results are 

compared to experimental measurement and simulation results for the cooling of a single slab.  
 

The slower cooling rates of the stacked slabs has significant influence on the phase evolution 

as illustrated in Figure 4.2(b). During the cooling of single slab, austenite transforms to mostly 

bainite across the slab. The final phase distribution after cooling shows more than 95% of bainite 

at the top surface of the slab. For the stacked slabs, the slower cooling rates result in ferrite 

formation even at the surface of the slabs. For the slab in the 5-slab stack, the bainite fraction is 

reduced to 64%. Furthermore, in the 9-slab stack, the final phase distribution of the slab shows 

37% of ferrite, 21% of pearlite, and 42% of bainite.  

The change in cooling rate caused by slabs stacking also affects the stress development 

during cooling by thermal and phase transformation strain. The stress development at the edge of 

the slab during cooling is analyzed for the stacked slabs as shown in Figure 4.3(a). Compared to 

the single slab cooling case, a similar trend of stress history is found in the stacked slabs. Two 

major differences can be observed in stress development at the edge of slab. Firstly, the stress 

curves are shifted to right for the stacked slabs due to the slower cooling rates. Phase 

transformation from austenite to ferrite does not occur until 3000s for the slab #5 in the 9-slab 

stack. For the single slab case, bainite transformation starts before 2000s and no ferrite forms at 

the edge of slab. Secondly, a much lower peak tensile stress, 180 MPa, is predicted for 9-slab stack 

case, which is 41% lower than the value predicted in the single slab case. However, the cooling 

rate for the slab in the 5-slab stack is not slow enough to reduce the peak tensile stress.  
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Figure 4.3. (a) Development of longitudinal stress xxσ  in casting direction at the top edge center 
of slab;(b) schematic of half of a slab indicating the location of top edge center and transverse 

section; (c) distribution of residual stress xxσ  and (d) bainite distribution at the transverse section 
for slab #5 in the 9-slab stack, slab #iii in the 5-slab stack, and single slab, respectively. 

 

The residual stress distribution at the transverse section after cooling for all cases are plotted 

in Figure 4.3(c). In agreement with the stress development curves at the edge, the distribution 

shows a lower tensile residual stress at the surface for the stacked slabs. For the single slab case, 

according to the bainite distribution shown in Figure 4.3(d), the final microstructure is almost 

uniform with more than 95% bainite across the slab. Therefore, the residual stress is only related 

to the plastic deformation history. The surface of slab with a faster cooling rate exhibits tensile 
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residual stress while the core of slab is in compression for stress balance as indicated in Figure 

4.3(c). On the contrary, a compressive residual stress is predicted at the surface of the slab in the 

9-slab stack, For the stacked slabs, the side surfaces that are exposed to air cool much faster than 

the core and this leads to a nonuniform microstructure after cooling. As illustrated in Figure 4.3(d), 

the side surface shows phase distribution with 85% of bainite while the core of slab only has 30% 

of bainite for the slab in the 9-slab stack. Thus, a difference in yield strength across the width 

direction of the slab is predicted where 420 Y MPaσ =  at the surface and 320 Y MPaσ =  at the 

center. The higher yield strength at the surface prevents plastic deformation at the surface during 

cooling. This explains why the stress development curve at the edge does not show a plateau after 

the peak tensile stress.  

Comparison of the stress development and phase evolution between the stacked slabs case 

and the single slab case shows that the stacking of slab can slow the cooling rate during air cooling 

of steel slabs. Depending on the stacking condition, the stacked slabs could exhibit lower tensile 

stress at the edge of slab and even show compressive residual stress at the outer surface if the 

cooling rate is sufficiently slow. One approach to achieve a slower cooling rate is by increasing 

the number of slabs in a stack. The change in stress development is beneficial for inhibiting crack 

initiation and propagation at the surface of slab during cooling. It is worth noting that the non-

uniform phase distribution for the stacked slabs does not cause quality issues because these slabs 

require subsequent hot rolling in which the non-uniform phases will be fully austenitized by 

reheating. 

4.2.2 Effect of slab position in a stack 

Simulation results of the 9-slab stack demonstrates the influence of slabs stacking on the 

cooling process of boron-containing steel slabs. The stress development results obtained are for 

the slab #5 in the 9-slab stack where there are 4 slabs both above and below the slab. According 

to the case setup, slabs at different positions of the stack have different initial temperatures and 

cooling conditions. In addition, the compressive load provided by slabs above also varies with slab 

position. Therefore, the effect of slab position is investigated to better understand the stacking 

strategy. The stress calculation is performed for slab #4 and slab #6 in the stack shown in Figure 

4.1(a) with 3 and 5 slabs above the slab respectively. 
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The cooling curves and phase evolutions at the center of the top surface of slab #4, #5, and 

#6 are presented in Figure 4.4. According to Figure 4.4(a), slab #4 at higher position shows the 

fastest cooling rate while slab #6 at lower position shows the slowest cooling rate. The difference 

in cooling rates is only caused by the heat conduction at top and bottom surfaces of the slabs as 

the cooling conditions are the same at the side surface with radiation and natural convection in air. 

For the bottom slab in contact with ground, the heat is extracted by the conduction through the 

ground. Compared to the top slab that are exposed in air, the bottom slab cools with a slower rate 

due to the low thermal diffusivity of ground ( 7 25 10  m /s−× ). Correspondingly, the phase 

evolutions shown in Figure 4.4(b) exhibit that slab #4 consists of 76% of bainite, 12% of ferrite, 

and 12% of pearlite after cooling while 36% of bainite, 46% of ferrite, and 18% of pearlite is 

predicted for slab #6. The results indicate that effect of slabs stacking on slow cooling rate and 

ferrite formation is more significant for slabs at lower levels in a stack of multiple slabs. 

 

Figure 4.4. Predicted (a) temperature histories and (b) phase evolutions at the center of top 
surface of the three slabs (slab #4, #5, #6) at different positions of the 9-slab stack as indicated 

by the schematic. 
 

Effect of slab position on stress development during cooling is illustrated in Figure 4.5(a) by 

comparing the predicted stress development at the top edge center of the three slabs. Slab #6 at 

lower position shows the lowest peak value of longitudinal stress xxσ  at the edge because of the 

slowest cooling rate. The peak stress is reduced from 262 MPa in slab #4 to 74 MPa in slab #6. 

For all three slabs, the residual stresses at the top edge center are compressive and the largest value 

of -256 MPa is obtained for slab #6.  
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The slab position of a slab directly affects the bowing deformation during slab cooling by 

changing the number of slabs above the slab. The final deformation after cooling of the three slabs 

is shown in Figure 4.5(c). The bowing of slab decreases with the increasing number of slabs above 

it. For slab #4 with 3 slabs above it, a gap size of 6.9 cm is predicted at the center of slab. The gap 

size is reduced to 3.7 cm for slab #5 and 0.3 cm for slab #6. Therefore, during cooling of the 9-

slab stack, a reduced tensile stress and a good flatness can be achieved in the slab with 5 slabs 

above it. For slab at higher position, cooling rate and tensile stress increases and bowing of slab 

could occur. 

 

Figure 4.5. (a) Development of longitudinal stress xxσ  at the top edge center of the three slabs 
(slab #4, #5, #6) at different positions of the 9-slab stack; (b) schematic of a slab showing the 
location of top edge center and the side surface; (c) deformation of slabs after cooling viewing 

from the width direction at the side surface. The black outline indicates the original shape of the 
slab before cooling. The deformation is scaled up with a factor of 3. The contour plots show the 

distribution of residual stress xxσ  at the side surface for each slab.  
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4.2.3 Slow cooling of stacked slabs 

The effect of slow cooling rate achieved by covering the slab with thermal shield or hood is 

discussed in Chapter 3 for the cooling of a single slab. In practice, a reduction of 50% heat loss 

can be obtained by applying a thermal shield. However, it appears that the cooling rate resulted 

from 50% heat loss is not sufficient to change the stress development. According to the results for 

the cooling of a 9-slab stack, slab stacking can effectively slow the cooling rate and reduce the 

tensile stress developed during cooling. Therefore, by combining the thermal shield method with 

slab stacking, a slower cooling rate that is feasible in practice can be achieved. A test case for a 9-

slab stack is modeled setting the heat loss at the slab surface as 50% of those calculated in the 

original case to represent the effect of a thermal shield. 

The cooling curves and phase evolutions at the center of the top surface of slab are shown 

in Figure 4.6. A slower cooling rate is observed for the test case with thermal shield applied. The 

phase evolutions shown that the slower cooling rate effectively reduced the amount of bainite but 

the increment in ferrite formation is quite small. This is because the amount of ferrite formed here 

is already close to the maximum amount of proeutectoid that could form during cooling. Therefore, 

with slower cooling rate, more austenite transforms to pearlite instead of bainite.  

 

Figure 4.6. (a) Temperature histories and (b) phase evolutions at the top surface of slab for the 
slow cooling test case of the 9-slab stack with 50% heat loss. The results are compared to the 

normal cooling case of the 9-slab stack. 
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The slow cooling rate achieved by the combination of slab stacking and thermal shield shows 

significant effect on the stress development during cooling. As illustrated in Figure 4.7(a), the 

stress development of the stacked slab cooled with 50% heat loss shows much lower tensile stress 

and even compressive stress during cooling. During the initial stage of cooling, the peak tensile 

stress is 50 MPa due to the thermal strain with no phase transformation. The longitudinal stress 

xxσ  at the edge of slab stays in the compressive state and finally leads to a compressive residual 

stress of -320 MPa after cooling.  

 

Figure 4.7. (a) Development of longitudinal stress xxσ  in casting direction at the top edge center 
of slab; (b) distribution of residual stress xxσ  and (c) bainite distribution at the transverse section 

for the 9-slab stack cooled under normal cooling condition and with 50% heat loss. 
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4.3 Summary 

The cooling process of stacks with multiple slabs are investigated using the 

thermomechanical model with modified boundary conditions for contact interfaces. The effect of 

slabs stacking on the cooling process of boron-containing steel slabs can be summarized as 

follows: 

1. Slabs stacking results in slower cooling rates compared to single slab air cooling as the 

total surface area exposed in air is reduced. More ferrite and less bainite formation are 

obtained after cooling of stacked slabs. The slow cooling rate leads to lower tensile stress 

during cooling and compressive residual stress at the edge of slab. Increasing the number 

of slabs in a stack helps slow the cooling rate and lower the tensile stress. 

2. Slabs at different positions in a stack show different cooling behaviors. The slab at the 

lower level of the stack tends to have a slower cooling rate and a reduced peak tensile stress 

at slab edge during cooling. The slab bowing defect can also be avoided by cooling the slab 

with 5 slabs above it in 9-slab stack. 

3. By combining slab stacking with thermal shield, cooling rate of a slab can be further 

reduced to affect the stress development during cooling. Applying a thermal shield on a 9-

slab stack can produce a cooling rate that is sufficiently slow to lower the stress and also 

feasible in practice.  

 

  



 
 

89 

5. INVESTIGATION OF THE RUNOUT TABLE COOLING FOR HOT 
ROLLED STEEL STRIPS 

Continuously-cast steel slabs are hot rolled to produce strip products. After reheating to fully 

austenite microstructure and a series of rolling, the strips are transported on the runout table to the 

down coiler and subjected to water quenching from multiple rows of water jets. The final qualities 

of strip products, including the mechanical and metallurgical properties, the flatness, and the 

residual stress state are directly associated with the cooling process. In this chapter, numerical 

studies are performed for the runout table cooling process of hot rolled steel strips. Compared to 

the air cooling of steel slabs, the thermomechanical model is applied to a similar but different 

process. As described in Chapter 3, boron addition in steel affects the stress development during 

the air cooling of slabs in the slab yard because it affects the austenite decomposition by delaying 

the formation of ferrite and resulting in more bainite formation. For the runout table cooling, the 

influence of boron addition is also affected by the fast cooling rate from water quenching and the 

relatively short duration of cooling. Different cooling conditions should be applied for steel strips 

with and without boron addition regarding the difference in phase transformation. The objective 

of this chapter is to investigate cooling strategies influencing temperature history, phase 

transformation, and stress development of boron-containing and non-boron steel strips. Numerical 

simulations with the same cooling conditions are first performed for both steel grades. The cooling 

curve, stress development and phase evolution are examined for each case. Parametric studies are 

performed to study the importance of different cooling parameters and find appropriate cooling 

strategies. 

5.1 Model setup for the runout table cooling of strips 

5.1.1 Geometry and initial conditions 

The length of a typical runout table ranges from 50 to 100 m. A model covering the full 

length will be inefficient and cost a long computational time. Therefore, a segment of the strip is 

chosen for simulation. As the strip is transported on the runout table, the chosen segment passes 

through the water quenching zone with multiple rows of cooling jets. The geometry and mesh of 

the strip segment is shown in Figure 5.1 with a dimension of 2 m in length, 1.5 m in width, and 5 
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mm in thickness. Due to the symmetry condition across the width of strip, half of the strip volume 

is modeled. The mesh contains a total of 25,000 hexahedral cells with a uniform cell size of 

2 3 0.05 cm× × . 

 

Figure 5.1. Geometry and mesh of the strip segment used for the runout table cooling simulation. 
The numerical domain is half of the segment due to symmetry condition. 

 

 In conventional hot rolling mill, steel strips leave the last stand finishing mill with a 

temperature ranging from 800 to 950 ℃. The initial temperature of the strip at the beginning of 

runout table is assumed to be uniform at 830 ℃. A fully austenitic microstructure is assumed 

across the entire strip segment. 

5.1.2 Boundary conditions 

During the runout table cooling process, the strip is moving with a constant velocity passing 

through the stationary water quenching zone. The typical strip speed ranges from 2 to 20 m/s[94]. 

To implement the cooling process in the model, the strip is assumed to be static, and time 

dependent thermal boundary conditions are applied to represent the strip movement. The structure 

of the runout table used for the test cases is shown in Figure 5.2. The total length between the 

finishing mill and the down coiler is 110 m. The strip speed is set as 5 m/s. After exiting the 

finishing mill, the strip first passes through the entry air cooling zone with a length of 1 10 mL = . 

It then enters the water quenching zone with multiple rows of top and bottom cooling jets with a 

length of 2 90 mL = . There are a total of 50 rows of jets on both sides of the strip with a distance 
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of 1.8 ml∆ =  between each row. Finally, it leaves the water quenching zone and goes through the 

exit air cooling zone with a length of 3 10 mL =  before coiling. For the air cooling zones, the 

thermal boundary condition is set as radiation with the emissivity as 0.7 and ambient temperature 

as 20 ℃. Because the typical strip temperature for steel during runout table cooling is higher than 

500 ℃, the heat extraction from forced air convection is ignored here due to its small value 

compared to radiation[49]. 

 

Figure 5.2. Schematic of the runout table with dimensions. 
 

The thermal boundary conditions for top and bottom strip surface inside the water quenching 

zone are illustrated in Figure 5.3. The cooling system is considered as planar where the cooling 

condition is uniform across the transverse direction of strip. For simplicity concern, two 

assumptions are made about the impingement and parallel flow zone. The first one is that there is 

no air cooling zone between two active rows of cooling jets on the top surface. Thus, the top 

surface is divided into impingement zones and parallel water flow zones. The bottom surface is 

divided into impingement zones and air cooling zones. The second assumption is that the 

impingement zone is symmetrical with respect to the centerline of cooling jet. The length of the 

impingement zone, l , is proportional to the nozzle diameter, d , with a ratio r . According to Hall 

et al[95], a typical length of the impingement zone is expressed as 4l d= .  Therefore, the 

impingement zone length is set as 4 cm in the test case with the nozzle diameter of 1 cm.  
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Figure 5.3. Thermal boundary conditions in the water quenching zone during runout table 
cooling. 

 

Different correlations listed in Table 5.1 are used to determine the heat transfer coefficients 

for each cooling zone. The empirical correlations adopted in this study show that the heat transfer 

coefficient for water quenching zone increases with decreasing strip surface temperature, which 

agrees with experimental results found by several researchers[96–98]. Because the thickness of 

the strip is much smaller than its width and length, heat extraction at side surfaces of the strip is 

neglected. Therefore, thermal boundary conditions for the side surfaces of the strip are set as 

adiabatic with zero thermal gradient. 

  

Table 5.1. Heat transfer coefficients (in 2/W m C° ) in the water quenching zone[45,55,57,59]. 

Top surface  

Impingement zone , 4imp top parah h=  

Parallel water flow zone 0.8

2420 21.7200
( 100)

w
para

Th
T

−
= ×

−
 

Bottom surface  

Impingement zone , ,0.35imp bottom imp toph h=  

Air cooling zone air radh h=  

                              Note: Surface temperature T  and cooling water temperature wT  are in ℃. 
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For the mechanical boundary conditions, full displacement constraint is applied for the 

trailing end of the strip segment to prevent rigid body motion. Other surfaces are set as free surface 

without traction force. 

5.2 Results and discussion 

5.2.1 Effect of boron on the runout table cooling of steel strips 

The runout table cooling process for steel strips with and without boron is simulated with 

the same cooling conditions and process parameters. The strip velocity is 5 m/s and it takes 22 s 

for the strip segment to complete the runout table cooling. The cooling curves at different positions 

of strips are shown in Figure 5.4(a) for both grades of steel. At the first 10 m, both strips are in the 

entry air cooling zone with a slow cooling rate. Due to the small thickness of strip and the low heat 

transfer coefficient for air cooling, the Biot number is estimated to be around 0.01 and thus the 

temperature distribution across strip thickness is quite uniform. Once the strips enter the water 

quenching zone, the temperature drops drastically at surface of strips and a large thermal gradient 

is observed across thickness. Serrations are found for cooling curves at top and bottom surfaces of 

both strips. In the impingement region, the intensive water cooling results in the highest local heat 

flux, and the surface temperature drops significantly. When moved into the parallel flow zone for 

top surface or air cooling zone for bottom surface, surface temperature abruptly rises up due to the 

heat conduction from the interior of strip. The top surface shows the lowest temperature because 

it is cooled with both jet impingement and parallel water flow. Since the bottom surface is cooled 

by jet impingement and air cooling, the difference between temperatures at bottom surface and 

strip center is small. Under the same cooling condition, two strips show identical cooling curves 

at the first 60 m of runout table since 0.003 wt.% of boron addition causes little difference in 

thermal properties of steel. However, the effect of boron becomes significant as cooling proceeds 

and phase transformation occurs. For the steel without B, although the fast cooling rate of water 

quenching prevents the formation of ferrite and pearlite, bainite starts to form when temperature 

drops below 500 ℃. The latent heat released as austenite transforms to bainite results in a slower 

cooling rate for steel strips without B. For the steel with B, all of the diffusion-controlled phase 

transformations are delayed and will not occur during the short time period on the runout table 

according to the TTT diagram in Figure 1.3. At the exit of the water quenching zone, the top 
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surface temperature of the steel strip with B is 140 ℃ lower than that of the steel without B. In the 

exit air cooling zone, the temperatures at top surface quickly recover to the central temperature 

and uniform temperature distributions are achieved for both cases at the end of the runout table. 

Due to the effect of boron, the final coiling temperatures are 480 and 356 ℃ for strip without and 

with B, respectively.  

 

Figure 5.4. Predicted (a) temperature profiles at different positions of steel strips during runout 
table cooling; (b) and (c) are the phase evolutions of bainite and martensite for steel without and 

with B, respectively.  
 

The phase evolutions during the runout table cooling for both strips at various positions are 

shown in Figure 5.4(b) and (c). For the steel without B, bainite starts to form at the top surface 

during cooling and an almost uniform phase distribution of 78% bainite is observed at the coiling 

temperature. The fast cooling rate for the steel with B results in martensite formation and the final 

distribution is not uniform. Since martensite transformation is directly related to temperature, top 

surface of the strip with the lowest minimum temperature consists of the most martensite, which 

is twice the fraction for the bottom surface. The Austenite transformation is not completed for both 

cases, and it will continue when the strips are further cooled as coils. 

Based on the significant influence of boron addition on the temperature history and phase 

evolutions, the difference in stress development for the two strips are expected. The development 

of transverse stress yyσ  at the strips surfaces and center are presented in Figure 5.5. Like the 

serration found in temperature curves for strip surfaces, evident serrations are also found in stress 

development curves. When a certain point on the surfaces is directly under jet impingement 
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cooling, the fast drop in temperature will cause thermal strain as contraction and result in increment 

in stress. Once the point passes the impingement zone, temperature recovers quickly with thermal 

expansion and stress decreases correspondingly. At the center of strip thickness where the 

temperature change is less drastically, the serration becomes less obvious. For both strips, stress 

developments are identical before phase transformation, and the thermal stresses stay at a relatively 

low level with a magnitude less than 100 MPa even at the top surface with fastest cooling rate. 

Peak value of stress is always found during phase transformation. The martensitic transformation 

for the steel with B induces the highest peak tensile stress of 403 MPa at the top surface. The non-

uniform martensite distribution also contributes to the residual stress after cooling. Compared to 

the steel with B, the stress induced by bainite formation is less significant and the peak tensile 

stress remains below 200 MPa across the strip.  

 

Figure 5.5. Development of transverse stress yyσ  at the top, bottom surfaces and center of strips 
with and without B. The evident serration in the curves for the top and bottom surface is due to 

the temperature drop and recovery caused by jet impingement.  
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5.2.2 Cooling strategy for boron-containing steel strips 

Comparison of the runout table cooling process between the two grades of steel under the 

same cooling condition shows that the boron-containing steel strip exhibits totally different cooling 

curve, phase evolution, and stress development, despite the low level of boron addition. The 

appropriate cooling condition for the non-boron steel can cause problems such as large residual 

stresses and non-uniform phase distributions for the runout table cooling of boron-containing steel. 

The fast cooling rate results in low coiling temperature and martensite formation. The strip 

products of boron-containing steel used for press hardening are usually produced with a ferritic-

pearlitic microstructure via slow cooling. If the strips leave the runout table with a fully austenitic 

microstructure, a slower cooling rate can be achieved during the air cooling of the coil. Therefore, 

adjusting the cooling strategy on the runout table is necessary in controlling the microstructure and 

reduce residual stresses. 

As described in previous section, the water quenching zone of the runout table consists of 

50 rows of cooling jets for both sides of the strip. The easiest way to adjust the cooling strategy is 

to reduce the length of the water quenching zone by shutting down some of the cooling jets. 

Therefore, a test case with only the first 30 rows of jets being active is performed. The length of 

water quenching zone is adjusted to 54 m with other cooling conditions remain unchanged. The 

simulation results are shown in Figure 5.6. The cooling curves in Figure 5.6(a) indicates the 

increment of coiling temperature after adjustment. The strip exits the water-quenching zone at 64 

m and is then subjected to air cooling for the rest section of the runout table. The resultant coiling 

temperature is 490 ℃, which is higher than the martensite starting temperature 
SMT (382 ℃). 

Therefore, a fully austenitic microstructure is predicted after runout table cooling. Without phase 

transformation strain from martensite, the stress is only affected by thermal strain. The reduction 

of stress level is found at all three positions showed in Figure 5.6. The highest tensile stress is 

observed on the bottom surface of strip, and it is less than 80 MPa. Therefore, the steel strip with 

B ends up with a uniform microstructure of austenite and low residual stress by effectively 

adjusting the cooling strategy.  



 
 

97 

 

Figure 5.6. (a) Temperature profile and stress development at (b) top, (c) center, and (d) bottom 
of the strip during runout table cooling with the first 30 rows of cooling jets activated. Predicted 

coiling temperature is increased and stress levels are reduced.  

5.3 Summary 

The runout table cooling for steel strips after hot rolling is investigated numerically with the 

thermomechanical model. The movement of strip is achieved by applying the time dependent 

thermal boundary conditions. The following conclusions can be drawn from the results of 

numerical study: 

1. During the runout table cooling with fast cooling rate, the addition of boron prevents the 

diffusion-controlled phase transformations from austenite and results in martensite 

formation. Under the same cooling conditions, the non-boron steel strip shows a uniform 
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phase distribution of austenite and bainite before coiling. The boron-containing steel strip 

exhibits a lower coiling temperature and non-uniform martensite distribution. 

2. Due to the fast cooling rate and martensite formation, higher level of stress is developed 

during cooling of the boron-containing steel strip in comparison with the non-boron steel. 

Tensile residual stress is found at both sides of the boron-containing strip. 

3. The runout table cooling for boron-containing strips can be effectively adjusted to slow the 

cooling rate. With reduced a water-quenching zone by deactivating multiple rows of 

cooling jets, a uniform microstructure of austenite with lower residual stress can be 

achieved for boron-containing strips. 
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6. CONCLUSIONS AND FUTURE WORK 

6.1 Conclusions 

Boron addition to steel improves its hardenability, but also causes post-casting problems 

such as cracking defects in continuously-cast steel slabs after cooling. The purpose of this work 

was to investigate the cooling process of continuously-cast boron-containing steel with an 

emphasis on stress development and phase evolution. Because of the difficulties in monitoring the 

interacting heat transfer, phase transformation, and stress development, a 3D thermomechanical 

finite volume model was developed to numerically simulate the cooling process. The model was 

established by coupling the physical phenomena (thermal, metallurgical, and mechanical) that 

occurs during cooling of steel. The formulation of phase transformation during cooling of steel 

based on transformation kinetics was developed and validated. The interactions among phase 

transformation, heat transfer, and stress calculation are achieved through latent heat release, 

thermal strain, and transformation strain. Beyond the scope of cooling process of steel, this model 

has an importance to the finite volume solid mechanics community as it includes solid-solid phase 

transformation to thermomechanical modelling using finite volume method. 

 The model was used to investigate the role of boron addition on the stress development and 

phase evolution of steel during cooling process, specifically in the air cooling of continuously-cast 

steel slabs and the runout table cooling of steel strips. For the air cooling of a single steel slab, due 

to the change in phase transformation behaviors by boron addition, the boron-containing slab 

consists of mostly bainite, while the non-boron slab shows a ferritic-pearlitic microstructure. At 

the edge of slab where post-casting defects such as transverse corner cracks might occur, higher 

tensile stress and plastic strain were predicted for the boron-containing steel. The high stress can 

be reduced by adjusting the cooling condition to achieve a slower cooling rate. Less bainite 

formation, lower stresses, and smaller plastic strain can be achieved with the cooling rate below a 

certain level. As a method to slow down the cooling rate and preventing slab bowing defects, 

multiple slabs stacking has been adopted for air cooling of slabs. It was determined that cooling 

rates is slower in stacked slab, and it leads to lower tensile stress during cooling and compressive 

residual stress at the edge of slab. For slabs at lower level in a 9-slab stack, slabs stacking can 

effectively inhibit the slab bowing defect. In the runout table cooling of strips, the suppression of 
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diffusion-controlled transformation owing to boron addition in boron-containing steel results in 

non-uniform martensite distribution across strip thickness and high residual stresses, which is 

detrimental to strip quality. Adjusting the cooling strategy by deactivating multiple rows of cooling 

jets reduces residual stresses and improves microstructure homogeneity. These studies indicate 

that it is beneficial for cooling process of boron-containing steel to slow down the cooling rate in 

practice for both air cooling of slabs and runout table cooling of strips.   

6.2 Recommendations for future work 

The thermomechanical model developed and implemented in this work has demonstrated 

that it can be applied to numerical studies of cooling processes of steels with different phase 

transformation behaviors. In addition to the air cooling of slabs and runout table cooling of strips, 

the model can be used in cooling of coils after hot rolling and quenching in a press die for press 

hardening process. The coil cooling can be treated as a subsequent process of the runout table 

cooling of strips and no additional modification to the model is needed. However, for the die 

quenching in press hardening process, the model is not sufficient in plasticity calculation as such 

case requires large deformation. Currently, the model assumes small strain for deformation which 

means the geometry change due to displacement is neglected. Future work on model development 

should be focused on updating the change in the size and shape of control volumes at each step 

based on previous deformation and displacement calculation. As large deformation could cause 

sever distortion of cells which leads to poor mesh quality and convergence, remeshing approaches 

might also be implemented.  

The application can be expanded to other alloys with solid-solid phase transformation during 

cooling such as titanium alloys. As demonstrated by Charles[99], titanium alloy Ti-6Al-4V 

exhibits a similar TTT diagram as steel with diffusion-controlled transformation and martensitic 

transformation. Therefore, the model can be used for titanium alloys with different input 

transformation kinetics obtained from their TTT diagram. Currently, the input kinetics are 

manually calculated based on TTT diagram from software such as JMatPro and Thermo-Calc. 

Therefore, future work on coupling the model with TTT data from these software directly could 

be helpful.   
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