
MODELING AND STABILITY OF FLOWS IN COMPLIANT
MICROCHANNELS

by

Xiaojia Wang

A Dissertation

Submitted to the Faculty of Purdue University

In Partial Fulfillment of the Requirements for the degree of

Doctor of Philosophy

School of Mechanical Engineering

West Lafayette, Indiana

August 2022



THE PURDUE UNIVERSITY GRADUATE SCHOOL
STATEMENT OF COMMITTEE APPROVAL

Dr. Ivan C. Christov, Chair

School of Mechanical Engineering

Dr. Jun Chen

School of Mechanical Engineering

Dr. Hector Gomez

School of Mechanical Engineering

Dr. Guang Lin

Department of Mathematics

Approved by:

Dr. Nicole L. Key

2



To my parents

3



ACKNOWLEDGMENTS

I would like to express my deepest gratitude to my advisor, Prof. Ivan C. Christov. This

thesis would not have been possible without his intellectual guidance and persistent support.

He is the best mentor and also a reliable friend to me, always accessible, willing to listen,

share and help. He teaches me what a resilient researcher should be like, through his own

examples, with his scrupulous attitudes and incredible patience. He helps me build my

confidence by celebrating every accomplishment that I have achieved, and encourages me

whenever I become hesitant and timid. The past four years of being his student has been

the most enjoyable period in my life.

I would also like to thank my committee members, Prof. Jun Chen, Prof. Hector Gomez

and Prof. Guang Lin, for being always supportive. Their advice has been very helpful in

improving this thesis.

I am also very grateful to my parents for their unconditional love to me. They had

been very worried and anxious about my decision of studying abroad, but they still chose

to respect my choice. As always, they are standing with me to support whatever I want to

pursue.

I would also like to express my love and gratitude to my husband, Ke Zhou. We met when

we were both undergraduate students, went to Shanghai together for the master’s degree,

and embarked on the Ph.D. studies at the same time. This long journey has never been

lonely with his company. He is my best friend, who applauds for my success, comforts me

when I am down, and supports me to get through all the hard times.

I also want to thank my roommate, Fei Qin, for her company over the past four years.

Those trails that we explored together, those afternoons when we made ugly desserts, and

those games that made us laugh have been composited into many many beautiful memories

of mine.

I am also thankful for being a part of a welcoming and inclusive group at the TMNT-

Lab, where I have many friendly and helpful colleagues: Dr. Daihui Lu, Dr. Evgeniy Boyko,

Dr. Kimberly A. Stevens Boster, Zongxin Yu, Shrihari Pande, Tanmay C. Shidhore, Pranay

P. Nagrani, and Jielin Yang.

4



My last acknowledgment is made to the U.S. National Science Foundation for partial

support of this research under grants No. CBET-1705637 and No. CMMI-202954, as well as

a Ross Fellowship from The Graduate School at Purdue University.

5



TABLE OF CONTENTS

LIST OF TABLES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

LIST OF FIGURES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

ABSTRACT . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14

1 INTRODUCTION . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15

1.1 Literature survey on microscale fluid–structure interactions . . . . . . . . . . 15

1.1.1 The steady response: nonlinear flow rate–pressure drop relation . . . 16

1.1.2 The dynamic response: instabilities at low Reynolds number . . . . . 17

1.1.3 Reduced models for fluid–structure interactions . . . . . . . . . . . . 20

1.2 Knowledge gap and organization of the thesis . . . . . . . . . . . . . . . . . 23

2 STEADY-STATE SCALINGS AND LINEAR STABILITY OF A MODEL OF

TWO-DIMENSIONAL FLOW THROUGH A THIN-WALLED SOFT MICRO-

CHANNEL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27

2.1 Problem statement and model equations . . . . . . . . . . . . . . . . . . . . 28

2.2 Steady-state shape of the top wall of the inflated microchannel . . . . . . . . 31

2.2.1 Example plots of steady-state shapes . . . . . . . . . . . . . . . . . . 32

2.3 Deformation and pressure scaling at steady state . . . . . . . . . . . . . . . . 34

2.3.1 Scaling of ⟨P ⟩ . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34

2.3.2 Scaling of Hmax: Pure bending . . . . . . . . . . . . . . . . . . . . . . 37

2.3.3 Scaling of Hmax: Bending and tension . . . . . . . . . . . . . . . . . . 37

2.3.4 Validation and discussion . . . . . . . . . . . . . . . . . . . . . . . . . 38

2.4 Linear stability of the deformed microchannel . . . . . . . . . . . . . . . . . 41

2.4.1 Perturbation about the non-flat steady shape . . . . . . . . . . . . . 41

2.4.2 Chebyshev pseudospectral method for the eigenvalue problem . . . . 44

2.4.3 Validation of the Chebyshev pseudospectral method . . . . . . . . . . 47

2.4.4 Results and discussion . . . . . . . . . . . . . . . . . . . . . . . . . . 52

6



3 DOMINANT PHYSICAL EFFECTS IN LOW-REYNOLDS-NUMBER FLOWS

THROUGH COMPLIANT RECTANGULAR MICROCHANNELS . . . . . . . . 58

3.1 Problem statement, geometry and notation . . . . . . . . . . . . . . . . . . . 59

3.2 Dominant fluid mechanics effects . . . . . . . . . . . . . . . . . . . . . . . . 60

3.3 Dominant solid mechanics effects . . . . . . . . . . . . . . . . . . . . . . . . 62

4 THEORY OF FLOWS THROUGH THICK-WALLED RECTANGULAR MICRO-

CHANNELS AT STEADY STATE . . . . . . . . . . . . . . . . . . . . . . . . . . 67

4.1 Configuration of thick-walled microchannels . . . . . . . . . . . . . . . . . . 68

4.2 Formulation of the fluid mechanics problem . . . . . . . . . . . . . . . . . . 68

4.3 Formulation of the solid mechanics problem . . . . . . . . . . . . . . . . . . 70

4.3.1 Plane strain configuration and the thickness effect . . . . . . . . . . . 70

4.3.2 Large-thickness case . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

4.3.3 Displacements at fluid–solid interface . . . . . . . . . . . . . . . . . . 73

4.3.4 Summary and discussion of the solid mechanics results . . . . . . . . 76

4.4 Hydrodynamic resistance of the compliant channel . . . . . . . . . . . . . . . 77

4.5 Illustrated examples and validation . . . . . . . . . . . . . . . . . . . . . . . 79

4.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 86

4.A Appendix: Moderate thicknesses and effect on the boundary conditions . . . 88

5 REDUCED MODELS OF FINITE-REYNOLDS-NUMBER FLOWS THROUGH

COMPLIANT RECTANGULAR MICROCHANNELS AT STEADY STATE . . . 93

5.1 Preliminaries: review on dominant effects . . . . . . . . . . . . . . . . . . . . 94

5.2 Negligible fluid inertia: R̂e → 0 . . . . . . . . . . . . . . . . . . . . . . . . . 96

5.2.1 Effective deformed channel height . . . . . . . . . . . . . . . . . . . . 96

5.2.2 Flow rate–pressure drop relation . . . . . . . . . . . . . . . . . . . . . 99

5.2.3 Illustrated example I: Duct with thick compliant top wall . . . . . . . 100

5.2.4 Illustrated Example II: Duct with plate-like compliant top wall . . . . 104

5.2.5 A fiction factor for laminar flow in compliant ducts . . . . . . . . . . 106

5.3 Small but finite flow inertia: R̂e = O(1) . . . . . . . . . . . . . . . . . . . . . 109

5.3.1 Pressure distribution using an averaged deformed channel height . . . 111

7



5.3.2 An extension and regularization via weak tension . . . . . . . . . . . 112

5.3.3 Illustrated examples . . . . . . . . . . . . . . . . . . . . . . . . . . . 115

5.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

5.A Appendix: Matched asymptotic solution for the 1D model with weak tension 120

6 GLOBAL INSTABILITY OF FINITE-REYNOLDS-NUMBER FLOW IN COM-

PLIANT RECTANGULAR MICROCHANNELS . . . . . . . . . . . . . . . . . . 124

6.1 Model formulation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 125

6.1.1 Unsteady flow within a deformed channel . . . . . . . . . . . . . . . . 125

6.1.2 1D formulation of the compliant wall deformation . . . . . . . . . . . 127

6.1.3 Nondimensionalization . . . . . . . . . . . . . . . . . . . . . . . . . . 129

6.1.4 Initial and boundary conditions . . . . . . . . . . . . . . . . . . . . . 133

6.2 Examplar cases and preview of results . . . . . . . . . . . . . . . . . . . . . 133

6.3 Base state: features of the inflated microchannel at steady state . . . . . . . 136

6.4 Linear stability of the inflated base state . . . . . . . . . . . . . . . . . . . . 139

6.4.1 Eigenspectra of the exemplar cases . . . . . . . . . . . . . . . . . . . 142

6.4.2 Eigenfunctions of the examplar cases . . . . . . . . . . . . . . . . . . 146

6.5 Dynamic response of the microchannel . . . . . . . . . . . . . . . . . . . . . 148

6.5.1 Evolution from a perturbed inflated state . . . . . . . . . . . . . . . . 148

6.5.2 Evolution from a flat initial state . . . . . . . . . . . . . . . . . . . . 154

6.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 157

6.A Modeling of weak deformation effects . . . . . . . . . . . . . . . . . . . . . . 159

6.A.1 Effective interface thickness . . . . . . . . . . . . . . . . . . . . . . . 159

6.A.2 Weak tension . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160

6.B Numerical scheme for the 1D FSI model . . . . . . . . . . . . . . . . . . . . 162

6.B.1 Steady-state simulation . . . . . . . . . . . . . . . . . . . . . . . . . . 165

6.B.2 Dynamic simulation . . . . . . . . . . . . . . . . . . . . . . . . . . . 166

6.C A Chebyshev pseudospectral method for the generalized eigenvalue problem 170

7 LINEAR NON-NORMALITY OF THE REDUCED FLUID–STRUCTURE IN-

TERACTION MODEL . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 171

8



7.1 Problem statement . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 172

7.2 Sensitivity of the linearized operator’s eigenvalues . . . . . . . . . . . . . . . 172

7.2.1 The eigenvalue problem and its adjoint . . . . . . . . . . . . . . . . . 172

7.2.2 Biorthogonality condition and the definition of the energy norm . . . 174

7.2.3 Quantitative estimate of the eigenvalues’ sensitivity . . . . . . . . . . 175

7.2.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176

7.3 Transient energy growth of infinitesimal initial perturbations . . . . . . . . . 179

7.3.1 The linearized initial value problem . . . . . . . . . . . . . . . . . . . 180

7.3.2 Eigenfunction expansion and discrete formulation . . . . . . . . . . . 181

7.3.3 Quantitative description of the transient energy amplification . . . . . 182

7.3.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 183

7.4 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185

7.A Derivation of the adjoint eigenvalue problem . . . . . . . . . . . . . . . . . . 186

8 SUMMARY AND OUTLOOK . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189

8.1 Thesis summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 189

8.2 Future work . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 192

REFERENCES . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 195

VITA . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 211

9



LIST OF TABLES

1.1 Comparison of selected previous studies on instability of pressure-driven flows in
complaint conduits. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23

2.1 The definition of dimensional parameters used for specifying the system shown
in figure 2.1. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

2.2 Summary of parameters used for simulation. . . . . . . . . . . . . . . . . . . . . 48

3.1 Scales for the variables in the incompressible Navier–Stokes equations (3.1). . . 61

3.2 Scales for the variables in the linear elastodynamics equations (3.2). . . . . . . . 62

4.1 Values of physical parameters used in the experiments of Gervais et al. . . . . . 82

4.2 The comparison of the values of R2 between the present theory and the model in
[12]. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

4.3 Values of the physical parameters used in the experiments of Raj et al. [28]. . . 85

5.1 Functional forms of {Ii}3
i=1 for the plate-like-walled microchannel. . . . . . . . . 105

5.2 Typical values of the dimensional and dimensionless parameters used in equation
(5.45). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 118

5.3 Calculated steady-state responses of the microchannel system under different flow
rate with the parameters specified in table 5.2. . . . . . . . . . . . . . . . . . . . 119

6.1 Dimensional and dimensionless parameters of the 1D FSI model. . . . . . . . . . 132

6.2 Dimensional and dimensionless parameters for the exemplar cases considered. . 133

6.3 Qualitative comparison between the experimental observations of [41] and the
predictions of the proposed global 1D FSI model. . . . . . . . . . . . . . . . . . 134

6.4 Dimensionless eigenvalues, ωG, for the pure decay modes and for the least unstable
modes of the exemplar cases from table 6.2. . . . . . . . . . . . . . . . . . . . . 142

7.1 Dimensionless parameters for the newly introduced cases S1 and S2. . . . . . . . 177

7.2 Components of the total energy of the disturbances for C1, C3, S1 and S2 at a
specific time. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 185

10



LIST OF FIGURES

1.1 Flow instability visualized by a dye stream in clear water in a soft rectangular
microchannel at low Reynolds number. . . . . . . . . . . . . . . . . . . . . . . . 18

2.1 Schematic of the exemplar soft-walled microchannel geometry. . . . . . . . . . . 28

2.2 Typical steady-state shapes and pressure distributions inside the soft-walled mi-
crochannel. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

2.3 More “exotic” steady-state shapes, (a) H0(X), and pressure distributions, (b)
P0(X), inside the soft-walled microchannel. . . . . . . . . . . . . . . . . . . . . . 35

2.4 Scaling of (a) Hmax and (b) ⟨P ⟩ for the case of viscous–bending force balance. . 39

2.5 Scaling of (a) Hmax and (b) ⟨P ⟩ for the case of inertia–bending force balance. . . 40

2.6 Scaling of (a) Hmax and (b) ⟨P ⟩ for the case of viscous–tension force balance. . . 41

2.7 Scaling of (a) Hmax and (b) ⟨P ⟩ for the case of inertia–tension force balance. . . 42

2.8 Convergence test: the computed eigenspectrum using the Chebyshev pseudospec-
tral method with different number of Gauss–Lobatto points. . . . . . . . . . . . 48

2.9 Comparisons of eigenfunctions between the Chebeyshev pseudospectral method
and SciPy’s BVP solver. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49

2.10 The time evolution of the system after perturbing the steady state with eigen-
functions. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 51

2.11 Example eigenspectra of the pure bending case. . . . . . . . . . . . . . . . . . . 53

2.12 Example eigenspectra of bending and tension case. . . . . . . . . . . . . . . . . 54

2.13 Example eigenfunctions of pure bending case. . . . . . . . . . . . . . . . . . . . 55

2.14 Example eigenfunctions of bending and tension case. . . . . . . . . . . . . . . . 56

3.1 Schematic diagram of a compliant rectangular microchannel. . . . . . . . . . . . 60

3.2 Schematic of flow through a deformed microchannel. . . . . . . . . . . . . . . . 60

3.3 Schematic of the top compliant wall deformed by the hydrodynamic pressure of
the flow. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63

4.1 Schematic diagram of the thick-walled compliant microchannel. . . . . . . . . . 69

4.2 Comparisons of displacements at fluid–solid interface with different thickness-to-
width ratios. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75

4.3 An example plot of pressure distribution in the channel and the deformed shape
of the fluid–solid interface. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

4.4 Example plots in flow-rate-controlled and pressure-drop-controlled regimes. . . . 81

11



4.5 Comparison between our theory and the experimental data from [12] for the
pressure drop ∆p as a function of the flow rate q. . . . . . . . . . . . . . . . . . 83

4.6 The maximum vertical displacement of the fluid–solid interface max u0
y as a func-

tion of the flow rate q for the cases in table 4.1. . . . . . . . . . . . . . . . . . . 84

4.7 Comparison between our theory and the experimental data from [28] for the
pressure drop ∆p as a function of the flow rate q. . . . . . . . . . . . . . . . . . 86

4.8 Comparisons of the maximum interface deflection u0
y(0, z) between our theory

and the experimental data from [28]. . . . . . . . . . . . . . . . . . . . . . . . . 87

4.9 The force systems in the cross-section of the elastic solid’s wall for moderate
thickness. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

4.10 The cross-sectional deformation profile δH(X,Z)/P (Z) versusX for a microchan-
nel with δ = 0.1 and d/w = 0.1 under a pressure drop such that ζ = 5. The
solid curve corresponds to equation (4.29). The dashed curve represents the de-
formation of a simply supported beam using equation (4.13)2. For comparison,
the dotted curve is the solution from Shidhore and Christov [33] for a clamped
thick-plate-like wall. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 92

5.1 Thick top wall: Axial pressure distribution P (Z) in a soft hydraulic conduit for
Q = 1 and different λ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101

5.2 Plate-like top wall: Axial pressure distribution P (Z) in a soft hydraulic conduit
for Q = 1 and different λ. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 104

5.3 Reduced Poiseuille number as a function of the flow wise direction, z, for different
values of β. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 110

5.4 The deformed channel height H̄(Z) and the corresponding pressure distribution
P (Z) for different values of the tension parameter θt. . . . . . . . . . . . . . . . 115

5.5 The deformed channel height H̄(Z) and the corresponding pressure distribution
P (Z) for different values of the reduced Reynolds number R̂e. . . . . . . . . . . 116

6.1 Schematic of the configuration of the reduced 2D problem obtained by width-
averaging the interface displacement, with key dimensional labels labeled. . . . . 126

6.2 The steady-state response for the exemplar cases from table 6.2. . . . . . . . . . 135

6.3 Comparison between the numerical solutions of the proposed 1D FSI model and
previously reported analytical results for the exemplar cases of C1 and C3. . . . 137

6.4 Eigenspectra of the exemplar cases from table 6.2. . . . . . . . . . . . . . . . . . 143

6.5 Comparison of the eigenspectra of the case with θI ≪ 1 and θt ≪ 1, the case
with θt ≪ 1 but θI = 0, and the case with θI = 0 and θt = 0. . . . . . . . . . . . 143

6.6 The eigenfunctions of the pure decay eigenmodes of the six exemplar cases from
table 6.2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 144

12



6.7 Eigenfunctions of the least stable modes for the linearly unstable cases. . . . . . 145

6.8 Spatial Fourier transform of the eigenfunctions from figure 6.7. . . . . . . . . . . 147

6.9 Time history of the difference between the instantaneous outlet flow rate and the
steady one and the axially average deformed height. . . . . . . . . . . . . . . . . 149

6.10 Dynamic simulations of case C3, by perturbing the steady state with the eigen-
functions of the most unstable mode from table 6.4. . . . . . . . . . . . . . . . . 151

6.11 Dynamic simulations of case C5, by perturbing the steady state with the eigen-
functions of the most unstable mode from table 6.4. . . . . . . . . . . . . . . . . 152

6.12 Time histories of the outlet flow rate and the inlet pressure for (a) case C3 and
(b) case C6, respectively, with equation (6.20) being the initial condition. . . . . 153

6.13 Evolution of the shape of the fluid–solid interface from the flat initial condition
(6.20). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 154

6.14 Time histories of the vertical velocity of the fluid–solid interface and the corre-
sponding Fourier transform of case C3 at z = 0.9ℓ and z = 0.1ℓ. . . . . . . . . . 157

6.15 Time histories of the vertical velocity of the fluid–solid interface and the corre-
sponding Fourier transform of case C6 at z = 0.9ℓ and z = 0.1ℓ. . . . . . . . . . 157

6.16 Illustration of the displacement field in a thick wall predicted by equation (4.13)
from chapter 4. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 160

6.17 Flow chart of the numerical scheme for the dynamic simulations of the unsteady
1D FSI model. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 165

6.18 Grid independence study for the dynamic FSI simulations. . . . . . . . . . . . . 167

6.19 Time histories of (a) inlet pressure P (0, T ), (b) outlet flow rate Q(1, T ), the
vertical velocity ˙̄UY of the fluid–solid interface at (c) Z = 0.1 and (d) Z = 0.9. . 168

7.1 Eigenvalues of the original eigenvalue problem and its adjoint for case C3. . . . 177

7.2 Eigenfunctions of the most unstable mode of the original eigenvalue problem and
the corresponding adjoint eigenfunctions for case C3. . . . . . . . . . . . . . . . 178

7.3 Eigenvalue sensitivity defined by equation (7.12) for cases (a) C1 and (b) C3. . . 179

7.4 Eigenvalue sensitivity defined by equation (7.12) for cases (a) S1 and (b) S2. . . 180

7.5 The maximum transient energy amplification of infinitesimal initial disturbances
G(T ) of cases (a) C1 and (b) C3. . . . . . . . . . . . . . . . . . . . . . . . . . . 183

7.6 The maximum energy amplification of infinitesimal initial disturbances G(T ) of
cases (a) S1 and (b) S2. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 184

13



ABSTRACT

Fluids conveyed in deformable conduits are often encountered in microfluidic applications,

which makes fluid–structure interactions (FSIs) an unavoidable phenomenon. In particular,

experiments reported the existence of FSI instabilities in compliant microchannels at low

Reynolds numbers, Re, well below the established values for rigid conduits. This observa-

tion has significant implications for new strategies for mixing at the microscale, which might

harness FSI instabilities in the absence of turbulence. In this thesis, we conduct research

on the modeling and stability of microscale FSIs. Understanding the steady response, the

dynamics and the stability of these FSIs are the three major objectives. This thesis begins

with the analysis of the steady-state scalings and the linear stability of a previously derived

mathematical model, through which we emphasize the power of reduced modeling in making

the FSI problems tractable. Next, we turn to a more realistic problem regarding FSIs in a

common configuration of low-Re flows through long, shallow rectangular three-dimensional

microchannels. Through a scaling analysis, which takes advantage of the geometric separa-

tion of scales, we find that the flow can be simplified under the lubrication approximation,

while the wall deforms like a variable-stiffness Winkler foundation at the leading order. Cou-

pling these dominant effects, we obtain a new fitting-parameter-free flow rate–pressure drop

relation for a thick-walled microchannel, which rationalizes previous experiments. Then, we

derive a one-dimensional (1D) steady model, at both vanishing and finite Re, by coupling

the reduced flow and deformation models. To satisfy the displacement constraints along the

channel edges, weak tension is introduced to regularize the underlying Winkler-foundation-

like mechanism. This model is then made dynamic by introducing flow unsteadiness and the

elastic wall’s inertia. We conduct a global stability analysis of this system by perturbing the

non-flat steady state with infinitesimal perturbations. We identify the existence of globally

unstable modes, typically in the weakly inertial flow regime, whose features are consistent

with experimental observations. The unstable eigenmodes oscillate at frequencies close to

the natural frequency of the wall, suggesting that the instabilities are resonance phenom-

ena. We also capture the transient energy amplification of perturbations through a linear

non-normality analysis of the proposed reduced 1D FSI model.
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1. INTRODUCTION

1.1 Literature survey on microscale fluid–structure interactions

Microfluidic devices have enabled the miniaturization of processes that involve the flow

and manipulation of small volumes of fluids, down to the nanoliter [1]. In recent years,

polymer-based materials have become popular for the fabrication of microfluidic devices be-

cause they promise cheaper and faster production cycles [2]. A widely-used material for

microfabrication is the elastomer poly(dimethylsiloxane) (PDMS) [3]–[5]. The development

of PDMS-based microfluidic devices is intimately related to the emergence of the cutting-edge

technology known as lab-on-a-chip [6], [7]. Also, as PDMS is bio-compatible, microchannels

made from PDMS have found many applications [8], such as platforms for organ-on-a-chip

models [9] and various biological studies (e.g., assays and combinatorial screening) [10].

PDMS, also known commercially as SYLGARD™ 184, typically has a low tensile modulus

[11], and PDMS-based micro-conduits are prone to deformation (“bulging”) under applied

forces [12], [13]. Although early studies considered deformation to be a drawback, because

it may restrict the structural viability of a device [14], [15], the compliance of PDMS mi-

crochannels has been exploited to design microfluidic devices with specific functions, such

as pressure-actuated valves [16], passive fuses [17], pressure sensors [18], [19], strain sensors

[20], impedance-based flow meters with improved sensitivity [21], micro-rheometers with

increased sensitivity [22], and passive technique for profiling microchannels’ shape [23].

The soft nature of microfluidic devices made from PDMS or similar materials requires the

consideration of fluid–structure interactions (FSIs), even at the low Reynolds numbers en-

countered at these scales [24]. Given the broad range of applications of these microsystems,

understanding the interplay between fluid and solid mechanics is important and necessary

[25]. Conceptually speaking, the soft wall of the microchannel will deform due to the hy-

drodynamic pressure within the conduit, and this deformation will, in turn, modify the flow

velocity and pressure gradient by changing the cross-sectional area of the conduit. This

two-way coupling between the internal low-Reynolds-number flow and the soft boundary

deformation/motion has led to new observations, which are not possible in rigid conduits,

regarding both the steady and dynamic responses of the coupled system.
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1.1.1 The steady response: nonlinear flow rate–pressure drop relation

On prominent feature of flow in deformable conduits is that the pressure drop required

to maintain a steady flow varies nonlinearly with the volumetric flow rate, unlike the classic

Hagen–Poiseuille law. Due to FSIs, the cross-sections of the soft conduit at different flowwise

positions usually deform to a different extent, modifying the local velocity field and pressure

gradient, and consequently, introducing a nonlinear coupling between the flow rate and

the pressure drop. Quantifying this nonlinear flow rate–pressure drop relation, which is

important for guiding the design of microfluidic devices, remains a challenging task.

Gervais et al. [12] were the first to put forward a model for the experimentally observed

nonlinear flow rate–pressure drop relation in compliant micro-conduits. In their model, the

strain in the elastic solid is taken to be linearly proportional to the hydrodynamic pressure,

with the proportionality constant to be determined via calibration with experiments. In

this way, they were able to quantify the flow rate–pressure drop relation in the inertialess

flow regime and show that this relation deviates from the linear proportionality predicted

by Poiseuille’s law. Although the model in [12] was initially developed for microchannels

with walls behaving like a semi-infinite elastic medium, the model has actually (with varying

degrees of success) been also applied to FSIs in microchannels with elastic walls of various

thicknesses [26]–[28].

The fitting parameter in the model from [12] is inconvenient in applications because it

has to be recalibrated for each microchannel’s geometric and material properties. This model

also neglects many fluid–solid coupling details because a solution of the elasticity problem

has not been obtained from its governing equations. It has been previously observed that

the fitting parameter has to be related to the top wall thickness [26]. Seker et al. [29] argued

that half-space-like thick walls and plate-like thin walls should be treated differently, and

they used an empirical formula to determine the fitting parameter in these two regimes.

Tremendous efforts have been made to resolve the fitting parameter by constructing

appropriate theories for the steady FSIs, one key step of which is to build a pressure–

deformation relation that suits the specific configuration of the microconduit [30]. Christov

et al. [31] used perturbation methods to derive such a relation between the flow pressure and
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the deformation of a microchannel with a clamped top wall modeled as bending-dominated

thin plate. Then, they successfully obtained a fitting-parameter-free flow rate–pressure drop

relation by coupling the Stokes flow in the channel to the wall deformation. This result

was also confirmed by Boyko et al. [32], at the leading order, using the so-called reciprocal

theorems for Stokes flow and linear elasticity. The results in [31] were then extended by

Shidhore and Christov [33] to account for the deformation of microchannels whose top wall

behaves like a thick plate. Also, Anand et al. [34] discussed different deformation regimes

in a similar microchannel configuration when the plate-like top wall was pre-stressed, while

Boyko et al. [35] further considered nonlinear tension effects for a membrane-like wall. The

steady flow rate–pressure drop relation in deformable channels conveying non-Newtonian

fluids with shear-dependent viscosity [36], as well as viscoelastic response [37], have also

been derived, based on the approaches from [31], [33]. Apart from the steady FSIs in

rectangular microchannels, the nonlinear flow rate–pressure drop relation is also derived

for several configurations of microtubes, considering the flow of both Newtonian and non-

Newtonian fluids (with shear-dependent viscosity) [38], [39]. This line of research has shown

that fitting parameters are not necessary to quantify microscale FSIs, and they can be

avoided entirely by seeking a solution to the associated elasticity problem.

However, the predictive theories constructed in previous studies are focused on thin

structures in rectangular microchannels. For a microchannel embedded in a thick soft ma-

terial with a configuration as [12], as the solution for the wall deformation was lacking, no

successful fitting-parameter-free models was put forward to account for the nonlinear flow

rate–pressure drop relation in this configuration. Also, all of the discussions mentioned above

consider inertialess flow only. As current PDMS-based microchannel technologies can actu-

ally access the inertial regime of Re ≃ 102 [40], a theory of the steady microchannel FSI at

finite Reynolds number remains an open question.

1.1.2 The dynamic response: instabilities at low Reynolds number

Even a Reynolds number up to Re ≃ 102 is low compared to the well-documented flow-

instability Re for flow in rigid conduits. However, such low-Re flows in compliant micro-
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Figure 1.1. Dye breakup induced by flow instability visualized by a dye
stream in clear water in a soft rectangular microchannel at low Reynolds num-
ber, reproduced from [41] © 2013 Cambridge University Press with permission.

conduits, surprisingly, have been observed to go unstable. A dye stream experiment by

Verma and Kumaran [41] in a rectangular microchannel with a soft bottom wall, shown in

figure 1.1, demonstrated that the stream begins to oscillates at Re ≈ 178 and can break up

at Re ≈ 200. It was argued that the instabilities observed are induced by FSIs. Importantly,

the resulting unstable flows increased the mixing efficiency by several orders of magnitude,

compared to a stable steady flow. The observation has important implications for new

strategies of harnessing FSI-induced instabilities to enhance mixing at the microscale, which

is notoriously challenging [42], [43].

Further experimental studies bolster the hypothesis that FSIs lead to an instability of

internal flows in compliant conduits at low Re. For example, it has been shown that Couette

flows can be destabilized by soft boundaries at sufficiently low Re, even when fluid inertia is

negligible [44], [45]. Interestingly, experiments by Shrivastava et al. [46] showed that the FSI-

induced instability, in flows at Re ≈ 0.1 to 60, could enhance mass transfer in a Couette flow

by up to 25%. As for pressure-driven flows confined by soft boundaries, the earliest evidence

of FSI-induced instability was provided by Krindel and Silberberg [47]. In a dye-stream

visualization experiment, they observed that the lowest transition Re for water in a gel-

walled tube was only 570, a strikingly low value in comparison to Re ≈ 2000 for transition in

a rigid tube, which is also valid at the microscale [48], [49]. Later experiments also showed

unstable flows could be obtained for Re < 1000 in tubes with walls made from PDMS

[50], [51]. Moreover, the transition Re is observed to be lower for more compliant tube walls.
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Similar situations exist in channel flows. Apart from the experiment by Verma and Kumaran

[41], Kumaran and Bandaru [52] also demonstrated that unstable flows can be triggered in

a rectangular microchannel if one of the channel’s walls is made sufficiently compliant. By

taking advantage of this flow instability, almost complete mixing was achieved at Re < 300

between clear and dyed water. The terms “ultrafast mixing” and “soft-wall turbulence”

have thus been coined to refer to such phenomena. However, it should be clarified that FSI-

induced unstable flows are fundamentally different from the usual wall-bounded turbulent

flows at high Re [53], [54].

Unlike shear flows, the initiation of instability by FSIs in pressure-driven flows in compli-

ant conduits remains poorly understood. Early studies considered the classical unidirectional

flows in rigid conduits (e.g., Poiseuille or Hagen–Poiseuille flows) as the base state and derived

Orr–Sommerfeld-type equations by perturbing the fluid–solid interface with infinitesimal dis-

turbances. For example, Kumaran [55] analyzed the stability of a Newtonian fluid flow in a

tube with walls made from a linearly viscoelastic material and predicted instabilities in the

regime in which both fluid and solid inertia are negligible. The latter work was then extended

by Gaurav and Shankar [56] by considering the tube wall as a neo-Hookean solid. However,

one drawback of these analyses is that the effect of FSIs on the base state itself is not taken

into account. As discussed in section 1.1.1, even at steady state, a compliant channel wall

will deform due to the hydrodynamic pressure within, and this deformation will, in turn,

influence the velocity and pressure fields in the flow [12], [30]. Since the pressure decreases

along the flow-wise direction in a pressure-driven flow, the deformation is not uniform, with

larger deformation near the inlet and smaller deformation near the outlet, typically. This

non-flat shape of the deformed channel was indeed observed in the experiments by Verma and

Kumaran [41]. Importantly, the coupling between the flow and the solid deformation gives

rise to a non-constant pressure gradient in the streamwise direction, leading to a nonlinear

relationship between the flow rate and the total pressure drop [12], [29], [31].

Subsequent studies sought to improve the linear stability analyses by incorporating the

effect of nonuniform deformation of the conduit wall. The deformed shape of the channel

was imaged experimentally and then reconstructed for use in computational fluid dynamics

(CFD) simulations. By assuming steady flow, the simulated velocity profile and the pressure
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distribution were taken as the base state and “imported” into the linear stability analysis

[41], [57]. Nevertheless, the stability analysis was still of Orr–Sommerfeld type, requiring

the assumption that the variation of the channel deformation along the streamwise direction

is so slow that the flow is nearly parallel. Therefore, this analysis is only applicable locally,

and long-wave perturbations cannot be applied. Notably, the local unstable modes were

predicted at Re ≃ 100 or below, both in channels [41], [58] and in tubes [57]. However, it

is difficult to reach a unified understanding from the current state of the literature because

a different explanation for the onset of the instabilities has been put forth for each of these

various situations. For instance, replacing the linearly elastic model for the solid with a

neo-Hookean model can change the linear stability of the flow in a compliant tube [56]. The

different formulations of the linear stability analysis can also lead to completely different

conclusions [59]. The most recent advances and perspectives following this line of research

(which, in this thesis, we term as the “Kumaran family” of works) are thoroughly reviewed

by Kumaran [60].

1.1.3 Reduced models for fluid–structure interactions

Understanding the FSI induced instabilities at low Re requires a methodology for quanti-

fying the dynamics of FSIs, which is even more challenging than studying the steady FSIs. To

reduce the mathematical complexity, reduced models are often derived. For example, using

the same scaling approach as in [12], Dendukuri et al. [61], [62] proposed a one-dimensional

(1D) model for studying unsteady stop-flow lithography in a thick-walled microfluidic device.

Mukherjee et al. [63], following Skotheim and Mahadevan [64], [65] in their modeling, then

considered actuation of the soft wall via electroosmotic flow. Notably, these studies started

right away with two-dimensional (2D) configurations, and the solid inertia was not included.

Moreover, the flow considered therein was creeping flow, with Reynolds number Re ≪ 1,

so that the final models could be reduced to a single (albeit nonlinear) partial differential

equation (PDE) for the deformed channel height. Although Mart́ınez-Calvo et al. [66] were

able to extend the unsteady models, following [31] in their modeling, to capture the unsteady

relaxation of 3D microchannels, the earlier approaches are generally not suitable for exten-
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sions to flows through 3D microchannels at low but finite Reynolds number, when instability

occurs.

Reduced-order formulations (2D, or even 1D) have also been used to study the instabili-

ties in the coupled flow–compliant wall problems, but typically in the high-Reynolds-number

regime [67]–[69]. Specifically, there is a line of research, on the so-called collapsible tubes

(such as arteries or other large blood vessels [70], [71]), also concerned with FSI-induced

instabilities [72]–[74]. Over the past thirty years, tremendous efforts have been focused on

understanding the various patterns of self-excited oscillations observed in collapsible tubes

[71], [72], [75], [76]. Further, beyond theory and reduced models, CFD studies have pro-

vided accurate quantitative descriptions of the dynamics of collapsible tubes [73], [74], [77]–

[80]. Nevertheless, reduced theoretical models are more flexible for exploring the (poten-

tially large) parameter space of such systems. The relative simplicity of reduced models can

also aid the mathematical analysis and thus promote the understanding of the instability

mechanisms. Several reduced models have been put forward to give insights into the self-

sustained oscillations in collapsible tubes. Although the early one-dimensional (1D) models

[81] incorporated ad hoc assumptions, such as an empirical tube law for deformations and

an energy loss term for flow separation, these models surprisingly provided good qualitative

agreement with experimental observations [82] and predicted the expected complex oscil-

lations [83], [84]. Later models used different strategies. For example, Pihler-Puzović and

Pedley [85] constructed a 1D model based on the so-called interactive boundary layer theory

and predicted oscillations induced by wall inertia. Stewart et al. [86] invoked the long-wave

approximation and built another 1D model to study the global and local instabilities in

collapsible tubes. This model was then used extensively to investigate the effect of the pre-

tension of the soft wall [87], of the length of the downstream rigid segment [88], [89], and

the model was also applied to understand retinal venous pulsation [90].

However, the reduced models derived for the collapsible tubes cannot be used for FSIs

at the microscale. Even though it is reported that Re ≃ 102, instead of considering viscous

flows as the Kumaran family of studies, the research on the collapsible tubes focuses on

inertial flows at high Re. As we will show in chapter 3, in a slender conduit, the “reduced”

R̂e = ϵRe, is more suitable for quantifying the inertial effects in the flow. Here, ϵ is the

21



aspect ratio of the conduit (radius to length for a tube, or height to length for a channel).

Since collapsible tubes have much larger ϵ than microchannels, R̂e ≫ 1 is typical, unlike R̂e

up to O(1) for flows in the Kumaran family.

Besides the regime of R̂e, the research on collapsible tubes is different from the microflows

in soft conduits because collapsible tubes usually have an undeformed radius on the order of

centimeters, thus they are not conveying flows at the microscale. Furthermore, many studies

on collapsible tubes use the setup of the so-called Starling resistor [81], which is a device

with an elastic thin-walled tube mounted between two rigid segments, placed in a pressurized

chamber. Since the external pressure is larger than the internal pressure in the tube, the

elastic tube undergoes large deformations, even buckling [81]. However, it is common in

compliant microchannel/microtube experiments that the soft conduit is connected to a rigid

segment upstream for the flow to be fully developed, while the downstream is open to air [41],

[50]. Instead of collapse, the conduit will bulge with a mild increase of the cross-sectional

area due to the internal hydrodynamic pressure of the flow. The thickness of the soft wall can

be varied, though the standard approaches [3], [5] based on soft lithography often produce

thick walls [12], [28].

Despite the above-mentioned differences, the methods used for analyzing FSIs in col-

lapsible tubes might be useful for understanding the FSI-induced instabilities in compliant

microchannels. As shown in table 1.1, the novelty of the work regarding the observed low-Re

instabilities in this thesis comes from two aspects. First, we construct a new reduced model

for microscale FSIs at low Re. Second, we explain the FSI instabilities at low Re by inves-

tigating the global stability of the non-uniform steady state, which complements the local

stability analysis in the Kumaran family of studies.

Beyond the linear global stability analysis (eigenvalue analysis) which concerns the evo-

lution of infinitesimal perturbations around the base state in the long term (t → ∞), we

will also analyze the linear non-normality of the linearization around the base state to study

the transient behaviors of the perturbations. The linear non-normality theory has been ap-

plied to explain the transient amplification of disturbances in shear flows [92]–[94], thin films

[95], [96], as well as other fields such as meteorology [97], [98]. We refer to [99] for detailed

discussions. As suggested by Thepfilis [100], the non-normal analysis “should complement
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Table 1.1. Comparison of selected previous studies on instability of pressure-
driven flows in complaint conduits. In the last column, ‘OS’ stands for Orr–
Sommerfeld-type stability analysis; ‘RM’ stands for reduced modeling; ‘Num.’
specifically stands for 2D two-way coupled FSI simulations; ‘Asym.’ stands
for asymptotic analysis; and ‘MLEE’ stands for matched local eigenfunction
expansion method.

Flat base? R̂e Instability type Method
Kumaran family
Kumaran [55] Yes O(1) Local OS
Gkanis and Kumar [58] No O(1) Local OS
Gaurav and Shankar [56] Yes O(1) Local OS
Verma and Kumaran [41] No O(1) Local OS
Verma and Kumaran [57] No O(1) Local OS

Collapsible tubes
Jensen [83], [84] No ≫ 1 Global RM
Luo and Pedley [73], [74] No ≫ 1 Global Num.
Jensen and Heil [91] No ≫ 1 Global Asym. & Num.
Luo et al. [77] No ≫ 1 Global Num.
Stewart et al. [86] Yes ≫ 1 Global & Local RM
Stewart et al. [87] Yes ≫ 1 Global & Local OS & MLEE
Heil and Boyle [78] Yes ≫ 1 Global Num.
Liu et al. [79] No ≫ 1 Global Num.
Xu et al. [88], [89] Yes ≫ 1 Global RM
Pihler-Puzović and Pedley [85] No ≫ 1 Global RM
Wang et al. [80] No ≫ 1 Global Num.

This thesis, chapter 6 No O(1) Global RM

solutions of the [eigenvalue analysis],” which is useful especially in the case when “the latter

disagrees with the physical reality.”

1.2 Knowledge gap and organization of the thesis

The knowledge gaps identified by the literature survey in section 1.1, which will be

addressed in different chapters of this thesis, are as follows:

• The dynamics and stability of FSIs at high Reynolds number have been typically

analyzed by reduced models, in which it is explicitly assumed that fluid flow is 2D and
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the solid mechanics is 1D [72]. In principle, the same methodology can be applied to

FSIs at the microscale, in the low-Reynolds-number regime. We adopt this point of

view and discuss a 1D FSI model of viscous flow in a channel with a deformable in

chapter 2, with emphasis on the steady scalings of pressure and deformation, as well as

a linear stability analysis of the non-flat deformed channel shape. These two features,

viscous flow at low Reynolds number and stability of the system with a non-flat base

state, had not been analyzed previously in the literature.

• The reduced model introduced in chapter 2 was derived based on the explicit assump-

tion of a 2D flow configuration. However, 3D configurations of flows through long,

shallow complaint rectangular microchannels are more realistic [12]; indeed, channels

in experiments have sidewalls a finite distance apart. Previous studies on this 3D FSI

problem were focused on the inertialess flow regime and the microchannels often had

plate-like thin walls [31], [33]. This thesis seeks to address the questions that arise from

relaxing these previous assumptions. Specifically, what dominant mechanisms can we

identify, even at low but finite Reynolds number, by taking advantage of the channel

being slender and shallow? If we expand the thickness range of the compliant wall,

without requiring it to be thin, but still keeping its slenderness, what are the dominant

effects for the wall deformation? We answer these questions in chapter 3.

• As a specific example illustrating the dominant mechanisms discussed in chapter 3,

slender and shallow rectangular microchannels with three walls surrounded by a thick

elastic material are the common result of the soft lithography micromanufacturing

technique [5]. However, a parameter-free theory accounting for the steady pressure

and deformation characteristics (due to FSI) in this configuration was missing. Thus,

a knowledge gap can be identified regarding this scenario: How does a soft, three-

dimensional thick wall respond to the imposed load from the hydrodynamic pressure due

to flow underneath it, at steady state? What is the corresponding flow rate–pressure

drop relationship? If a parameter-free flow rare–pressure drop relation can be derived

from the basic equations, how does it compare to previously reported experimental mea-
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surements [12], [28] in microchannels with thick walls? We answer these questions in

chapter 4.

• In previous studies [12], [31], [33], [101], the steady-state flow rate–pressure drop rela-

tion in the inertialess flow regime was derived, either by considering the full solution of

the interface displacement at the leading order, or by introducing the width-averaged

interface displacement as an “effective” displacement to simplify the expression for the

pressure–deformation relation. Naturally, a knowledge gap thus exists, leaving unan-

swered the following questions: How do the flow rate–pressure drop relations resulting

from the “full solution” or the “effective” width-averaged relation compare with each

other? If flow inertia is not negligible, then how does the flow rate relate to the pres-

sure drop at steady state in the regime of the Reynolds number being low but nonzero?

We answer these questions in chapter 5 by deriving a reduced model for the FSI prob-

lem at steady state, capturing the various physical effects of interest.

• Although flow instabilities due to FSI have been observed experimentally in slender

and shallow microchannels [41], no comprehensive global theory has been established

to delineate the various physical effects present in such a multiphysics system. To

understand the mechanisms that lead to the instability at low Reynolds number (such

as flow inertia, wall inertia, wall elasticity, pressure gradients, wall tension, and so on),

a knowledge gap must be filled pertaining to the unsteady dynamics of this microscale

FSI problem. From the theoretical point of view, reduced modeling is a powerful tool

that can be used to disentangle the various effects involved. Now, we would like to

ask: How can we extend the steady-state reduced model from chapter 5 to capture the

flow’s unsteadiness and the solid’s inertia? How do the steady and dynamic responses

of the resulting reduced model compare with experimental observations? What new

perspectives based on global stability analysis can we provide, via our the proposed

reduced model, for the observed instabilities? We answer these questions in chapter 6.

• If the base state of a nonlinear system is perturbed by an infinitesimal disturbance,

the long-term behavior of the perturbation can usually be determined by the linear
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stability analysis (i.e., an eigenvalue, or “modal,” analysis). The short-time evolution

of disturbances, on the other hand, relates to the non-normality of the linearization

about the base state. Since the linear evolution equations derived in chapter 6 are not

normal, in part due to the novel non-flat base state introducing spatially-dependent

coefficients into the evolution operator , we need to analyze the linear problem’s non-

normality to complement the eigenvalue analyses presented in chapter 6. Specifically,

since the eigenspectrum of a non-normal problem can be sensitive to perturbations of

the linearized operator, we must address the following open questions regarding our

stability analysis: how sensitive are the eigenvalues of the linearized system derived

from the reduced model for unsteady microchannel FSIs? Will initially infinitesimal

disturbances experience transient energy amplification, if so under what conditions?

Do the system parameters affect the non-normality of the linearized operator and/or

the transient energy growth of disturbances? We answer these questions in chapter 7.
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2. STEADY-STATE SCALINGS AND LINEAR STABILITY OF

A MODEL OF TWO-DIMENSIONAL FLOW THROUGH A

THIN-WALLED SOFT MICROCHANNEL

SUMMARY

We analyze the steady state and the linear stability of a one-dimensional (1D) fluid–structure

interaction (FSI) model. The model targets microchannels with beam-like top walls. At

steady state, an order-of-magnitude analysis (balancing argument) shows that the axially

averaged pressure in the flow, ⟨P ⟩, exhibits two different scaling regimes, while the maximum

deformation of the top wall of the channel, Hmax, can fall into four different regimes. These

regimes are physically explained as resulting from the competition between the inertial and

viscous forces in the fluid flow as well as the bending resistance and tension in the elastic

wall. All of the found scalings are validated by steady-state numerical simulations within a

large range of parameters. To address the linear stability analysis with respect to the non-flat

steady state, we conduct a modal analysis and the resulting generalized eigenvalue problem

is solved by the Chebyshev pseudospectral method with modified Lagrange bases. Many

highly oscillatory but stable modes are found, which highlights the computational challenge

of simulating unsteady FSIs.

The material in this chapter was published as [T.C. Inamdar, X. Wang, I.C. Christov,

“Unsteady fluid-structure interactions in a soft-walled microchannel: A one-dimensional

lubrication model for finite Reynolds number,” Phys. Rev. Fluids, vol. 5, art. 064101, 2020]

[102] © 2020 American Physical Society. Reprinted with permission. T.C.I. and I.C.C.

derived the mathematical model and the formulation of the linear stability problem. T.C.I.

wrote the Python scripts for the steady-state and the dynamic simulations of the model.

Both T.C.I. and I.C.C. wrote the first draft of the manuscript. X.W. and I.C.C. updated

the manuscript by rewriting the sections about the steady-state scaling analysis and the

linear stability analysis. X.W. wrote the Python scripts and performed all the case studies

in these two sections. Only this material is included in this chapter. X.W. and I.C.C. jointly

discussed the results, drafted referee replies, and revised the manuscript for publication.
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Figure 2.1. Schematic of the exemplar soft-walled microchannel geometry.

2.1 Problem statement and model equations

We start from a two-dimensional (2D) configuration in figure 2.1, which concerns 2D flows

within a topologically rectangular fluid channel whose top wall is made from a soft, compliant

solid. The length of the channel (in the flowwise direction) is ℓ, while h0f and h0s denote

the undeformed heights (in the direction perpendicular to the flow) of the fluid channel and

solid wall, respectively. The positive x-direction is taken as the flowwise direction, i.e., the

fluid flows from left to right in figure 2.1. Meanwhile, the solid wall can deform in the

perpendicular y-direction. The solid displacement is assumed to vary only with x, while the

fluid flow is two-dimensional (2D) having both x and y velocity components each of which

might depend on both x and y. The other key parameters for specifying system are listed in

table 2.1. Note hats over quantities denote they are the 2D versions (e.g., per unit width)

of the otherwise 3D quantities.

Next, we will introduce a 1D reduced model derived in [102]. Particularly, we will illus-

trate how enlightening the 1D FSI system can be by investigating its steady and unsteady

responses.

Here we only provide a summary of the model while the detailed derivations are available

in [102]. By assuming ϵ = h0f/ℓ ≪ 1, the lubrication approximation applies and suggests

that the flow pressure, p, does not vary with y at the leading order in ϵ. Furthermore, it can be

shown that the shear stresses, τyx, is negligible compared with p. Then, p is the only external

load exerted on the top wall. The top wall is modeled as an Euler–Bounoulli beam with a

nonlinear tension derived on the basis of von Kármán strains [103]. The nonlinear tension
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Table 2.1. The definition of dimensional parameters used for specifying the
system shown in figure 2.1.

Variable Name SI Unit
ℓ channel’s length m
h0s solid’s thickness m
E solid’s Young’s modulus Pa
ϱ̂s solid’s mass per unit area kg/m2

ν fluid’s kinematic viscosity m2/s
ϱf fluid’s density kg/m3

q̂0 inlet area flow rate m2/s
h0f channel height m

is non-uniform in x, which is a consequence of non-negligible rotations of the transverse

normals due to the assumed large deformations. Next, assume the axial velocity, vx, has

a parabolic velocity profile by invoking the von Kármán–Polhausen approximation [104,

p. 541], to introduce the flow rate, q̂, into the formulation. The leading-order terms in

2D Navier–Stokes equations are then integrated along y with respect to the deformed fluid

domain to get 1D equations. Finally, the dimensionless governing equations for the 1D model

are written as

∂Q

∂X
+ St

∂H

∂T
= 0, (2.1a)

ReSt∂Q
∂T

+Re6
5
∂

∂X

(
Q2

H

)
= −H ∂P

∂X
− 12Q

H2 , (2.1b)

∂2UY

∂T 2 + ∂4UY

∂X4 − α

(
∂UY

∂X

)2
∂2UY

∂X2 = P, (2.1c)

H = 1 + βUY . (2.1d)

The independent variables in equation (2.1) are X and T while Q, H, UY , and P denote

the dimensionless flow rate, deformed channel height, displacement of the top wall and flow

pressure respectively.
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The key dimensionless groups in equation (2.1) are defined as

ϵ = h0f

ℓ
, Re = ϵq̂0

ν
, St = ϵ

√√√√ EÎ

ϱ̂sq̂2
0
, Σ = ϵ6EÎ

ϱfν2h0f

, α = 18β2
(
h0f

h0s

)2

, β = Re
Σ .

(2.2)

We highlight Re, St and Σ here. First, Re ≡ ϵRe∗ quantifies the balance between inertial

and viscous forces, which is introduced as the “reduced” Reynolds number, with the regular

Reynolds number, Re∗ ≡ q̂0/ν defined based on the inlet flow rate. Second, the Strouhal

number (see, e.g., [104, p. 351]), St, is the ratio of a characteristic fluid time scale (τf ∼

ℓh0f/q̂0) to a characteristic solid time scale (τs ∼
√
ϱ̂sℓ4/EÎ). In the following discussions, we

are interested in the regime where Re and St are O(1). Lastly, Σ is the reduced dimensionless

bending rigidity Σ ≡ ϵ6Σ∗, where Σ∗ ≡ EÎ/(ϱfν
2h0f ). Notably, β is not an independent

variable but depends on the ratio of Re and Σ. Since Re and β represent the contributions

to FSI from the fluid’s and solid’s side, respectively, β is thus termed FSI parameter, which

is useful in gauging the “strength” of FSI in the system.

To fully specify the problem, we need initial and boundary conditions. The initial con-

ditions are those of uniform flow under an undeformed wall:

Q|T =0 = 1, UY |T =0 = 0 ⇔ H|T =0 = 1. (2.3)

The boundary conditions on the solid mechanics problem are those of clamping at X = 0

and X = 1, written as

UY |X=0 = ∂UY

∂X

∣∣∣∣∣
X=0

= 0, UY |X=1 = ∂UY

∂X

∣∣∣∣∣
X=1

= 0. (2.4)

The boundary conditions on the fluid mechanics problem are the imposed inlet flow rate and

the outlet pressure set to gauge:

Q|X=0 = 1, P |X=1 = 0. (2.5)
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2.2 Steady-state shape of the top wall of the inflated microchannel

In this section, we discuss the microchannel’s steady-state characteristics. In the limit of

St → 0, equation (2.1a) simply states thatQ is independent ofX: ∂Q/∂X = 0. The flow rate

is, thus, simply given by the boundary condition imposed: Q(X,T ) ≡ 1 ∀X ∈ [0, 1], T ≥ 0.

Subsequently, equation (2.1c) can be reconstituted as a PDE for H using equation (2.1d).

After taking an X derivative of the resulting PDE and dropping the remaining unsteady

terms, we obtain a fifth-order PDE:

∂5H

∂X5 − α

β2
∂

∂X

(∂H
∂X

)2
∂2H

∂X2

 = β
∂P

∂X
. (2.6)

Observe that, due to pressure loading of the soft wall, H ≡ 1 is not a steady state, unless

β = 0. This feature of the microchannel problems makes it distinct from the collapse vessel

problems studied in the literature [86], [88], [105]. Next, equation (2.1b) can be used to solve

for ∂P/∂X, the expression for which can then be substituted into equation (2.6):

∂5H

∂X5 − 18
(
h0f

h0s

)2
∂

∂X

(∂H
∂X

)2
∂2H

∂X2

 = Re
Σ

(
Re6

5
1
H3

∂H

∂X
− 12
H3

)
. (2.7)

Here, we have made use of the relations α/β2 ≡ 18(h0f/h0s)2 and β ≡ Re/Σ from equa-

tion (2.2), to make the parametric dependencies in equation (2.7) more explicit.

This final fifth-order nonlinear PDE (2.7) for H can be compared to Stewart et al. [86,

equation (2.12a)], which was derived in the high-Re context. In the model in [86], stretch-

ing is the dominant solid mechanics response and bending is neglected by assuming small

deformations. Thus, [86, equation (2.12a)] differs from equation (2.7) in two principal ways:

(i) Re only modifies the fluid inertia term in equation (2.7), while it modifies both the fluid

inertia and the nonlinear stretching terms in [86, equation (2.12a)]; (ii) the higher-order

bending term on the left-hand side of equation (2.7) is not present in [86, equation (2.12a)]

and, likewise, the nonlinear stretching term on the left-hand side of equation (2.7) is to

be contrasted with the linearized tension term in [86, equation (2.12a)]. Consequently, we

expect that the steady states governed by equation (2.7), and their linear stability, to differ
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significantly from those studied in the literature, paving the way to potentially rich new

dynamic behaviors in the present viscous FSI model.

To compute the steady state channel shape, denoted H0(X), we re-interpret equation

(2.7) as a two-point boundary-value problem, which can be solved numerically using SciPy’s

solve bvp [106]. Specifically, equation (2.7) is subject to

H0(X = 0) = 1, ∂H0

∂X

∣∣∣∣∣
X=0

= 0, H0(X = 1) = 1, ∂H0

∂X

∣∣∣∣∣
X=1

= 0, ∂4H0

∂X4

∣∣∣∣∣
X=1

= 0,

(2.8)

where the first four boundary conditions are simply the clamped conditions [see equa-

tion (2.4)], while the last one is the outlet pressure condition [see equation (2.5)] rewritten

in terms of the steady-state channel height via equation (2.1c).

2.2.1 Example plots of steady-state shapes

Next, we show example plots of the steady-state shape, H0(X), and the corresponding

pressure distribution, P0(X), along the microchannel. For these examples, we take Σ =

9 × 10−4, fix the height ratio at h0f/h0s = 1, and vary Re. Both α ̸= 0 and α = 0 are

considered. The solid curves represent the results with nonlinear tension included, while the

dashed curves represent results without tension (α = 0, i.e., pure bending).

First, in figure 2.2, we consider Re = 0.5. The remaining dimensionless parameters are

β = 5.56 × 102 and α = 5.56 × 106 for the case with tension. Whether tension is included or

not, P0 is a nonlinear function of X due to FSI, as can be seen in panel (b). However, note

that for α ̸= 0, the microchannel displays much smaller deformation for a larger pressure

drop, P0(0) − P0(1). The reason for this observation is that tension in the beam restricts

the deflection of the top wall, resulting in larger flow velocity at fixed flow rate (Q = 1)

and, thus, causes larger pressure losses due to viscosity. Furthermore, P0 is a decreasing

function of X, because the inertial effects of the flow are negligible in this case (Re is small),

thus viscous effects dominate and dP0/dX ∼ −12/H0(X)3 < 0, consistent with lubrication

theory.
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Figure 2.2. Typical steady-state shapes and pressure distributions inside the
soft-walled microchannel. (a) Steady-state deflection, H0, as a function of the
flowwise position X. (b) Steady-state pressure distribution, P0, as a function
of the flowwise position X.

Next, we show a more “exotic” case at higher Re. The parameters for the case with

tension are chosen as α = 2.22 × 109, Re = 10 and Σ = 9 × 10−4 while Re = 1.8 and

Σ = 9 × 10−4 are set for the case without tension (α = 0).

With the increase of Re, it is expected that inertial effects in the flow become prominent.

While the top wall of the microchannel will still bulge under the pressure load from the

flow, the pressure gradient does not have to remain negative, and P0 will not necessarily

be a decreasing function of X, as shown in figure 2.3(b) in contrast to figure 2.2(b). This

observation can be justified by recognizing that dP0/dX is the consequence of the compe-
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tition between the convective effects and viscous effects in the flow [see the right-hand side

of equation (2.7)]. Since the top wall is clamped at both ends, its bulging leads to its slope,

dH0/dX, increasing near the inlet (X = 0) and decreasing near the outlet (X = 1). If inertia

is dominant in the flow, a positive pressure gradient can be expected, for Re large enough.

As shown in figure 2.3, this positive pressure gradient is observed upstream. Note that we

have chosen a smaller Re value for the pure bending case (compared to the case with ten-

sion), in order to ensure that the deformation is within a reasonable range. Since Re is much

larger in the case of α ̸= 0, it is not surprising that the positive pressure gradient is much

more prominent. Interestingly, the pressure profiles are almost flat in the middle part of

the channel, with or without tension, indicating a negligible pressure gradient in this region.

Also observe that the deformations in both cases are large. Since the flow rate is fixed, the

fluid’s velocity has to decrease rapidly along the flowwise direction in the expanding section

of the deformed microchannel, and the positive pressure gradient will help decelerate the

flow.

2.3 Deformation and pressure scaling at steady state

In this subsection, we address the different scaling regimes of deformation and hydrody-

namics with respect to key dimensionless groups of the problem. To frame the discussion, we

define the maximum deformation Hmax = max0≤X≤1 H0(X) and the axially-average pressure

⟨P ⟩ =
∫ 1

0 P0(X) dX. We seek to establish how each of these scalar quantities scales with

Re and Σ, as we encounter different regimes of physics: e.g., bending- or tension-dominated

deformation, inertia- or viscosity-dominated pressure profile, and so on.

2.3.1 Scaling of ⟨P ⟩

Before we start our analysis, it is worth mentioning the reason for choosing ⟨P ⟩ as

the quantity of interest instead of, say, the total pressure drop P0(0) − P0(1), which is

more commonly discussed in microchannel studies. First, ⟨P ⟩ better captures the pressure

variation, compared to P0(0), especially when the inertial forces in the flow are dominant,

and a positive pressure gradient is observed upstream. In this case, the pressure in the
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Figure 2.3. More “exotic” steady-state shapes, (a) H0(X), and pressure
distributions, (b) P0(X), inside the soft-walled microchannel.

middle part of the channel is larger than the total pressure drop (see figure 2.3) and using

P0(0) to infer the characteristic load on the structure will underestimate the deformation.

Second, using P0(0) renders the inertial flow effects difficult to analyze. It is easy to show

that P0(0) =
∫ 1

0 12/H0(X)3 dX by integrating the right-hand side of equation (2.7) and

applying the clamped boundary conditions. This expression does not necessarily mean that

the inertia of the fluid is not important, rather it “hides” this effect in the shape of the

channel, H0(X), which further serves to complicate the scaling analysis.

From section 2.2, we already know that the pressure gradient in the flow, dP0/dX, is

the outcome of the competition between the inertial and viscous forces in the flow. Then, it
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is natural to investigate the two limits, i.e., the viscosity-dominated and inertia-dominated

regimes, respectively, and explore how ⟨P ⟩ scales in each regimes.

Case 1: Viscous effects are dominant in the flow. In this case, dP0/dX ∼

−12/H0(X)3 < 0 and P0(X) is a decreasing function of X with a relatively flat middle

part, as in figure 2.2(b). Observing that the deformation profile is almost symmetric in

figure 2.2(a), we assume that the pressure in this flat region is a good estimate of ⟨P ⟩.

To proceed, define a critical value of the deformed channel height as Hc such that Hc =

Hmax for small deformation and Hc < Hmax with 1/H3
c ≪ 1 for large deformation. We

want to find the flowwise position, Xc, at which H0(Xc) = Hc and also, P0(Xc) ∼ ⟨P ⟩,

per our assumption. Then, with a linear approximation of the deformation profile, we

have Hc/Hmax ∼ 2(1 − Xc). Here, we have made use of the (almost) symmetry of the

deformation profile. The deformation profile near the outlet is written as a linear function,

H0(X) ≈ −(Hc − 1)(X − 1)/(1 −Xc) + 1, then

⟨P ⟩ ∼ P0(Xc) ∼ −
∫ 1

Xc

∂P0

∂X
dX ∼

∫ 1

Xc

12
[ − (Hc − 1)(X − 1)/(1 −Xc) + 1]3 dX

=6(1 −Xc)(1 +Hc)
H2

c

∼ 1
Hmax

.

(2.9)

Note that the actual value of Hc is not important in the scaling analysis.

Case 2: Convective (inertial) effects are dominant in the flow. In this case,

as shown in figure 2.3, the deformation of the microchannel is usually large and, thus the

profile P0(X) displays a flatter middle part. Again, assume that the pressure in this portion

of the microchannel is still a good estimate of ⟨P ⟩. Following a similar procedure to Case 1

above, but choosing Hc as 1/H2
c ≪ 1, further balancing the convective term and the pressure

gradient in equation (2.1b), we can estimate

⟨P ⟩ ∼ −
∫ 1

Xc

∂P0

∂X
dX ∼

∫ 1

Xc

3
5Re ∂

∂X

(
1
H2

0

)
dX = 3

5Re
(

1 − 1
H2

c

)
∼ Re. (2.10)
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2.3.2 Scaling of Hmax: Pure bending

Now, we are ready to analyze the solid mechanics problem to obtain the scaling of Hmax.

First, we consider pure bending (α = 0). In this case, the governing equation of the solid

mechanics is the classic Euler–Bernoulli beam equation, d4H0/dX4 = βP0 = ReP0/Σ, which

implies that Hmax ∼ Re⟨P ⟩/Σ.

If viscous effects are dominant in the flow, using equation (2.9), we obtain the scalings

Hmax ∼ (Re/Σ)1/2, ⟨P ⟩ ∼ (Re/Σ)−1/2. (2.11)

However if the deformation is very small, i.e., Hmax ≈ 1, P0(X) is nearly linear with an almost

constant gradient given by the lubrication approximation, dP0/dX ∼ 1/H3
max. Then, a more

appropriate scaling is obtained by considering d5H0/dX5 = (Re/Σ)dP0/dX, indicating that

Hmax ∼ (Re/Σ)/H3
max and thus yielding

Hmax ∼ (Re/Σ)1/4 ⟨P ⟩ ∼ (Re/Σ)−1/4. (2.12)

Note that in this case, equation (2.9) is still valid. On the other hand, if the inertial effects

are dominant in the flow, since ⟨P ⟩ ∼ Re, we have

Hmax ∼ Re2/Σ. (2.13)

2.3.3 Scaling of Hmax: Bending and tension

Now, we consider the beam equation (2.6) with bending and tension (α ̸= 0), which are

expressed by the first and second term, respectively, and scale as Hmax and αH3
max/β

2 (recall

that Hmax ≥ 1), with α/β2 = 18(h0f/h0s)2. Varying the height ratio, h0f/h0s, will change

the tension effects in the beam but it will not affect the classification of different regimes.

Specifically, if h2
0f/h

2
0s ≪ 1, then the tension is negligible and the previous discussions for

the pure bending case will apply. In the following analysis, we are interested in the tension-

dominated regime and thus we fix h0f/h0s = 1, yielding α/β2 = 18, which ensures that

tension is the dominant effect in the elastic response of the top wall.

37



In the case of the viscosity-dominated flow regime, H3
max ∼ Re⟨P ⟩/Σ ∼ ReH−1

max/Σ leads

to

Hmax ∼ (Re/Σ)1/4, ⟨P ⟩ ∼ (Re/Σ)−1/4, (2.14)

according to equation (2.9). However, as discussed in section 2.3.2, if the deformation is

small, it is more appropriate to consider H3
max ∼ (Re/Σ)dP/dX ∼ (Re/Σ)/H3

max, indicating

Hmax ∼ (Re/Σ)1/6, ⟨P ⟩ ∼ (Re/Σ)−1/6. (2.15)

On the other hand, for the regime with an inertia–tension force balance, ⟨P ⟩ ∼ Re, as shown

by equation (2.10), then H3
max ∼ Re⟨P ⟩/Σ ∼ Re2/Σ, yielding

Hmax ∼ Re2/3/Σ1/3. (2.16)

2.3.4 Validation and discussion

In this subsection, we validate the scalings discussed above by numerically calculating

the steady state with variable combinations of parameters. In order for the beam theory to

apply, we have strictly restricted the maximum deformation of the top wall to be no greater

than 10% of the length of the channel, corresponding to Hmax ≤ 10 with the aspect ratio

ϵ = 0.01. This restriction applies to all of the following discussion.

In figure 2.4 and figure 2.5, we show the results of pure bending cases (α = 0). In the

viscosity-dominated regime, as shown by figure 2.4, the scalings (2.11) and (2.12) are clearly

observed. However, we also observe outliers for the last two cases with Σ = 1.0 × 10−3

and Σ = 1.0 × 10−2 at large β because, in these cases, Re can be large (even under the

restrictions on the maximum deformation) so that the response of the system deviates from

the viscosity–bending force balance/regime. Specifically, the outliers in the case of the most

rigid microchannel actually belong to an inertia–bending force balance/regime, which is

corresponding to figure 2.5. In figure 2.5, the scaling (2.13) for the inertia-dominated regime

is observed. However, for the parameters chosen, which cover six orders of Σ (and thus we

believe should cover a significant number of actual microchannel systems), only the last set
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Figure 2.4. Scaling of (a) Hmax and (b) ⟨P ⟩ for the case of viscous–bending
force balance. All regimes can be described in terms of the FSI parameter
β = Re/Σ in this case. The dash-dotted lines represent different slopes as
shown.

of data with Σ = 1.0 × 10−2 reaches this regime, Meanwhile, the cases of Σ = 1.0 × 10−3 are

more likely to be in the transitional stage at relatively high Re, as shown in figure 2.5.

The results of tension-dominated regime are shown in figure 2.6 and figure 2.5. In the

viscosity-dominated flow regime, the two predicted scalings (2.14) and (2.15) are clearly

observed in figure 2.6. Outliers exist in the cases with relatively large Re, for which the

viscous effects are no longer dominant. On the other hand, the results for the regime with

an inertia–tension force balance are shown in figure 2.7. Thanks to the tension effects
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Figure 2.5. Scaling of (a) Hmax and (b) ⟨P ⟩ for the case of inertia–bending
force balance. The dash-dotted lines represent a slope of 1.

suppressing the inflation of the microchannel, we are able to consider a larger range of Re

than the bending-dominated cases so that more cases are observed to reach this regime. As

shown in figure 2.7, the last three data sets all collapse along the line of slope 1, as predicted

by the proposed Hmax and ⟨P ⟩ scalings.
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Figure 2.6. Scaling of (a) Hmax and (b) ⟨P ⟩ for the case of viscous–tension
force balance. All regimes can be described in terms of the FSI parameter
β = Re/Σ in this case. The dash-dotted lines represent different slopes as
shown.

2.4 Linear stability of the deformed microchannel

2.4.1 Perturbation about the non-flat steady shape

As noted in section 2.2, the flat state Q,H = const., analyzed in a number of prior works

on FSI, is not relevant to the microchannel problem under consideration because it is not a

solution of the steady problem. Indeed, it is easy to show that equation (2.7) has no finite

constant solutions that also satisfy the boundary conditions in equation (2.8). Thus, we
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Figure 2.7. Scaling of (a) Hmax and (b) ⟨P ⟩ for the case of inertia–tension
force balance. The dash-dotted lines in each panel indicate a slope of 1.

are interested in the stability of the deformed steady state in the presence of bending and

tension of the top wall. To understand the stability of this non-flat steady state, we perturb

about Q = 1 and H = H0(X) [i.e., the solution of equations (2.7) and (2.8)] as follows:

Q(X,T ) = 1 + δQ1(X)e−iσT , (2.17a)

H(X,T ) = H0(X) + δH1(X)e−iσT , (2.17b)

where δ ≪ 1 is the (arbitrary, dimensionless) amplitude of a small perturbation and σ ∈

C denotes the growth/decay rate of the perturbations. The boundary conditions at both
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ends are already satisfied by the steady-state solution (Q0 = 1, H0)⊤, thus the perturbation

(Q1, H1)⊤ must satisfy homogeneous boundary conditions. Specifically, the perturbation

should satisfy the boundary conditions from equation (2.5), as well as the clamped boundary

conditions from equation (2.4). In other words,

Q1|X=0 = 0, dQ1

dX

∣∣∣∣∣
X=0

= dQ1

dX

∣∣∣∣∣
X=1

= 0, (2.18a)

H1|X=0 = dH1

dX

∣∣∣∣∣
X=0

= dH1

dX

∣∣∣∣∣
X=1

= H1|X=1 = 0, d4H1

dX4

∣∣∣∣∣
X=1

= 0. (2.18b)

Note the second relation in equation (2.18a) is the natural consequence of equation (2.1a),

taking into account that the deformation is restricted at both ends of the microchannel by

clamping. Meanwhile the last relation in equation (2.18b) is the boundary condition that

enforces a gauge outlet pressure.

To determine the growth/decay of the perturbation, we must derive a set of linear evolu-

tion equations for Q1 and H1. To this end, we substitute equations (2.17) into the governing

set of equations (2.1), using the fact that H0(X) satisfies equation (2.7) and dropping all

terms of O(δ2) or higher. The result is two linear evolution equations in which the coefficients

depend on the steady-state solution H0(X) and its derivatives:

d5H1

dX5 − α

β2
d

dX

(dH0

dX

)2 d2H1

dX2 + 2d2H0

dX2
dH0

dX
dH1

dX

 = σ

iSt
d2Q1

dX2 − β

− iReSt
H0

σQ1

+Re6
5

[
3H1

H4
0

dH0

dX − 1
H3

0

dH1

dX − 2Q1

H3
0

dH0

dX + 2
H2

0

dQ1

dX

]
+ 12

(
−3H1

H4
0

+ Q1

H3
0

), (2.19a)

dQ1

dX − iStσH1 = 0. (2.19b)

Equations (2.19) can be written in the matrix form


d

dX 0

LQ LH


︸ ︷︷ ︸

=A

Q1

H1


︸ ︷︷ ︸

=ψ

= σ


0 iSt

1
iSt

d2

dX2 + iβReSt
H0

0


︸ ︷︷ ︸

=B

Q1

H1

 , (2.20)
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where we have defined the operators

LH = d5

dX5 − α

β2

4dH0

dX
d2H0

dX2
d2

dX2 +
2
(

d2H0

dX2

)2

+ 2dH0

dX
d3H0

dX3

 d
dX +

(
dH0

dX

)2 d3

dX3


− 6βRe

5H3
0

d
dX − β

(
36
H4

0
− 18Re

5H4
0

dH0

dX

)
, (2.21a)

LQ = −β
(

− 12
H3

0
+ 12Re

5H3
0

dH0

dX − 12Re
5H2

0

d
dX

)
. (2.21b)

Equation (2.20) and the boundary conditions in equations (2.18) constitute a general-

ized eigenvalue problem Aψ = σBψ, with σ as the eigenvalue and ψ = (Q1, H1)⊤ as the

eigenfunction. Note the system in equation (2.20) has non-constant coefficients due to the

non-flat steady-state shape H0(X) of the microchannel. We say the system is linearly un-

stable if Im(σ) > 0, and we proceed to investigate whether this condition holds (or does not

hold).

2.4.2 Chebyshev pseudospectral method for the generalized eigenvalue problem

We use the Chebyshev pseudospectral method [107], [108] to compute the spectrum

(eigenvalues and eigenfunctions) of the system defined by equation (2.20) and the boundary

conditions in equations (2.18). The numerical method was implemented in Python using

routines from SciPy [106]. Since the Chebyshev pseudospectral method is derived for the

domain [−1,+1], we use the change of variables X̃ ≡ 2X−1 to transform the computational

domain from {X|X ∈ [0, 1]} to {X̃|X̃ ∈ [ − 1, 1]}. Then, dm/dXm = 2mdm/dX̃m and we

denote Q̃(X̃) = Q1(X) and H̃(X̃) = H1(X), dropping the “1” subscript for simplicity.

Note that the non-constant coefficients in equation (2.20), which involve the steady-state

shape of the microchannel H0(X) and its derivatives, have been precomputed using SciPy’s

solve bvp and are known at this stage.

We introduce the Gauss–Lobatto points:

X̃j = − cos
(
jπ

N

)
, j = 0, 1, . . . , N. (2.22)
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Generally speaking, the aim of the Chebyshev pseudospectral method is to find a high-order

polynomial, valid on the whole domain, to approximate the exact solution of the problem.

In order to determine the coefficients of the polynomial, it is required that the differential

equations be satisfied at the interior points, i.e., at X̃ = X̃j with j = 1, . . . , N − 1, while the

boundary conditions are imposed at X̃ = X̃0 ≡ −1 and X̃ = X̃N ≡ +1. For our problem,

recall that there are three boundary conditions for Q̃ and five boundary conditions for H̃ [see

equations (2.18)]. Therefore, we need to (and, indeed, can) uniquely determine a polynomial

of order N + 1 for Q̃ and a polynomial of order N + 3 for H̃.

To this end, we follow Huang and Sloan [109], but we use different modified bases to

construct polynomials for the eigenfunctions Q̃ and H̃. Actually, the modified bases in

[109] [see equation (3.3) therein] do not apply to our problem because, here, the boundary

conditions in equations (2.18) involve higher derivatives at X̃N = +1 and do not meet the

requirements for boundary conditions in [109, equation (3.1)]. Instead, we construct the

polynomials for eigenfunctions as follows:

Q̃(X̃) ≈ (1 + X̃)
N∑

j=1

Qj

1 + X̃j

lj(X̃), (2.23a)

H̃(X̃) ≈ (1 + X̃)(1 − X̃)
N−1∑
j=1

Hj

(1 + X̃j)(1 − X̃j)
lj(X̃) + (1 + X̃)(1 − X̃)2HN lN(X̃), (2.23b)

where Qj and Hj are the function values at the collocation points. Here, lk(X̃) denotes the

k-th basis Lagrange interpolating polynomial, defined as

lk(X̃) =
N∏

i=0,i ̸=k

X̃ − X̃i

X̃k − X̃i

, lk(X̃j) = δkj, (2.24)

where δkj is the Kronecker delta symbol. With this property of the Lagrange interpo-

lating polynomial, it follows that Q̃(X̃j) = Qj j = 1, 2, . . . , N , while H̃(X̃j) = Hj for

j = 1, 2, . . . , N − 1. Note HN ̸= H(X̃N). In fact, we already know from equation (2.18b)

that H(X̃N) = 0 because of the clamped boundary condition. However, HN is still needed,

simply functioned as a coefficient, to satisfy the very last condition in equation (2.18b). More

importantly, it is easily verified that equations (2.23) satisfy all the boundary conditions for
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Q̃ and H̃ except dQ̃/dX̃ = 0 and d4H̃/dX̃4 = 0. These two boundary conditions need to be

imposed explicitly as extra two rows in the discretized matrix corresponding to the system

in equation (2.20).

Next, we substitute equations (2.23) into equation (2.20) and discretize by requiring

that equation (2.20) be satisfied at the interior collocation points, i.e., X̃ = X̃j with

j = 1, 2, . . . , N − 1. At the same time, we impose the two unsatisfied boundary con-

ditions at X̃N = +1 and add them into the discretized system: Âψ̂ = σB̂ψ̂, where

ψ̂ = [Q1, . . . , QN , H1, . . . , HN ]⊤. Both Â and B̂ are 2N × 2N block matrices. Specifi-

cally, the matrix B̂ is singular because the two homogeneous boundary conditions, imposed

as its N -th and 2N -th rows, respectively. These BCs do not involve the eigenvalue σ, which

makes these two rows of B̂ each equal to the zero vector.

One of the most important details that must be taken care of to obtain the discretized

eigenvalue problem is dealing with the differentiation of equations (2.23) at the collocation

points. Fortunately, derivatives of the Lagrange interpolating polynomials at the Gauss–

Lobatto points have explicit representations [110]. Let D denote the first-order differenti-

ation matrix of the Lagrange interpolating polynomial basis at the Gauss–Lobatto points,

then

Dkj = dlj
dX̃

∣∣∣∣∣
X̃=X̃k

=



−2N2 + 1
6 , k = j = 0,

c̃k

c̃j

(−1)k+j

X̃k − X̃j

, k ̸= j, 0 ≤ k, j ≤ N,

− X̃k

2(1 − X̃2
k)
, k = j, 1 ≤ k, j ≤ N − 1,

2N2 + 1
6 , k = j = N,

(2.25)

where c̃0 = c̃N = 2 and c̃j = 1 for 1 ≤ j ≤ N − 1. Furthermore, if we denote the m-

th order differentiation matrix for the Lagrange interpolating polynomial basis as Dm, the

higher-order differentiation matrices can be obtained through matrix multiplication of the

lower-order ones. For example, D2 = D ×D and D3 = D ×D2 = D ×D ×D. However,

what we really need is the differentiation matrix with respect to the modified polynomials

in equations (2.23a) and (2.23b). Similarly, we denote the first-order differentiation matrix
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with respect to Q̃ and H̃ as D̃Q and D̃H , respectively, and the m-th higher order differen-

tiation matrices as D̃m
Q and D̃m

H . Clearly, D̃Q, D̃Q, D̃m
Q , and D̃m

H should be modified from

equation (2.25). The complete expressions are quite lengthy, thus we do not include them

here. Instead, we just write down D̃Q as an example:

D̃Q =
[
I + diag

(
(1 + X̃k), 1 ≤ k ≤ N

)
×D

]
× diag

(
1/(1 + X̃k), 1 ≤ k ≤ N

)
, (2.26)

where I is the identity matrix and diag(·, 1 ≤ k ≤ N) denotes an N × N diagonal matrix

with entries given by the first input. Furthermore, it is important to note that the modifica-

tion of the Lagrange interpolating polynomial no longer allows us to build the higher-order

differentiation matrix via multiplication of the lower-order differentiation matrices.

Before solving the discretized eigenvalue problem Âψ̂ = σB̂ψ̂, a preconditioner is needed

to reduce the condition number of Â. By analogy to [109], we find that the following

preconditioner successfully reduces the condition number of Â by four orders of magnitude:

Ŝ = diag
(

1
1 + X̃k

, 1 ≤ k ≤ N ; (1 + X̃k)2(1 − X̃k)2, 1 ≤ k ≤ N − 1; 0.1
)
. (2.27)

Here, the semicolons denote concatenation of elements along the diagonals of the 2N × 2N

matrix Ŝ. Therefore, the eigenvalue problem that we need to solve numerically is actually

ŜÂψ̂ = σŜB̂ψ̂.

Finally, for the computational results reported in the main text above, we invert the

matrix ŜÂ and solve the regular eigenvalue problem, Â−1Ŝ−1ŜB̂ψ̂ = σ−1ψ̂, numerically.

Note that ŜB̂ is not invertible because B̂ is singular. SciPy’s routine eig is used to obtain

the spectrum (eigenvalues and eigenfunctions) of this system.

2.4.3 Validation of the Chebyshev pseudospectral method

In this subsection, we validate the Chebyshev pseudospectral method in section 2.4.2.

The parameters used for simulation in this and next subsection are listed in table2.2. Fur-

thermore, we order the calculated eigenvalues with magnitude in the following discussions.
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Table 2.2. Summary of parameters used for simulation.

No.
Parameter

Re St Σ α

1 0.5 6.0 9.0 × 10−4 0.0
2 0.5 6.0 9.0 × 10−4 5.56 × 106

3 1.8 1.67 9.0 × 10−4 0.0
4 10 0.3 9.0 × 10−4 2.22 × 109
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N = 60

N = 70
−250 0 250−1.0

−0.9

−0.8

Figure 2.8. Convergence test: the computed eigenspectrum using the Cheby-
shev pseudospectral method with different number of Gauss–Lobatto points.

First, we show the convergence of the method by calculating the eigenspectrum using

different sets of Gauss–Lobatto grids. In figure 2.8, we show the first 70 eigenvalues of

No.1 case in table2.2 using grid number of N = 50, 60 and 70, respectively. As shown, the

eigenvalues agree well when their magnitudes are relatively small. The results of N = 50

deviate from the other two as we enter into higher modes (with larger magnitudes). This is

because as the magnitude of eigenvalue increases, the corresponding eigenfunction becomes

more and more oscillatory, in which case the grid number of N = 50 is unable to provide

adequate resolution.

48



0.0 0.2 0.4 0.6 0.8 1.0
X

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1.0
Re(Q1): N = 50

Re(Q1): N = 60

Re(Q1): N = 70

Re(Q1): BVP solver

Re(H1): N = 50

Re(H1): N = 60

Re(H1): N = 70

Re(H1): BVP solver

(a) First eigenmode: Im(σ) = −0.7859.
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(b) Second eigenmode: Im(σ) = −2.3013.

Figure 2.9. Comparisons of eigenfunctions, Q1(X) (filled symbols and solid
curve) and H1(X) (empty symbols and dashed curve), of the first two modes
(a,b) using different numbers of Gauss–Lobatto points, as well as a formulation
that uses SciPy’s solve bvp.

Second, we can validate the Chebyshev pseudospectral method by comparing the results

calculated with SciPy’s solve bvp. One interesting observation regarding the eigenspectra

is that there are always two purely imaginary eigenvalues, for example, the first two modes

in figure 2.8. It can be shown that the corresponding eigenfunctions are purely real. In
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relation to this observation, note that Butler et al. [111] used an alternative way to calculate

the eigenvalue and eigenfunctions. Translated to our setting, we can introduce σ̃ = −iσ and

substitute it into equations (2.19) to exclude any complex-valued solutions. Then, the system

is linearly unstable if σ̃ > 0. The new set of equations can be viewed as a boundary value

problem for Q1(X) and H1(X) with σ̃ as an unknown parameter. The idea from [111] is to

then use, e.g., SciPy’s solve bvp to solve the reformulated problem, provided that a proper

initial guess for σ̃ is given. However, this method can only provide a single, real eigenpair at

a time (which corresponds to the case of purely imaginary σ in our model). The eigenvalue

calculated in this way is sensitive to the initial guess. If a positive eigenvalue is returned

by solve bvp, then we would immediately conclude that the system is linearly unstable.

However, it is important to note that the opposite is not true. If the eigenvalue returned is

negative, then the result is inconclusive as we do not know whether this is the eigenvalue

with smallest | Im(σ)|, and we cannot make a definitive statement about the stability of the

system.

Nevertheless, this approach can provide an independent validation of our stability calcu-

lation by the Chebyshev method. In figure 2.9, we compare the results from the Chebyshev

pseudospectral method (using different N) with the results of the formulation based on

[111] using solve bvp, for the first two modes shown in figure 2.8. While the Chebyshev

method reported the corresponding eigenvalues as Im(σ) = −0.7859 and Im(σ) = −2.3013

respectively, the eigenvalues calculated from slove bvp were σ̃ = −0.7849 and σ̃ = −2.3030,

respectively (recall, σ̃ = −iσ = Im(σ)). Furthermore, as shown in figure 2.9, the eigenfunc-

tions from both methods agree completely. Thus, we can be confident in the accuracy of the

eigenspectra computed by the Chebyshev method.

The final validation of this linear analysis is to compare the predicted growth of per-

turbations to the time-evolution of the nonlinear problem. To this end, we take the initial

condition to be equations (2.17) (at T = 0), where Q1 and H1 given by the eigenfunctions of

the linear problem computed above. Then, Q(X,T ) and H(X,T ) should evolve according to

equations (2.17) with the corresponding eigenvalue setting the time dependence. For exam-

ple, fixing δ = 0.1 and taking Q(X, 0) = 1+δQ1(X) and H(X, 0) = H0(X)+δH1(X), where

{Q1, H1} is a linear eigenmode for Re = 10 (No. 4 case in table2.2), as the initial conditions
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(a) First mode: σ = −1.3547i.

0.0 0.1 0.2 0.3 0.4 0.5
T

10−5

10−4

10−3

10−2

10−1

|Q
1(

1,
T

)
−
Q

0(
1,
T

)|

0.0985

4.51

4.52

4.53

4.54

〈H
〉

0.2015

(b) Second mode: σ = 31.2167 − 2.4504i.

Figure 2.10. The time histories of the difference of the instantaneous outlet
flow rate from the base state, i.e., |Q(1, T ) −Q0(1, T )|, and the axially-average
deformed channel height, ⟨H⟩, after substituting the eigenfunctions of the first
and second mode for Re = 10 into the initial perturbations respectively (see
equations (2.17) and taking T = 0). The slope of the dot-dashed lines rep-
resents the imaginary part of the corresponding eigenvalues from the linear
stability calculation.

for the transient simulation of equation (2.1). The transient simulation was implemented

using the algorithm in [102], which is a second-order accurate finite difference scheme. Fig-

ure 2.10 shows the time histories of the outlet flow rate and the deformed channel’s height.

Since the eigenvalue of the first mode is purely imaginary, figure 2.10a shows that the devi-

ation of the outlet flow rate from the base state, |Q(1, T ) −Q0(1, T )|, as well as the average

deformed channel height, ⟨H⟩, both decay without oscillations. Importantly, the decay rate
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of the fully-nonlinear simulation agrees with Im(σ). As for the results of the second mode,

shown in figure 2.10b, both Q and ⟨H⟩ oscillate in time because Re(σ) ̸= 0. In this example,

Re(σ) represents the temporal period of the eigenmode, which is ≈ 2π/31.2167 = 0.2013

based on the solution by the Chebyshev pseudospectral method. Clearly, the oscillation pe-

riod observed in the transient simulation is very close to this predicted value. Furthermore,

the decay rate of the amplitudes of |Q(1, T ) −Q0(1, T )| agrees with Im(σ).

2.4.4 Results and discussion

Before we present more numerical illustrations, we mention that for the present purposes,

we are just interested in the asymptotic stability of the inflated steady-states, so it suffices

to consider the eigenspectrum of A for different parameters, and determine the possibility

of eigenvalues with positive imaginary part. However, since equations (2.19) do not give

rise to an autonomous system with a self-adjoint matrix operator A due to the non-uniform

base state (see, e.g., the discussion in [112] in the context of thin-film lubrication), issues of

transient growth and non-modal analysis arise [112], [113], which can be addressed in future

work.

Secondly, even without solving the generalized eigenvalue problem numerically, we can

deduce some salient features. Specifically, note that in equation (2.20), the operator A is

real, while the operator B is purely imaginary. This observation indicates that eigenvalues

with non-zero real part should come in pairs. In other words, if there exists an eigenvalue

σ with Re(σ) ̸= 0 and ψ ̸= 0 such that Aψ = σBψ, then Aψ̄ = −σ̄Bψ̄ is automatically

satisfied, meaning −σ̄ and ψ̄ are another eigenpair of the problem. Here, ¯( · ) denotes the

complex conjugate.

Next, we focus on the linear stability results of the four cases in table 2.2. The four cases

include the cases with and without tension, and consider Re ranging from low to high, thus

can provide a rather complete picture of the linear stability of the system.

Figure 2.11 and figure 2.12 show the first 70 eigenvalues (ordered by magnitudes) for

the four cases in table 2.2. Two sets of numerical calculations are performed for each set of

parameters (i.e., each panel), with N = 60 (regular grid) and N = 70 (fine grid), to ensure
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Figure 2.11. Pure bending: Eigenspectra, in the complex plane C, of the
discretized linear eigenvalue problem, equations (2.20) and (2.18), governing
the linear stability of the deformed microchannel shape.

the accuracy of eigenvalues reported. To accurately resolve even higher modes (> 70), we

would have to further increase the number of Gauss–Lobatto grid points, denoted as N + 1

in section 2.4.2, in the Chebyshev pseudospectral method. This increase is impractical

because the condition number of the discretized operator matrix A grows rapidly with N ,

and finally, round-off error will dominate the calculation [108]. Therefore, admittedly, our
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Figure 2.12. Bening and tension: Eigenspectra, in the complex plane C, of
the discretized linear eigenvalue problem, equations (2.20) and (2.18), govern-
ing the linear stability of the deformed microchannel shape.

calculation does not lead to any conclusions about the higher-order modes that appear to

have an increasing imaginary part. However, we shall report here, that for all the eigenvalues

obtained (including those not shown in figure 2.11 and figure 2.12), only negative imaginary

parts are found, except for two. The latter two are the usual “spurious” eigenmodes with

magnitudes increasing as O(N5); recall that the operator A is fifth order, and it has been
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(a) Re = 0.5: Q1(X).
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(b) Re = 0.5: H1(X).

Figure 2.13. Eigenfunctions Q1(X) and H1(X) for pure bending case No.1 in
table 2.2. ‘M1’ to ‘M4’ denote mode 1 through 4, i.e., the first four eigenmodes
with distinct Im(σ). Solid curves represent the real parts of the eigenfunctions,
while dashed curves represent the imaginary parts.

found that the magnitude of the spurious eigenvalues should grow as O(Nm), where m is

the highest order of the operator [108].

As shown in figure 2.11 and figure 2.12, the eigenspectra are discrete and symmetric

about the imaginary axis. They resemble a “seagull” shape. As we zoom into the first 20
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(a) Re = 10: Q1(X).
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(b) Re = 10: H1(X).

Figure 2.14. Eigenfunctions Q1(X) and H1(X) for case No. 4 in table 2.2
with bending and tension. Again, ‘M1’ to ‘M4’ denote mode 1 through 4, i.e.,
the first four eigenmodes with distinct Im(σ). Solid curves represent the real
parts of the eigenfunction, while dashed curves represent the imaginary parts.

eigenvalues, the shapes are “seagull”-like again but upside down. The case of Re = 10 in

figure 2.12(b) is an exception in that the eigenvalues form a small hole in the middle of the

complex plane. We believe that this change can be attributed to the strong inertial effects

in the flow in this case.
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Furthermore, for higher-order eigenvalues (i.e., larger |σ|), their real part grows much

more rapidly than their imaginary part. Nevertheless, as shown in figure 2.11 and fig-

ure 2.12, Im(σ) appears to be plateauing for large | Re(σ)|. The presence of a large number

of eigenvalues with large | Re(σ)| suggests that there are corresponding eigenmodes that

are highly oscillatory. This observation highlights the stiffness of the unsteady FSI prob-

lem. Since our transient simulation always reach a steady state, and no eigenvalues with

Im(σ) > 0 have been identified via the Chebyshev method, we are led to conclude that the

steady-state deformation is linearly stable to small perturbations, or at least to relatively

low-frequency perturbations. A detailed analysis could be performed in future work to un-

derstand the asymptotic behavior of the eigenspectra, and to completely address the stability

of the system to high-frequency disturbances.

Finally, we show two example plots for eigenfunctions in figure 2.13 and figure 2.14, corre-

sponding to the first four eigenvalues with distinct imaginary parts for No. 1 and No. 4 cases

in table 2.2 respectively. For the plots shown, note the normalization of the eigenfunctions is

arbitrary and only their qualitative features are being highlighted here. As discussed above,

the eigenfunctions corresponding to the eigenvalues with the same imaginary part but oppo-

site real part are conjugate pairs and thus not interesting to show here. One common feature

of all the cases in table 2.2 is that, for the two modes with purely imaginary eigenvalues,

Re(H1) has only one maximum (hump), while the other two modes display two and three

humps, respectively. Wavelike shapes are also observed in Im(Q1) for the fourth mode. Of

course, it is expected that there will be more humps in the eigenfunctions of higher-order

modes. This observation is the reason for increasing the number of Gauss–Lobatto points

to properly resolve the oscillatory nature of the higher-order eigenfunctions.
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3. DOMINANT PHYSICAL EFFECTS IN

LOW-REYNOLDS-NUMBER FLOWS THROUGH

COMPLIANT RECTANGULAR MICROCHANNELS

SUMMARY

In this chapter, we investigate the dominant effects of flows through a common three-

dimensional (3D) rectangular microchannel with a compliant wall. Assuming the channel is

long and shallow even at the deformed state, we find that at the leading order in channel’s

small height to length ratio ϵ, the flow can be regarded unidirectional with a reduced Reynolds

number R̂e = ϵRe up to O(1). Specifically, the flow pressure varies along the streamwise

direction mainly. At R̂e = O(1), there exists a balance between the finite fluid inertia,

the dominant pressure gradient and the dominant shear stresses. We also assume that

the compliant wall is made slender, with its width w and thickness d much smaller than

its length ℓ. Further assuming weak solid inertia and linear elasticity, we find that owing

to the wall slenderness, the dominant balance of the Cauchy stresses occurs at the cross-

sectional plane of the wall, indicating that the deformation of the cross-sections at different

streamwise locations is fully determined by the local pressure, like a Winkler foundation.

Consequently, the displacement at the fluid–solid interface admits a separation-of-variable

solution at the leading order. The dominant effects discussed in this chapter are generic for

the fluid–structure interaction (FSI) systems with similar geometrical properties.
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3.1 Problem statement, geometry and notation

From this chapter, we start to investigate the more realistic three-dimensional (3D) con-

figuration. Consider a commonly seen rectangular microchannel, as shown in figure 3.1, with

undeformed height of h0, width of w, and length of ℓ. The microchannel is assumed to be

long and shallow so that h0 ≪ w ≪ ℓ. Introducing the dimensionless parameters ϵ = h0/ℓ

and δ = h0/w, then we have ϵ ≪ δ ≪ 1. In reality, the three walls of the channel can be

made rigid with a soft wall bonded on top, as the geometry considered in [31], [33]. Alter-

natively, the top and side walls are soft and bonded to rigid bottom wall, as was the case in

chapter 4 [101]. In either case, the deformation of the top wall is dominant. Therefore, in

our modeling, the deformation of the side walls is neglected. Further, we denote the thick-

ness of the top wall by d. To make the model general, at this stage, we do not specify the

magnitude d compared to the other dimensions, but we do require that d ≪ ℓ. As the fluid

is pushed through the microchannel, from the inlet to the outlet, the hydrodynamic pressure

will deform the fluid–solid interface at the top wall. The displacement of the interface is

denoted by uy(x, z, t). Finally, since the microchannel is often restricted from moving at the

inlet (z = 0) and the outlet (z = ℓ) planes by external connections (or the outlet is open to

ambient gauge pressure, thus has negligible deformation), we assume zero displacement of

the fluid–solid interface at both ends (z = 0, ℓ).

For convenience, we introduce two coordinate systems. As shown in figure 3.1, the oxyz

coordinate system is located at the bottom wall of the microchannel, with its origin set at

the center of the inlet. The ôx̂ŷẑ coordinate system is the oxyz system translated along y by

h0, thus its origin is located at the undeformed fluid–solid interface. Specifically, we have

x = x̂, y = ŷ + h0 and z = ẑ.

We will discuss the dominant mechanisms in the fluid and solid mechanics problems in

the following two sections, respectively. The conclusions made in this chapter will lay the

foundation for our work hereafter.
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Figure 3.1. Schematic of the 3D geometry of the compliant microchannel with
a deformable top wall [114], with key dimensional variables labeled. The red
dash-dotted curve and the red dashed curves sketch the deformed fluid–solid
interface at the mid-plane (x = 0), and the typical cross-sectional deformation
profiles at the interface at different flow-wise locations, respectively.

Figure 3.2. Schematic of flow through a deformed microchannel, with key
dimensional variables labeled.

3.2 Dominant fluid mechanics effects

The fluid mechanics problem is about flows through a deformed microchannel, as shown

in figure 3.2. Assume the working fluid is incompressible and Newtonian, with a density of

ρf and dynamic viscosity of µ. With the displacement of the fluid–solid interface denoted as

uy(x, z, t), the deformed channel height can be written as h(x, z, t) = h0 + uy(x, z, t). Then,

the deformed configuration of the fluid domain is {(x, y, z) | − w/2 ≤ x ≤ +w/2, 0 ≤ y ≤
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Table 3.1. Scales for the variables in the incompressible Navier–Stokes equations (3.1).
Variable t x or x̂ y ŷ z or ẑ vx vy vz p

Scale Tf w h0 d ℓ ϵVc/δ ϵVc Vc Pc

h(x, z, t), 0 ≤ z ≤ ℓ}. Further, we assume that h(x, z, t) ≪ w ≪ ℓ, i.e., the slenderness and

shallowness assumptions on the conduit hold true even after its deformation. The former

assumption is important because it allows us to use h0 as the scale for y.

Under these assumptions, the governing unsteady incompressible Navier–Stokes equa-

tions take the form:

∂vx

∂x︸︷︷︸
O(1)

+ ∂vy

∂y︸︷︷︸
O(1)

+ ∂vz

∂z︸︷︷︸
O(1)

= 0, (3.1a)

∂vx

∂t︸︷︷︸
O
(

ϵ2
δ2 R̂e

)+ vx
∂vx

∂x︸ ︷︷ ︸
O
(

ϵ2
δ2 R̂e

)+ vy
∂vx

∂y︸ ︷︷ ︸
O
(

ϵ2
δ2 R̂e

)
+ vz

∂vx

∂z︸ ︷︷ ︸
O
(

ϵ2
δ2 R̂e

) = − 1
ρf

∂p

∂x︸ ︷︷ ︸
O(1)

+ µ

ρf

∂2vx

∂x2︸ ︷︷ ︸
O(ϵ2)

+ µ

ρf

∂2vx

∂y2︸ ︷︷ ︸
O
(

ϵ2
δ2

)
+ µ

ρf

∂2vx

∂z2︸ ︷︷ ︸
O
(

ϵ4
δ2

)
, (3.1b)

∂vy

∂t︸︷︷︸
O(ϵ2R̂e)

+ vx
∂vy

∂x︸ ︷︷ ︸
O(ϵ2R̂e)

+ vy
∂vy

∂y︸ ︷︷ ︸
O(ϵ2R̂e)

+ vz
∂vy

∂z︸ ︷︷ ︸
O(ϵ2R̂e)

= − 1
ρf

∂p

∂y︸ ︷︷ ︸
O(1)

+ µ

ρf

∂2vy

∂x2︸ ︷︷ ︸
O(ϵ2δ2)

+ µ

ρf

∂2vy

∂y2︸ ︷︷ ︸
O(ϵ2)

+ µ

ρf

∂2vy

∂z2︸ ︷︷ ︸
O(ϵ4)

, (3.1c)

∂vz

∂t︸︷︷︸
O(R̂e)

+ vx
∂vz

∂x︸ ︷︷ ︸
O(R̂e)

+ vy
∂vz

∂y︸ ︷︷ ︸
O(R̂e)

+ vz
∂vz

∂z︸ ︷︷ ︸
O(R̂e)

= − 1
ρf

∂p

∂z︸ ︷︷ ︸
O(1)

+ µ

ρf

∂2vz

∂x2︸ ︷︷ ︸
O(δ2)

+ µ

ρf

∂2vz

∂y2︸ ︷︷ ︸
O(1)

+ µ

ρf

∂2vz

∂z2︸ ︷︷ ︸
O(ϵ2)

, (3.1d)

with the order-of-magnitude of each term listed underneath, based on the scales from ta-

ble 3.1.

In table 3.1, Vc is the characteristic velocity scale. Specifically, to ensure the conservation

of mass of equation (3.1a), ϵVc/δ, ϵVc and Vc are chosen to be the characteristic scales for

the velocity components vx, vy and vz, respectively. Also, as is standard for low-Reynolds-

number flow, to achieve a balance between the pressure and the viscous stresses in equation

(3.1d), the characteristic pressure scale, Pc, and Vc are related by Pc = µVcℓ/h
2
0. If the

volumetric flow rate, q, at the inlet is fixed, we can choose Vc = q/(wh0), then Pc =

µqℓ/(wh3
0). However, if the pressure drop, ∆p = p|z=0 − p|z=ℓ, is prescribed, Pc = ∆p
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Table 3.2. Scales for the variables in the linear elastodynamics equations (3.2).
Variable t x̂ ŷ ẑ ux̂ uŷ or uy uẑ σx̂x̂ σx̂ŷ σx̂ẑ σŷŷ σŷẑ σẑẑ

Scale Tf w d ℓ Uc,x Uc Uc,z Dx̂x̂ Dx̂ŷ Dx̂ẑ Pc ϵPc Dẑẑ

and, accordingly, Vc = ∆ph2
0/(µℓ). The Reynolds number is defined as Re = ρfVch0/µ.

However, the slenderness of the fluid domain makes the reduced Reynolds number, R̂e = ϵRe

more suitable for quantifying the inertial effects of the flow. Finally, Tf is taken to be the

characteristic time scale for axial advection (the dominant flow direction): Tf = ℓ/Vc.

Recall that we are interested in the regime of ϵ ≪ δ ≪ 1. Based on the discussion above,

it is clear that the dominant balance of terms occurs in the z-momentum equation (3.1d).

Only the pressure terms are left in equations (3.1b) and (3.1c), indicating that, at the leading

order in ϵ and δ, the hydrodynamic pressure p is only a function of the streamwise location

z, as in the classic lubrication approximation [104], [115]. More importantly, this argument

is true even at finite Reynolds number, i.e., R̂e = O(1), which is typical of the microfluidic

experiments we compare to [41]. Specifically, with R̂e = O(1), the dominant balance in

the flow-wise momentum equation (3.1d) occurs between fluid inertia, the pressure gradient,

and the viscous forces. The same balance was employed in Chapter 2 to derive a 1D FSI

model from the 2D Navies–Stokes equations (but under different assumptions on the solid

mechanics problem) [102].

Examining further the right-hand side of equation (3.1d), the balance of forces at the

leading-order indicates that ∂p/∂z ∼ ∂τyz/∂y because the shear stress is τyz ∼ µ∂vz/∂y.

Introducing Sc as the characteristic scale for τyz and substituting the other scales from

table 3.1, the balance suggests that Pc/ℓ = Sc/h0, leading to Sc = h0/ℓPc = ϵPc. For

ϵ ≪ 1, we conclude that τyz ≪ p. Hence, at the leading order in ϵ and δ, p(z) is the only

flow-induced load exerted on the fluid–solid interface.

3.3 Dominant solid mechanics effects

The solid mechanics problem is described in figure 3.3, which concerns the deformation

of the top compliant wall subject to the hydrodynamic pressure of the flow. It is more
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Figure 3.3. Schematic of the top compliant wall deformed by the distributed
load due to the hydrodynamic pressure of the flow, with key dimensional vari-
ables labeled.

convenient to use the ôx̂ŷẑ coordinate system, where we denote the displacement of the fluid–

solid interface by uŷ, as shown in figure 3.3 as well as in figure 3.1. We consider the case in

which the maximum of ûy is small compared with the smallest dimension of the solid, so that

the small-strain theory of linear elasticity is applicable. Specifically, if the wall is “thick,”

meaning w ≲ d ≪ ℓ, we require that ûy ≪ w. However, if the wall is “thin,” meaning

d ≲ w ≪ ℓ, we require that ûy ≪ d [114].

The following discussion follows that of [101]. However, here, we provide a more general

derivation for the reader’s convenience. First, using the scales from table 3.2, the balance

between the Cauchy stresses and the solid inertia within the wall, neglecting any body forces,

ρs
∂2ux̂

∂t2︸ ︷︷ ︸
O(ρsUc,x/T 2

f
)

+ ∂σx̂x̂

∂x̂︸ ︷︷ ︸
O(Dx̂x̂/w)

+ ∂σx̂ŷ

∂ŷ︸ ︷︷ ︸
O(Dx̂ŷ/d)

+ ∂σx̂ẑ

∂ẑ︸ ︷︷ ︸
O(Dx̂ẑ/ℓ)

= 0, (3.2a)

ρs
∂2uŷ

∂t2︸ ︷︷ ︸
O(ρsUc/T 2

f
)

+ ∂σx̂ŷ

∂x̂︸ ︷︷ ︸
O(Dx̂ŷ/w)

+ ∂σŷŷ

∂ŷ︸ ︷︷ ︸
O(Pc/d)

+ ∂σŷẑ

∂ẑ︸ ︷︷ ︸
O(ϵPc/ℓ)

= 0, (3.2b)

ρs
∂2uẑ

∂t2︸ ︷︷ ︸
O(ρsUc,z/T 2

f
)

+ ∂σx̂ẑ

∂x̂︸ ︷︷ ︸
O(Dx̂ẑ/w)

+ ∂σŷẑ

∂ŷ︸ ︷︷ ︸
O(ϵPc/d)

+ ∂σẑẑ

∂ẑ︸ ︷︷ ︸
O(Dẑẑ/ℓ)

= 0. (3.2c)
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Here, σx̂x̂, σx̂ŷ, σx̂ẑ, σŷŷ, σŷẑ and σẑẑ are the six independent components of the Cauchy stress

in the solid. The order-of-magnitude of each term is listed underneath, based on the scales

from table 3.2.

In table 3.2, Uc,x, Uc and Uc,z are the characteristic scales for ux̂, uŷ and uẑ, respectively.

We immediately assume that Uc,x ≪ Uc and Uc,z ≪ Uc, meaning that the wall is primarily

bulging upwards, as in experiments. This assumption has previously been quantitatively

validated against experiments [31], [33], [101]. Then the most prominent inertial term in

the solid is in equation (3.2b). Note that the time scale for equation (3.2) is still the

fluid’s axial advection time scale, Tf , in order to ensure the coupling between the solid

and the fluid mechanics problems. (Note that this choice of time scale is different from

the so-called “viscous–elastic” one used in related works [66], [116]. In the latter papers,

the characteristic (common) time scale Tc was chosen based on the kinematic boundary

condition at the fluid–solid interface, i.e., ∂ūy/∂t = vy, leading to a fluid time scale of

Tc = Ūc/(ϵVc) = (Ūc/h0)(ℓ/Vc) = βTf . However, since β is typically at O(1) in our work, as

discussed in chapter 5, these two different choices of the fluid time scale, Tc and Tf , do not

differ significantly.) To further elucidate the time scales involved, the scaling of the inertial

term in equation (3.2b) can be written as ρsUc/T 2
s × (Ts/Tf )2, where we have explicitly

introduced the solid time scale, Ts. As we will show in chapter 6, in the microfluidic setting,

Ts ≪ Tf , leading to ρsUc/T 2
f ≪ 1, thus the inertia of the solid is a weak effect.

Next, let us consider the balance of the Cauchy stresses. Due to the traction balance

at the fluid–solid interface, it can be inferred that Dŷŷ = Pc and Dŷẑ = ϵPc, as tabulated

in table 3.2. For convenience, we introduce γ = d/w. Then, a balance in equation (3.2b)

can only occur between the second and the third terms, yielding Dx̂ŷ = Pc/γ. At the same

time, the balance of the three terms in equation (3.2c) gives Dx̂ẑ = ϵPcw/d = ϵPc/γ and

Dẑẑ = ϵPcℓ/d = δPc/γ. Finally, from equation (3.2a), the only remaining possibility is that

the second term balances the third term, indicating Dx̂x̂ = wDx̂ŷ/d = Pc/γ
2.

So far, we have only required that d ≪ ℓ, which is equivalent to γ ≪ δ/ϵ, and covers

a large range of wall thicknesses. However, it is also expected that γ ≫ ϵ, such that Dx̂ẑ

is a small quantity, excluding the case of an extremely thin wall. In fact, recalling that
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the application of linear elasticity requires that ûy ≪ d, any prominent deformation in a

thin-walled microchannel is likely out of the scope the of the linear elastic theory.

Therefore, with ϵ ≪ γ ≪ δ/ϵ as well as ϵ ≪ δ ≪ 1, it is concluded that σx̂ẑ and σŷẑ

are negligible compared to the other components. Depending on the wall thickness, the

relative magnitude among the remaining four stress components can change. For example,

if γ2 ≫ 1, we can further neglect σx̂x̂ as in [101]. Nevertheless, no matter how d varies, the

dominant balances in equations (3.2a) and (3.2b) occur in the cross-sectional (x̂, ŷ) plane,

which reduces the original 3D elasticity problem to a 2D plane-strain problem. Since it has

been shown in section 3.2 that p is a function of z only at the leading order (in ϵ), the

deformation of the (x̂, ŷ) cross-sections at different z-locations (recalling z = ẑ) decouple

from each other. At each cross-section, the deformation is then determined by the local

hydrodynamic pressure p(z, t). Therefore, generally, we can express the displacement of the

fluid–solid interface at the leading order (in ϵ) as

uy(x, z, t) = uŷ(x̂, ẑ, t) = f(x)p(z, t), (3.3)

with f(x) being the spanwise deformation profile. The separation-of-variables form of equa-

tion (3.3) suggests that the cross-sectional deformation profiles at different z-locations are,

in a sense, self-similar. The displacement is fully determined by the local pressure, showing

that the fluid–solid interface behaves like a Winkler foundation [117], [118], with a variable

stiffness represented by 1/f(x). Importantly, this Winkler-foundation-like mechanism is not

an assumption here, but rather it is a consequence of the slenderness of the top wall. Also,

note that the assumption of Ts ≪ Tf has been applied here, meaning that the solid responds

to pressure changes in the flow promptly.

It is also worth mentioning that if the top wall is thin with ϵ ≪ γ ≲ 1, the elasticity

problem is usually taken to be a plane stress problem, and a 1D engineering model is usually

available for the displacement out of plane (i.e., uy here), such as the Kirchhoff–Love [119],

[120] and Reissner–Mindlin [121], [122] plate theories. However, this fact does not fundamen-

tally contradict with our plane-strain reduction because the decoupling of the cross-sections

remains true [31], [33], [34] due to the separation of scales, w ≪ ℓ.
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Moreover, the discussion above is only based on the balance of Cauchy stresses, and does

not involve the boundary conditions either on the sides (i.e., at x = ±w/2) or at the upper

surface of the wall (i.e., at ŷ = d or y = h0 + d). The decoupling of the cross-sectional

deformation is just a consequence of the wall slenderness. However, the boundary conditions

do have an important influence on the displacement field in the solid, which will give rise to

different forms of f(x) in equation (3.3) [114].
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4. THEORY OF FLOWS THROUGH THICK-WALLED

RECTANGULAR MICROCHANNELS AT STEADY STATE

SUMMARY

In this chapter, we consider fluid–structure interactions (FSIs) in long, shallow microchannels

embedded in thick soft materials. This configuration of microchannels is widely used in

microfluidic devices for lab-on-a-chip applications. However, the bulging effect caused by

fluid–structure interactions between the internal viscous flow and the soft walls has not

been completely understood. Previous models either contain a fitting parameter or are

specialized to channels with plate-like walls. This work is a theoretical study of the steady-

state response of a compliant microchannel with a thick wall. Using lubrication theory for

low-Reynolds-number flows and the theory for linearly elastic isotropic solids, we obtain

perturbative solutions for the flow and deformation. Specifically, only the channel’s top wall

deformation is considered, and the ratio between its thickness d and width w is assumed

to be (d/w)2 ≫ 1. We show that the deformation at each stream-wise cross-section can

be considered independently, and that the top wall can be regarded as a simply supported

rectangle subject to uniform pressure at its bottom. The stress and displacement fields

are found using Fourier series, based on which the channel shape and the hydrodynamic

resistance are calculated, yielding a new flow rate–pressure drop relation without fitting

parameters. Our results agree favorably with, and thus rationalize, previous experiments.

The material in this chapter was published as [X. Wang and I.C. Christov, “Theory of

the flow-induced deformation of shallow compliant microchannels with thick walls,” Proc.

R. Soc. A, vol. 475, art. 20190513, 2019] [101] (authors retain rights to reproduce article in

a thesis or dissertation). Both authors contributed to the analysis of the problem and the

derivation of the mathematical model. X.W. wrote the MATLAB scripts and conducted all

the case studies and data analysis. X.W. and I.C.C. jointly discussed the results, drafted

and revised the manuscript for publication.

67



4.1 Configuration of thick-walled microchannels

In this chapter, we focus on a specific case to illustrate how we can solve for f(x) in

equation (3.3) and realize the fluid–solid coupling in the case of negligible fluid inertia, i.e.,

R̂e → 0.

Consider the pressure-driven, steady flow of a Newtonian viscous fluid inside of a mi-

crochannel fabricated via soft lithographic techniques from an elastomer. A schematic con-

figuration is shown in figure 4.1. The problem is symmetric about x = 0, with only half of it

being shown in the figure. The other notations are the same as in figure 3.1 of chapter 3. It is

also assumed that the microchannel is long and shallow, such that h0 ≪ w ≪ ℓ. Three sides

(two lateral walls and the top wall) of the channel are composed of a soft elastic material,

while the bottom wall is assumed to be rigid. Moreover, d denotes the thickness of the top

solid slab, while the thickness of the lateral walls is assumed to be large enough to be con-

sidered as infinite. We also require that d ≪ ℓ. According to the scaling analysis of Gervais

et al. [12], the strain of the displaced fluid–solid interface is proportional to the imposed

stress, so uy(x, z) ∝ wp(z)/E, where p(z) denotes the local pressure at flowwise position

z, and E denotes the Young’s modulus of the solid. Similarly, the side wall deformation is

proportional to h0p(z)/E. In the regime h0 ≪ w, the deformation of the top wall is thus

expected to be much larger than that of the lateral walls. Therefore, we only consider the

deformation of the top wall, and the schematic diagram of figure 3.1 of chapter 3 still applies.

4.2 Formulation of the fluid mechanics problem

The lubrication approximation introduced in section 3.2 applies here. Since we only con-

sider the steady-state response in this chapter, all the time-dependent terms in equation (3.1)

vanish. We further assume that the fluid inertia is negligible, with R̂e = ϵRe ≪ 1. Then,

based on the scaling analysis in section 3.2, the leading-order solution of equations (3.1),

subject to no-slip condition at the top and bottom walls of the channel, is found as

vz(x, y, z) = 1
2µ

dp
dz y [y − h(x, z)] (0 ≤ y ≤ h) , (4.1)
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Figure 4.1. Schematic diagram of the thick-walled compliant microchannel
with key variables labeled. The origin of the coordinate system oxyz (labeled
with a red a dot) is set at the centerline (x = 0) of the bottom of the channel.
The fluid–solid interface is initially a distance h0 above the rigid bottom chan-
nel wall. The microchannel is symmetric about x = 0 thus, for clarity, only
half the channel (for x ≥ 0) is shown. The deformed fluid–solid interface is
denoted by the compliant top wall’s y-displacement evaluated at y = h0, i.e.,
uy(x, z). The fluid flow is in the +z-direction, as indicated by arrows, with an
inlet at z = 0 and an outlet at x = ℓ.

where h(x, z) = h0 + uy(x, z). We can set uy = UcUY and λ = Uc/h0, where Uc has

been introduced as the characteristic top wall deformation scale in section 3.3 (to be de-

termined self-consistently by solving the corresponding elasticity problem in section 4.3).

Then, H(X,Z) = 1 + λU0
Y (X,Z) is the dimensionless deformed top wall profile, and λ can

be interpreted as the compliance parameter that characterizes top wall’s ability to deform

due to the flow beneath it. Under the lubrication approximation, which requires h ≪ w,

it is expected that λ ≪ 1/δ [31]. Using the scales in table3.1, the dimensionless form of

equation (4.1) is written as

VZ(X, Y, Z) = 1
2

dP
dZY [Y −H(X,Z)] (0 ≤ Y ≤ H). (4.2)
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At this stage, the (non-constant) pressure gradient dP/dZ < 0 remains unknown. Due to

the chosen scaling (to balance conservation of mass), the velocity components VX and VY

come in at higher orders in the perturbation expansion. Systematic corrections in powers

of ϵ can be obtained as regular perturbations [123], however the expansion in δ is singular

[124]. For our purposes, it suffices to note that the flow is primarily unidirectional in the

z-direction (as the familiar Reynolds lubrication approximation [125], [126]).

4.3 Formulation of the solid mechanics problem

4.3.1 Plane strain configuration and the thickness effect

As in section3.3, we work in ôx̂ŷẑ fpr the solid mechanics problem. Since x = x̂ and

z = ẑ, we will drop the “hats” for x and z in the following analysis. It should be clarified

beforehand that we “cut off” the solid from the sides and only consider the deformation of

the top rectangular slab, with width w, thickness d and length ℓ with initial configuration

occupying the domain Ωs0 = {(x, ŷ, ẑ) | − w/2 ≤ x ≤ +w/2, h0 ≤ ŷ ≤ d, 0 ≤ ẑ ≤ ℓ}. At

steady state, the linear elastic deformation of the solid results from the balance of Cauchy

stresses. As we have discussed in section3.3, owing to d ≪ ℓ and w ≪ ℓ, the dominant

Cauchy stresses are σxx ∼ Pc/γ
2, σxŷ ∼ Pc/γ, σŷŷ ∼ Pc and σẑẑ ∼ δPc/γ. Recall that

γ = d/w. Then from equation (3.2), we conclude that the dominant balance of Cauchy

stresses occurs in the x-ŷ cross-sectional plane. It is important to note that γ (i.e., the

solid thickness parameter) plays an essential role in the stress distribution. Accordingly,

the boundary condition at the sidewalls x = ±w/2, due to the reaction between the top

wall and the remaining solid, will give rise to the thickness effect. Furthermore, based on

the linear constitutive relation between the stress and the linear strain, as well as the fact

that the microchannel is usually prevented from displacements in the flowwise direction by

rigid inlet and outlet connectors, we are justified in reducing the problem to a plane strain

configuration with dominant linear strains exx, eŷŷ and exŷ, in the cross-section.
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For a plane strain problem, it is convenient to introduce the Airy stress function ϕ(x, ŷ)

that satisfies the homogeneous biharmonic equation (in dimensional form) [127]:

∂4ϕ

∂x4 + 2 ∂4ϕ

∂x2∂ŷ2 + ∂4ϕ

∂ŷ4 = 0. (4.3)

Then, the stresses are computed from the stress function as σxx = ∂2ϕ/∂ŷ2, σŷŷ = ∂2ϕ/∂x2

and σxŷ = −∂2ϕ/∂x∂ŷ. Meanwhile, σzz = νs(σxx + σŷŷ) according to the constitutive

equation of linear elasticity, where νs is the Poisson ratio. Note our analysis necessitates

different characteristic scales for the y or ŷ coordinate for the fluid and solid mechanics

problems. Therefore, for consistency and convenience, we solve the solid mechanics problem

in its dimensional form (4.3).

4.3.2 Large-thickness case

In the present study, we are interested in the case of thick top wall, which arises because

microchannels are frequently embedded in half-space-like PDMS medium when manufactured

by, e.g., replica molding [5]. From the scaling analysis of equation (3.2) in section3.3, we

learned that, as the thickness increases, σxŷ decreases as 1/(γ), while σxx decreases even

faster, as 1/γ2. Thus, consider the case when the thickness is large enough, specifically

(γ2 ≫ 1. Then, σxx is much smaller than the other stresses in the solid, as well as at

both sidewalls. Taking σxx|x=±w/2 = 0 and assuming that the displacement at the corner

is negligible, the boundary condition at x = ±w/2 is reduced to that of a simple support.

This result is crucial to the analysis that follows because equation (4.3) can now be solved

exactly using Fourier series in the simply supported rectangular configuration.

At ŷ = 0, the normal stress in the solid should match the local hydrodynamic pressure:

σŷŷ|ŷ=0 = −p(ẑ) = −p(z) (due to ẑ = z). Since we seek a Fourier series solution for σŷŷ, we

must decompose this boundary condition into a (trivial) Fourier series:

σŷŷ|ŷ=0 = −p(z)
∞∑

m=1
Am sin

[
κm

(
x+ w

2

)]
, (4.4)
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where κm = mπ/w and Am = 2
mπ

[1 − (−1)m], and it is easy to see that summation in (4.4)

equals 1 for x ∈ (−w/2,+w/2). Note, however, that the series converges to 0 at x = ±w/2

because the odd extension has been used to construct the sine series, which causes the

discontinuity at the two edges.

Next, the superposition principle comes into play. It is easily verified that

ϕm(x, ŷ) = sin
[
κm

(
x+ w

2

)] (
C1eκmŷ + C2e−κmŷ + C3ŷeκmŷ + C4ŷe−κmŷ

)
(4.5)

satisfies equation (4.3) for any integer m = 1, 2, . . .. The corresponding stress state is

σxx,m(x, ŷ) = sin
[
κm

(
x+ w

2

)] [
C1κ

2
meκmŷ + C2κ

2
me−κmŷ

+ C3(2κmeκmŷ + eκmŷ) + C4(−2κme−κmŷ + κ2
mŷe−κmŷ)

]
, (4.6a)

σŷŷ,m(x, ŷ) = −κ2
m sin

[
κm

(
x+ w

2

)] (
C1eκmŷ + C2e−κmŷ + C3yeκmŷ + C4ŷe−κmŷ

)
, (4.6b)

σxŷ,m(x, ŷ) = −κm cos
[
κm

(
x+ w

2

)] [
C1κmeκmŷ − C2κme−κmŷ

+ C3(eκmŷ + κmŷeκmŷ) + C4(e−κmŷ − κmŷe−κmŷ)
]
. (4.6c)

Four boundary conditions are needed to determine these coefficients. The stress continuity

at the interface (equations (4.7)1 and (4.7)2) and the stress free conditions at the upper edge

of the top wall (equations (4.7)3 and (4.7)4) require that

σŷŷ,m|ŷ=0 = Am sin
[
κm

(
x+ w

2

)]
, σxŷ,m|ŷ=0 = 0, σŷŷ,m|ŷ=d = 0, σxŷ,m|ŷ=d = 0. (4.7)

Imposing equations (4.7) on equations (4.6), we obtain

C1 = −Am(1 + 2ξ + 2ξ2 − e−2ξ)
2κ2

m(1 + 2ξ2 − cosh 2ξ) , (4.8a)

C2 = −Am(1 + 2ξe−2ξ − 2ξ2e−2ξ − e−2ξ)
κ2

m[(e−2ξ − 1)2 − 4ξ2e−2ξ] , (4.8b)

C3 = Am(1 + 2ξ − e−2ξ)
2κm(1 + 2ξ2 − cosh 2ξ) , (4.8c)

C4 = − Am(1 + 2ξe−2ξ − e−2ξ)
κm[(e−2ξ − 1)2 − 4ξ2e−2ξ] . (4.8d)
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Note the coefficients C1, C2, C3 and C4 are not fixed constants but vary with m and the

thickness t via the definition ξ = κmd = mπγ. Finally, the solution to equation (4.3), as well

as the three unique stress components, can be constructed by superposition:

ϕ(x, ŷ, z) = −p(z)
∞∑

m=1
ϕm(x, ŷ), σxx(x, ŷ, z) = −p(z)

∞∑
m=1

σxx,m(x, ŷ),

σŷŷ(x, ŷ, z) = −p(z)
∞∑

m=1
σŷŷ,m(x, ŷ), σxŷ(x, ŷ, z) = −p(z)

∞∑
m=1

σxŷ,m(x, ŷ). (4.9)

4.3.3 Displacements at fluid–solid interface

Of course, the analysis above is only valid for small deformation gradients. In this regime,

the stress–strain relations of linear elasticity [127] dictate that

exx,m =
∂us

x,m

∂x
= 1
Ē

(σxx,m − ν̄sσŷŷ,m) , (4.10a)

eŷŷ,m =
∂us

ŷ,m

∂ŷ
= 1
Ē

(σŷŷ,m − ν̄sσxx,m) , (4.10b)

exŷ,m = 1
2

(
∂us

ŷ,m

∂x
+
∂us

x,m

∂ŷ

)
= 1

2Gσxŷ,m, (4.10c)

where G = E/[2(1 + νs)] is the shear modulus of elasticity, and Ē and ν̄s are related to the

Young’s modulus E and the Poisson’s ratio νs by Ē = E/(1 − ν2
s ) and ν̄s = νs/(1 − νs),

respectively, because of the plane strain configuration considered herein [127].

Integrating equations (4.10a) and (4.10b), us
x,m and us

ŷ,m are, respectively,

ux,m(x, ŷ) = − 1
Ē

cos
[
κm

(
x+ w

2

)]{
[ − 2C4 + κm(1 + ν̄s)(C2 + C4ŷ)]e−κmŷ

+ [2C3 + κm(1 + ν̄s)(C1 + C3ŷ)]eκmŷ
}

+ f2(ŷ), (4.11a)

uŷ,m(x, ŷ) = 1
Ē

sin
[
κm

(
x+ w

2

)]{
[C4(1 − ν̄s) + κm(1 + ν̄s)(C2 + C4ŷ)]e−κmŷ

− [ − C3(1 − ν̄s) + κm(1 + ν̄s)(C1 + C3ŷ)]eκmŷ
}

+ f1(x), (4.11b)
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where f1(x) and f2(ŷ) are arbitrary functions of integration. Substituting equations (4.11a)

and (4.11b) into equation (4.10c), we find

∂f1

∂x
+ ∂f2

∂ŷ
= 0. (4.12)

From equation (4.12), it is easily concluded that both f1 and f2 should be constants. Since

it is assumed that there are no vertical displacement at x = ±w/2, f1 = 0. According to the

symmetry of the problem, i.e., (∂us
x/∂x)|x=0 = 0, f2 = 0 as well.

Finally, the displacements are obtained by summing up all the ux,m and uŷ,m terms from

equations (4.11):

us
x(x, ŷ, z) = −p(z)

∞∑
m=1

us
x,m(x, ŷ), us

y(x, ŷ, z) = −p(z)
∞∑

m=1
us

ŷ,m(x, ŷ). (4.13)

To obtain the fluid–solid interface deflection profile, uy(x, z), as well as the shape of the

whole deformed cross-section, we simply take ŷ = 0 in equations (4.13). In order to evaluate

the Fourier series numerically and generate the plots herein, we find that keeping 50 terms

in the sum is sufficient.

However, in the large thickness case of interest herein, the above results can be further

simplified because C1 and C3 are small compared to C2 and C4, respectively. As shown in

figure 4.2, the dimensionless ratios C1/C2 and C3/C4 decrease very quickly with γ. Specif-

ically, for d/w ≳ 1 (say, d ≃ 1.5w), C1 and C3 are negligible compared to C2 and C4. In

this case, we can simply regard the stress-free boundary conditions in equations (4.7)3 and

(4.7)4 as being satisfied at ŷ = ∞ instead of ŷ = d; hence, C1 = C3 = 0, C2 = −Am/κ
2
m and

C4 = −Am/κm. Then, the vertical displacement at the fluid–solid interface reduces to

uy(x, z) = p(z)
Ē

∞∑
m=1

2Am

κm

sin
[
κm

(
x+ w

2

)]
(γ2 = d2/w2 → ∞). (4.14)

The panel of figure 4.2 supports our observations. The interface profiles for the cases of

γδ = 1.5 and γδ = 2.0 coincide with the curve predicted by equation (4.14). Also note that

equation (4.14) is in the form of equation (3.3), with (f)(x) solved as the right-hand side of

equation (4.14) divided by p(z).
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Figure 4.2. (a) Comparison of the coefficients from equations (4.8). (b)
The fluid–solid interface deflection profile from equations (4.13)2, (4.14) and
(4.15) for different thickness-to-width ratios γδ = t/w. The magnified plot was
generated using the script from [128].

It is easy to rewrite equation (4.14) in dimensionless form as

ucĒ

wPc

UY (X,Z) = P (Z)
∞∑

m=1

2Am

mπ
sin

[
mπ

(
X + 1

2

)]
= P (Z)F (X), (4.15)

where, for convenience, we have denoted by F the function of X defined by the Fourier

series. Now, the natural deformation scale is clearly uc = wPc/Ē, so that we can set the

prefactor on the left-hand side of equation (4.15) to unity. This scale is similar to the one

used in [12], where it was assumed ⟨uy⟩/w ∼ p/E. Note, however, that our analysis shows

that Ē = E/(1 − ν2
s ) must be used in the deformation scale instead of E because the top

wall in a long, shallow microchannel is in a plane strain configuration. Then, λ in equation

(4.2) is finally determined to be λ = uc/h0 = Pc/(Ēδ).
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We can see from equation (4.15) that the interface deflection profiles at different Z

coordinates have the same shape, denoted by F (X). It is easy to compute the maximum

and average displacement at the interface from equation (4.15):

max
X

UY = F (0)P (Z) ≈ 0.7426P (Z), (4.16a)

⟨UY ⟩ = P (Z)
∫ +1/2

−1/2
F (X)dX ≈ 0.5427P (Z) ≈ 0.7311 max

X
UY . (4.16b)

Note the prefactors here are different from previous studies, which either assumed a parabolic

deformation profile of the fluid–solid interface, in which case ⟨UY ⟩ = (2/3) maxX UY [19], or

obtained a quartic profile from plate theory with clamped boundary condition, in which case

⟨UY ⟩ = (8/15) maxX UY [31].

Observe that the simple support does not restrict the horizontal displacement (see equa-

tion (4.13)1). Denoting the horizontal displacement at the fluid–solid interface by ux, we can

express this displacement in the large-thickness case as

ux(x, z) = p(z)(1 − ν̄s)
Ē

∞∑
m=1

Am

κm

cos
[
κm

(
x+ w

2

)]
(γ2 = d2/w2 → ∞). (4.17)

Given that the typical Poisson ratio of PDMS is νs ≈ 0.4 to 0.5 [11], our theory predicts

u0
x ≪ u0

y since the ratio of the maximum value of these two displacements, from equations

(4.15) and (4.17), is only (1 − ν̄s)/2 = (1 − 2νs)/[2(1 − νs)]. This result is consistent with

experimental observations [12]. Interestingly, if we take the material of the top wall to be

strictly incompressible with νs = 0.5, the ux is exactly zero, even though us
x ̸= 0 for ŷ > 0.

The latter is not important in the context of the present study because we focus on the fluid

domain’s shape inside the microchannel.

4.3.4 Summary and discussion of the solid mechanics results

To summarize, we have derived a mathematical expression for the fluid–solid interface

deflection curve for the large thickness case. It should be clarified again that the thickness

is considered “large” specifically when 1/γ2 = (w/d)2 ≪ 1. In this distinguished limit, we

have shown that the top wall can be considered as a simply supported rectangle subject to
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uniform pressure at the bottom. Importantly, note the present thickness range includes but

is wider than w/d ≪ 1. For some cases with w/d ≃ 1, asymptotically, we can still satisfy

(w/d)2 ≪ 1.

4.4 Hydrodynamic resistance of the compliant channel

Having solved for the leading-order velocity profile in section4.2 and the cross-sectional

shape of the fluid–solid interface in section4.3.3, we are now in a position to solve the coupled

fluid–structure interaction problem. Specifically, in the microfluidics context, of greatest

interest is the hydrodynamic resistance, which characterizes the required pressure drop (i.e.,

force) to maintain steady flow at a given volumetric flow rate [2]. For fixed cross-sectional

shapes, this quantity can be characterized for any number of shapes [129] using the ability

to solve the Stokes equations for Re = 0 [130, section 2-5].

In a compliant channel, however, and the specific shape of the deformation profile in

cross-section depends on the pressure itself. This results in a nonlinear relationship between

the pressure drop and flow rate. We can determine this relation by directly calculating the

flow rate under the deformed cross-section. On using equation (4.1) for vz(x, y, z), we obtain:

q =
∫ +w/2

−w/2

∫ h(x,z)

0
vz(x, y, z) dy dx = − 1

12µ
dp
dz

∫ +w/2

−w/2
[h0 + uy(x, z)]3 dx, (4.18)

where uy(x, z) is given in equation (4.14) for the large-thickness case, and only the axial

velocity component contributes to the flow rate at the leading order in the assumed small

parameters. For a scenario with constant flow rate, equation (4.18) is a first-order differential

equation for p(z) given q = const., which can be solved by assuming the outlet pressure sets

the gauge, i.e., p(ℓ) = 0.

In the large-thickness case, the self-similarity of the fluid–solid interface deflection profile

makes it easy to solve equation (4.18) by separation of variables, yielding an implicit relation

for the hydrodynamic pressure:

q = wh3
0p(z)

12µ(ℓ− z)

1 + 3
2I1

(
wp(z)
Ēh0

)
+ I2

(
wp(z)
Ēh0

)2

+ 1
4I3

(
wp(z)
Ēh0

)3
 , (4.19)
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where

I1 =
∫ +1/2

−1/2
F (X) dX ≈ 0.542742, (4.20a)

I2 =
∫ +1/2

−1/2
F 2(X) dX ≈ 0.333333, (4.20b)

I3 =
∫ +1/2

−1/2
F 3(X) dX ≈ 0.215834, (4.20c)

and F (X) is the self-similar deflection profile shared by every cross-section given in equation

(4.15). The integrals in equations (4.20) are computed numerically using the trapezoidal

with respect to 100 evenly-space integration points on X ∈ [ − 1/2,+1/2]. Observe that,

while equation (4.19) has the same general structure (as already expected from [131]) as that

arising from theories based on plate-like elastic top walls [31], the prefactors I1,2,3 related to

the cross-sectional shape of the fluid–solid interface are larger by orders of magnitude.

Equation (4.19) can also be made dimensionless in the flow-rate-controlled regime as

Q = P (Z)
12(1 − Z)

[
1 + 3

2I1λP (Z) + I2λ
2P 2(Z) + 1

4I3λ
3P 3(Z)

]
. (4.21)

Recall that we defined λ = uc/h0 = P0/(Ēδ) so that H(X,Z) = λU0
Y (X,Z). The dimension-

less flow rate–total pressure drop relation is obtained by taking Z = 0 in equation (4.21). As

the top wall deformation increases, i.e., for larger λ, the nonlinearity in the relation becomes

more pronounced.

Finally, taking z = 0, the relation between the total pressure drop ∆p and the volumetric

flow rate q is obtained from (4.19):

q = wh3
0∆p

12µl

1 + 3
2I1

(
w∆p
Ēh0

)
+ I2

(
w∆p
Ēh0

)2

+ 1
4I3

(
w∆p
Ēh0

)3
 . (4.22)

The important message is that with the consideration of the fluid–structure interaction in the

microchannel, the flow rate and pressure drop relation deviates from the classic Poiseuille’s

law, which for a rectangular channel is q = wh3
0∆p/(12µl) (neglecting drag from the lateral
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sidewalls) [2], and displays nonlinearity. Although I1 > I2 > I3, it is important to emphasize

that equation (4.22) is simply a polynomial, and not a perturbation series, in ∆p.

4.5 Illustrated examples and validation

At the leading order in the small parameter ϵ, we have reduced the 3D deformation

of the top wall to a 2D problem by considering each cross-section (in the (x, y) plane) as

independent. Such decoupling is a natural consequence of the long and slender geometry and

has also been shown asymptotically by Christov et al. [31] and numerically by Chakraborty

et al. [13]. Based on this idea, various models, either with or without fitting parameters, have

been put forward to account for the nonlinear flow rate–pressure drop relation. The very

first one was from Gervais et al. [12] in the form of an implicit relation for the hydrodynamic

pressure p(z):

q = h4
0E

48αµ(l − z)


[
1 + α

p(z)w
Eh0

]4

− 1
 , (4.23)

where α came from the assumption ⟨uy⟩/h0 = αp(z)/(Eδ) for the thick top wall and has to

be determined by fitting to experiments. Here ⟨uy⟩ is the average interface deflection at each

fixed-z cross-section. Even though this model has been employed in a lot of later works [26],

[27], the unknown fitting parameter α is one of the biggest drawbacks. More recent work has

focused on eliminating the fitting parameter, specifically for thinner top walls, plate theory

[31], [33] or engineering pressure–displacement models [132] can be used [31], [33] to obtain

the hydrodynamic resistance in the deformed microchannel.

Importantly, in the present study, our emphasis is on the thick top wall case, therefore our

scaling is different from [28], [31], [33], wherein λ = 12(w/d)3P0/(Ēδ) was used. A prefactor

∝ (w/d)3 shows up in λ when the top wall is plate-like, i.e., d ≲ w, which is a consequence of

the assumed bending-dominated regime (and results in a very large value of λ for thick top

walls). Nevertheless, these theories are self-consistent in that the coefficients in the flow rate–

pressure drop relation (i.e., the counterpart of I1, I2 and I3 in equation (4.21) above) become

much smaller to balance the large values of λ. However, in the large-thickness case, we have

already shown that σxx ∼ 1/γδ2, meaning that the bending moment in the solid is actually
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Figure 4.3. (a) Pressure P as a function of the axial coordinate Z, computed
by inverting equation (4.21), for different values of λ with Q = 1. (b) The
deformed fluid–solid interface, H(X,Z) = λUY , is computed from equation
(4.15) with P (Z) having been obtained from (4.21), for Q = 1 and λ = 1.
The red dashed curve represents the maximum cross-sectional deflection of the
interface.

negligible. This observation clearly shows that different solid deformation mechanisms are

involved during FSI in microchannels with large versus small top wall thicknesses (compared

to the width).

Next, we will give a systematic discussion of the predictions of our FSI theory for mi-

crochannels with thick top walls. At steady state, the flow rate q = const., and each cross-

section will inflate under the local pressure p(z). The increase in area reduces the local fluid

velocity, which introduces a non-constant pressure gradient along the flowwise z-direction.

As shown in figure 4.3a for λ = 0 (i.e., when the channel is rigid), the pressure decreases lin-

early from the inlet to the outlet, and dP/dZ is a constant in this case. However, as the top

wall becomes softer, with the increase of λ, the P (Z) profile deviates further from the linear

profile, and dP/dZ is a decreasing function of Z. Accordingly, based on equation (4.15),

the maximum deflection at the fluid–solid interface, H(0, Z), is expected to be concave, as

illustrated in figures 4.3b and 4.4b.

Equation (4.21) is applicable in both the steady-state flow-rate-controlled and pressure-

drop-controlled flows. As shown in figure 4.4a, with controlled flow rate, the total pressure

drop is a linear function of flow rate for a rigid channel but a nonlinear function for a
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Figure 4.4. (a) Flow-rate-controlled regime: pressure drop across channel,
computed using equation (4.21), as a function of Q, for different values of the
compliance parameter λ. (b) Pressure-drop-controlled regime: The maximum
(across the cross-section) interface deflection of the channel top wall as a func-
tion of the flowwise coordinate Z with ∆P = 1; Q for different value of λ is
computed via equation (4.21) evaluated at Z = 1, then P (Z) is obtained by
inverting the same equation. Substituting P (Z) into equation (4.15), U0

Y is
found, from which H(X,Z) = λUY and maxX H(X,Z) = H(0, Z) are calcu-
lated and plotted.

soft channel. Furthermore, the pressure drop decreases as the compliance of the channel

increases because, under a fixed flow rate, the softer channel will deform more to reduce

the flow velocity, and therefore, the pressure losses due to viscosity at each cross-section. In

turn, for a pressure-drop controlled flow, the softer channel will allow a higher flow rate, as

well as a larger deflection. As shown in figure 4.4b the maximum deflection at the fluid–solid

interface also increases with λ, for a given pressure drop.

Next we compare our theory with previous experimental studies from the literature,

namely [12], [28]. Apart from the model (4.23) proposed in [12], Gervais et al. performed

experiment with microchannels with two different Young’s moduli and two different widths.

The important parameters are summarized in table 4.1. Note the thickness for experiment

was reported to be larger than 6 mm, but it was numerically shown that 2 mm was thick

enough for a sufficiently accurate comparison. Moreover, the undeformed height, h0, for the

case GEGJ 4 is corrected to 30 µm instead of the reported 26 µm based on the value of α.
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We compute 1/γ2 in the last column of table 4.1 and show that our theory is applicable to

all the four cases because 1/γ2 ≪ 1 for all data sets. It is important to note that previous

theory of microchannel FSI [31], [33] is not applicable, even as an approximation, to any of

these cases.

Table 4.1. Values of physical parameters used in the experiments of Gervais
et al. [12], where the Poisson ratio is νs = 0.5, and the fluid’s viscosity is
µ = 0.001 Pa·s for all the cases.
Case h0 w l d E δ ϵ γ 1/γ2

[µm] [µm] [cm] [mm] [MPa] [ – ] [ – ] [ – ] [ – ]
GEGJ 1 (▲) 26 250 1 2 2.2 0.1040 0.0026 8 0.0156
GEGJ 2 (■) 30 500 1 2 2.2 0.0600 0.0030 4 0.0625
GEGJ 3 (▲) 26 250 1 2 1.1 0.1040 8 76.92 0.0156
GEGJ 4 (■) 30 500 1 2 1.1 0.0600 4 66.67 0.0625

In figure 4.5, the flow rate–pressure drop relation curves predicted by equation (4.22)

are shown to agree favorably with the experiments. The corresponding predicted maximum

displacement at the interface is shown in figure 4.6. Although some deviations are observed,

it is not easy for us to provide a definite reason as to why, due to the lack of information

about experimental sources of error in [12]. In the cases GEGJ 2 and 4, there exists an almost

constant shift from the experiment, which could be systematic error. For the cases GEGJ

1 and GEGJ 3, the pressure drops predicted by the theory at higher flow rates are larger

than the experiments, which would indicate that the theory underestimates the channel

deformation at higher flow rates. It is also relevant to note that the worst agreement in

figure 4.5 is for case GEGJ 3, which exhibits the largest deformation in figure 4.6. Overall,

the largest source of uncertainty, however, is the measurement of the undeformed channel

height h0. Indeed, one reason we have not included the maximum deformation data from

[12] in figure 4.6 is that the error bars are too large to make a meaningful comparison. As

we show in the next comparison with the experiments from [28], a small uncertainty in h0

can lead to a large effect on the predicted pressure drop.

A further, quantitative, comparison between our theory and the fitting model (4.23) can

be achieved by computing the values of the statistical coefficient of determination R2 via
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Figure 4.5. Comparison between our theory and the experimental data from
[12] for the pressure drop ∆p as a function of the flow rate q. The symbols
represent the experimental data while the curves are the prediction from equa-
tion (4.22), without any fitting parameters. The black (dark) dashed and solid
curves correspond to cases GEGJ 1 and GEGJ 2, respectively, while the red
(light) curves correspond to GEGJ 3 and GEGJ 4, as described in table 4.1.

least squares [133] for each model, as shown in table 4.2. Unsurprisingly, the R2 values of the

model (4.23) are closer to 1 than those of the present theory because it is a one-parameter

best-fit of the experimental data. Nevertheless, the present theory, without any fitting

parameters, also give values of R2 ≈ 1, which means that the present fitting-parameter-free

theory can capture the physics of the problem as accurately as a fitting model.

Table 4.2. The comparison of the values of R2 between the present theory,
equation (4.22), and the model in [12], denoted GEGJ fit (see equation (4.23)).
The value of the fitting parameter α for each case is available in [12].

Case GEGJ 1 GEGJ 2 GEGJ 3 GEGJ 4
Present theory 0.9633 0.9859 0.8904 0.9224

GEGJ fit 0.9904 0.9988 0.9792 0.9920
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Figure 4.6. The maximum vertical displacement of the fluid–solid interface
max u0

y as a function of the flow rate q for the cases in table 4.1. The pressure
drop is first computed by equation (4.22) and then substituted into equation
(4.14) to obtain max u0

y and plot it.

More recently, Raj et al. studied the hydrodynamic resistance in microchannels by varying

the top wall thickness as well as the Young’s modulus [28]. Six sets of experimental data

were reported, with parameters summarized in table 4.3. A model based on the thick plate

assumption was also proposed in [28]. Unfortunately, we have found that the model cannot

explain the FSI because the top wall within the present thickness range cannot be regarded

as the thick plate (recall section 4.3). In figure 4.7, we compare the flow rate–pressure drop

relation from our theory to the experiments; once again, favorable agreement is observed.

Note that equation (4.14) does not involve the thickness d, which is why only one prediction

curve is obtained for all the three thicknesses used in these experiments. The shaded region

represents the 5 µm uncertainty in the undeformed channel height reported in [28].

It is well known that microfluidic measurements are highly sensitive to the channel height

because ∆p ∼ µlq/(wh3
0) in the lubrication limit [6]. Almost all the experimental data fall

into the shaded region, showing that the present theory is able to give quantitative prediction

of the hydrodynamic resistance, but perhaps the experiments in [28] were not accurate
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Table 4.3. Values of the physical parameters used in the experiments of Raj
et al. [28]. The microchannel is w = 350 µm wide, l = 3 cm long and h0 = 50
± 5 µm in height. Based on the reported experimental conditions in [28], the
fluid viscosity is taken to be µ = 9.110 × 10−4 Pa·s, and the Poisson ratio is
νs = 0.5, for all the cases.

Case t E δ ϵ γ 1/γ2

[mm] [MPa] [ – ] [ – ] [ – ] [ – ]
RDC 1 (□) 2.0 2.801 0.1286–0.1571 0.0015–0.0018 5.7143 0.0306
RDC 2 (□) 1.0 2.801 0.1286–0.1571 0.0015–0.0018 2.8571 0.1225
RDC 3 (□) 0.5 2.801 0.1286–0.1571 0.0015–0.0018 1.4286 0.49
RDC 4 (⃝) 2.0 0.157 0.1286–0.1571 0.0015–0.0018 5.7143 0.0306
RDC 5 (⃝) 1.0 0.157 0.1286–0.1571 0.0015–0.0018 2.8571 0.1225
RDC 6 (⃝) 0.5 0.157 0.1286–0.1571 0.0015–0.0018 1.4286 0.49

enough to achieve their goal of addressing the effect of d/w. There are slight deviations in

the cases RDC 3 and RDC 6 at large flow rates, which might be a consequence of the large

elastic deformation in those cases. Also, these two cases have 1/γ2 = 0.49, thus they are

already the least favorable ones from the point of view of the limits of applicability of the

proposed theory, which requires 1/γ2 ≪ 1. Overall, the agreement between the theoretical

predictions and the experiments is quite satisfactory.

We also compare the maximum deflection of the fluid–solid interface at z = 7.5 mm,

with E = 0.157 MPa, as a function of the flow rate. Figure 4.8 shows a comparison between

the theoretical prediction and the experimental data from [28]. The agreement is best for

the smaller flow rates. At larger flow rates, the experiment suggest that the deformation

saturates, i.e., stops increasing, unlike the theoretical prediction. In this case, we believe that

nonlinear elastic effects, which our linear elastic theory cannot capture, begin to dominate.

Another two sets of experimental data for z = 15 mm and z = 22.5 mm were also provided in

[28]. However, we believe that there are potentially some misprints in [28] because according

to the previous discussions, the maximum displacement at the fluid–solid interface is expected

to be a concave, instead of a convex, function of z (see figures 4.3b and 4.4b). Furthermore,

in spite of the deviations of the interface deflection at large q, we find that the prediction of

the hydrodynamic resistance is still good (see figure 4.7), which means that the flow rate–
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Figure 4.7. Comparison between our theory and the experimental data from
[28] for the pressure drop ∆p as a function of the flow rate q. The symbols
represent the experimental data for the different cases described in table 4.3.
The curves are the predictions from equation (4.22). The solid curve is for
E = 2.801 MPa, while the dashed curve is for E = 0.157 MPa. The shaded
region about each curve represents the uncertainty in ∆p due to the reported
uncertainty in the undeformed channel height (i.e., h0 = 50 ± 5µm).

pressure drop relation is not sensitive to discrepancies in the maximum deformation, and so

it can be pushed to a larger range of flow rates than one might a priori expect.

4.6 Discussion

To this end, we have shown that our theory is able to capture the important physics of the

steady-state fluid–structure interaction between a Newtonian fluid and a long and shallow

microchannel with a thick compliant top wall. For the fluid mechanics, under the lubrication

approximation, we appealed to the standard result that the axial velocity profile is parabolic

in any cross-section, even if the cross-section varies (slowly) in the flowwise direction.

The more important discovery lies in the solid mechanics of the wall deformation. A

scaling analysis of the elastostatics equations (3.2) for the solid showed that the stresses in

the cross-sections perpendicular to the flowwise direction are dominant and, thus, the 3D
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Figure 4.8. Comparisons of the maximum interface deflection uy(0, z) as a
function of the flow rate q at the z = 7.5 mm cross-section with E = 0.157
MPa between our theory and the experimental data from [28]. The symbols
represents the reported experimental data, as described in table 4.3, while the
solid curve is the prediction from equation (4.14). The shaded region represents
the uncertainty in ∆p due to the reported uncertainty in undeformed channel
height (i.e., h0 = 50 ± 5 µm).

solid mechanics problem is simplified to a 2D plane strain problem. Assuming small strains

and using the linear theory of elasticity, we show that the top wall’s thickness plays an

important role in the stress distribution in solid and, accordingly, has a significant influence

on the boundary conditions to be imposed at two lateral surfaces of the top wall. By

requiring that width w and thickness t are such that 1/γ2 = (w/d)2 ≪ 1, also defined as

the large-thickness case in the present study, the top wall deformation was decoupled in the

flowwise direction, allowing us to treat it as a simply supported rectangle at each cross-

section. This analysis yielded a self-similar deflection curve at the fluid–solid interface, when

scaling the deformation by the pressure. Furthermore, the present analysis showed that the

characteristic scale for the interface deformation for the thick-wall problem is independent

of thickness as in [12] (but different from the plate-like problem [31], [33], [134]), specifically
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P0w/Ē = Pcw(1 − ν2
s )/E, which is the expression from [12], Pcw/E, corrected for a plane

strain configuration.

Integrating the flow velocity at a cross-section, we obtained flow rate–pressure drop rela-

tion, which deviates from the Poiseuille’s law because it nonlinearly depends on the compli-

ance of the top wall. The results predicted by the present theory agree favorably with the

previous experimental studies [12], [28]. While previous theoretical analyses [31], [33], [135],

[136] have successfully addressed this type of fluid–structure interaction for thinner plate-

like top walls with d/w ≲ 1, the present theory is the first to quantify the hydrodynamic

resistance in shallow compliant microchannels with thick top walls such that (d/w)2 ≫ 1.

The present theory is not only fitting-parameter-free but also directly solves for the fluid–

solid interface deflection profile without assuming any specific shape. Our theory uncovers

the physics hidden in the fitting parameter, α, of the widely used model (4.23), of which many

ad hoc variations have been proposed [27], [28], [137]. The present analysis also provides

a clear answer for why the previous plate-theory-based models [31], [33], [138] cannot be

pushed to large-thickness regime (even qualitatively) by showing that the bending effects

are trivial in the present model. The differences between these theories are also reflected by

the different parameter dependencies of the dimensionless numbers quantifying compliance.

4.A Appendix: Moderate thicknesses and effect on the boundary conditions

Consider a configuration similar to that shown in figure 4.1 but the thickness of the top

wall is not as large. (The side walls are still considered very thick, specifically infinite for the

purposes of this discussion.) In this moderate-thickness case, the plane strain assumption is

valid as long as the deformation is small enough, but the boundary conditions imposed at the

sidewalls are not clear because σxx is not negligible. Specifically, it is not necessarily correct

to impose the simply supported boundary conditions from section 4.3.2. At the same time,

there is no good reason to impose clamped boundary conditions, as the previous studies

on microchannels with thinner, plate-like walls [19], [31], [33], because for the geometry

considered herein the side surfaces are allowed to deform, while they were assumed to be

rigid in those previous studies.
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To understand the type of support at the side walls in the moderate-thickness case, we

start from the free body diagram in figure 4.9(b). Then, the reaction forces at the sidewalls

are

Ts = p(z)h0, Ns = 1
2p(z)w, Ms = 1

2p(z)(h
2
0 − wb), (4.24)

where Ts, Ns, and Ms denote the tension, shear force and the moment respectively. Here

b is introduced to represent the point of the reaction force at the bottom of the side solid.

Since h0 ≪ w, we expect that b ≪ w due to stress concentration. Within the top wall, the

resultant tension, T , shear force, N , and moment, M , are expected to scale as: T ∼ Ts,

N ∼ Ns, M ∼ p(z)w2/2 +Ms ∼ p(z)w2(1 + δ2 − b/w)/2 ∼ p(z)w2/2. Hence, we neglect Ms

in the following analysis.

Figure 4.9. The force systems in the cross-section of the elastic solid’s wall
for moderate thickness.

Thus, we can consider the configuration from figure 4.9(c), a slender rectangle subject to

pressure at the bottom, and shear and tension forces at the sidewalls. Note that the Airy

stress function is still applicable in this case, but it is challenging to solve the corresponding

biharmonic equation (4.3) with the inclusion of tension. Fortunately, the thinness of the
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structure makes Saint-Venant’s principle applicable, which states that “a local force system

has negligible effect on the stress distribution at distances that are large compared with the

dimension of the surface where the forces are applied” [139]. Accordingly, the displacement

field can be estimated based on a classic engineering model, without knowing the exact

details of the stress distribution in solid. Thus, we regard the top wall as a simply supported

beam with tension and solve for the displacement field by extending Timoshenko’s beam

theory.

Mechanical equilibrium requires that

∂T

∂x
= 0, (4.25a)

T
∂2uy

∂x2 + ∂N

∂x
+ p(z) = 0, (4.25b)

−∂M

∂x
+N = 0, (4.25c)

where uy now represents the deflection of the mid-plane of the beam (y = d/2). The

deformation at the fluid–solid interface is expected to be very close to that of the mid-plane

due to the slenderness of the top wall. The corresponding constitutive relations are

M = −ĒI ∂φ
∂x
, (4.26a)

N = κdG

(
−φ+ ∂uy

∂x

)
, (4.26b)

where I = d3/12 is the second area moment of the beam cross-section, φ represents the

rotation of the normal of the cross-section, and κ is the shear correction factor [140]. Also

recall that Ē = E/(1−ν2) is the modified Young’s modulus and G = E/[2(1+ν)] is the shear

modulus. As before, assuming zero displacement, as well as negligible moment at x = ±w/2,

the boundary conditions are

uy|x=±w/2 = 0, M |x=±w/2 = 0. (4.27)
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Equation (4.25)1 shows that the tension is constant in the cross-section, i.e., T = Ts =

p(z)h0. Then, equations (4.25) – (4.26) can be rewritten in terms of φ and made dimen-

sionless:
∂4φ

∂X4 − ζP (Z)
 ∂2φ

∂X2 − (1 + ν̄)
6κ

(
d

w

)2
∂4φ

∂X4

 = 0. (4.28)

Here the constant ζ = Tw2/(ĒI) = Pch0w
2/(ĒI) has been introduced to quantify the

tension effect. In equation (4.28), the first term represents the bending effect. The terms in

the bracket represents the influence of tension, and the thickness effect is captured by the

second term. Given the typical range of parameters for a microchannel, we conclude that the

tension cannot be neglected here. Therefore, for the small thickness case, the top wall can

no longer be regarded as a simply supported rectangle but, rather, it behaves like a beam

with an immovable edge, i.e., simple support plus tension [120].

Soving equations (4.25) – (4.26), the vertical displacement of the mid-plane, which is

also approximately the vertical displacement at the fluid–solid interface, is found to be

uy(x, z) =
[

w2

4u2(z)h0
− (1 + ν̄)d2

6κh0

]{
cosh [2u(z)x/w]

cosh u(z) − 1
}

− 1
2h0

(
x+ w

2

)(
x− w

2

)
,

(4.29)

where

u2(z) = p(z)h0w
2

4ĒY I

[
1

p(z)h0/(κdG) + 1

]
= ζP (Z)

4

1 + (1 + ν̄)
6κ

(
d

w

)2

ζP (Z)
−1

. (4.30)

If (d/w)2 ≪ 1, then u2(z) ≈ ζP (Z)/4 = p(z)h0w
2/(4ĒI) and the second term in the bracket

in equation (4.29) also vanishes, then equation (4.29) is reduced to the Euler–Bernoulli beam

with tension [120]. However, unlike equations (4.13)2 and (4.14) of the large-thickness case,

the deflection profile in equation (4.29) no longer displays self-similarity along the flow-wise

direction because p(z) cannot be factored out.

To get a sense of the tension effect, we compare this proposed moderate-thickness theory

with other models in figure 4.10. Note that we compare δH(X,Z)/P (Z), with δH(X,Z) =

h0/w×uy(x, z)/h0, to show the magnitude of the deformation. For the applicability of linear

elasticity, we expect that δH(X,Z) ≪ 1. We can see that tension suppresses deformation,
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Figure 4.10. The cross-sectional deformation profile δH(X,Z)/P (Z) versus
X for a microchannel with δ = 0.1 and d/w = 0.1 under a pressure drop such
that ζ = 5. The solid curve corresponds to equation (4.29). The dashed curve
represents the deformation of a simply supported beam using equation (4.13)2.
For comparison, the dotted curve is the solution from Shidhore and Christov
[33] for a clamped thick-plate-like wall.

compared to the case of simply supported beam. However, the tension is not as restrictive

as the clamping considered in [33].

As before, the flow rate–pressure drop relation is obtained by integrating the axial fluid

velocity across the cross-section. Then, we rewrite p(z) as a function of u(z), so that equation

(4.18) can be written entirely in terms of u:

p(z) =
[

h0w
2

4ĒIu2(z)
− δ

κγG

]−1

⇒ q = − 1
12µ

du
dz

dp
du

∫ +w/2

−w/2
[h0 + uy(x, z)]3 dx︸ ︷︷ ︸

=R(u)

. (4.31)

Using separation of variables, the solution of the last ODE can be expressed as a quadrature:

q = 1
12µ(l − z)

∫ u(z)

0
R(u′) du′, (4.32)

where u′ is a “dummy” integration variable. Unfortunately, this integral appears to require

numerical evaluation.
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5. REDUCED MODELS OF FINITE-REYNOLDS-NUMBER

FLOWS THROUGH COMPLIANT RECTANGULAR

MICROCHANNELS AT STEADY STATE

SUMMARY

In this chapter, we analyze Newtonian fluid flow in a rectangular duct with a soft top

wall at steady state. The resulting fluid–structure interaction (FSI) is formulated for both

vanishing and finite flow inertia. At the leading-order in the small aspect ratio, the lu-

brication approximation implies that the pressure only varies in the streamwise direction.

Meanwhile, the compliant wall’s slenderness makes the fluid–solid interface behave like a

Winkler foundation, with the displacement fully determined by the local pressure. Coupling

flow and deformation and averaging across the cross-section leads to a one-dimensional re-

duced model. In the case of vanishing flow inertia, an effective deformed channel height

is defined rigorously to eliminate the spanwise dependence of the deformation. It is shown

that a previously-used averaged height concept is an acceptable approximation. From the

one-dimensional model, a friction factor and the corresponding Poiseuille number are de-

rived. Unlike the rigid duct case, the Poiseuille number for a compliant duct is not constant

but varies in the streamwise direction. Compliance can increase the Poiseuille number by a

factor of up to four. The model for finite flow inertia is obtained by assuming a parabolic

vertical variation of the streamwise velocity. To satisfy the displacement constraints along

the edges of the channel, weak tension is introduced in the streamwise direction to regularize

the Winkler-foundation-like model. Matched asymptotic solutions of the regularized model

are derived.

The material in this chapter was published as [X. Wang, I.C. Christov, “Reduced mod-

els of unidirectional flows in compliant rectangular ducts at finite Reynolds number”, Phys.

Fluids, vol. 33, art. 102004, 2021] [114], reproduced with the permission of AIP Publishing.

Both authors contributed to the analysis of the problem and the derivation of the mathe-

matical model. X.W. wrote the Python script and conducted all the case studies and data

analysis. X.W. and I.C.C. jointly discussed the results, drafted and revised the manuscript.
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5.1 Preliminaries: review on dominant effects

In this chapter, we take a step back to investigate the steady FSIs in the common rectan-

gular microchannel with a deformable top wall, as section introduced in figure 3.1 of chap-

ter 3. On one hand, as discussed in section 3.2, owing to the slenderness and shallowness of

the channel, i.e., h(x, z) ≪ w ≪ ℓ, the lubrication approximation applies. Specifically, the

dimensionless incompressible Navier–Stokes equations at the leading order in ϵ are written

as

∂VX

∂X
+ ∂VY

∂Y
+ ∂VZ

∂Z
= 0, (5.1a)

− ∂P

∂X
= 0, (5.1b)

−∂P

∂Y
= 0, (5.1c)

R̂e
(
VX

∂VZ

∂X
+ VY

∂VZ

∂Y
+ VZ

∂VZ

∂Z

)
= −∂P

∂Z
+ ∂2VZ

∂Y 2 . (5.1d)

The important observation from above is that, up to a reduced Reynolds number of R̂e ∼

O(1), equation (5.1b) and equation (5.1c) indicate that the flow pressure P is shown to vary

along the flowwise direction Z only.

On the other hand, as shown in section 3.3, since the wall is made slender with d ≪ ℓ

and w ≪ ℓ, the 3D linear elasticity problem can be reduced to a 2D plane strain problem.

Then, the displacement at the fluid–solid interface at different z locations is fully determined

by the local pressure p(z) at the leading order (in ϵ), like a Winkler foundation. The general

solution has a general form of equation (3.3), from which we can write the dimensionless

deformed channel height H(X,Z) as

H(X,Z) = h0 + uy(x, z)
h0

= 1 + λF (X)P (Z), (5.2)

where λ := Uc/h0, with Uc being the characteristic displacement of the top wall, is a di-

mensionless group that captures the compliance the top wall. The spanwise profile F (X)

is obtained by solving the corresponding elasticity problem in the (X, Y ) cross-section of

the duct [31], [33], [34], [101]. Also, note that equation (5.2) is not an assumption but a
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consequence of the asymptotic reduction of the elasticity problem for a long and slender mi-

crochannel. Since the analysis in section 3.3 only involves balancing the momentum equation

in the solid, it holds for any boundary conditions. However, the boundary conditions play a

role in determining the actual deformation field, leading to different expressions for F (X).

Also note that equation (5.2) takes the form of the deformation of a soft layer on a

Winkler foundation [117], [118], but now the foundation’s (dimensionless) “spring stiffness”

is given by λF (X). Winkler-foundation-like relations between pressure and deformation arise

in a number of soft lubrication problems [64], [65], including particles near elastic substrates

[141], [142], slider bearings [143], and rollers [144].

We will show how to realize fluid–solid coupling in this chapter. The following discussion

begins with the case of R̂e → 0 (in section 5.2), i.e., flow with negligible inertia. In this case,

we consider two different mechanical responses of the compliant microchannel’s wall, for

which analytical solutions, based on the notion of a slowly-varying [145] unidirectional flow

solution, are available in the literature [31], [33], [34], [101], [135], [136]. (It is important to

note that, unlike the case of unidirectional flows in rigid ducts, the solutions discussed herein

are not exact solutions of the incompressible Navier–Stokes equations [146].) For both types

of mechanical response, the previous solutions yield a 3D model, in which the dimensionless

axial flow profile VZ = VZ(X, Y, Z) and the top wall shape H = H(X,Z) are coupled via

the hydrodynamic pressure P (Z). Our goal here is to first construct and validate reduced

2D models by “removing” the X dependence in a suitably rigorous way, so that H = H(Z)

only. Upon accomplishing this reduction, averaging the 2D model over Y yields a 1D model

in which H = H(Z) and P = P (Z) are the remaining dependent variables. Therefore, when

we extend the model to account for R̂e = O(1) (in section 5.3), i.e., to flow with moderate

inertia, it suffices to consider just one reduced model (instead of each mechanical response

individually).
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5.2 Negligible fluid inertia: R̂e → 0

5.2.1 Effective deformed channel height

As already derived in section 4.2, neglecting the inertia of the flow by taking R̂e → 0 in

equation (5.1d), we find that the axial velocity VZ , subject to the no-slip boundary condition

at the walls, has a parabolic variation along the height of the duct (Y -direction):

VZ(X, Y, Z) = −1
2

dP
dZY [H(X,Z) − Y ]. (5.3)

At steady state, the flow rate is

Q :=
∫ +1/2

−1/2

∫ H(X,Z)

0
VZ(X, Y, Z) dY dX = const., (5.4)

and thus the pressure gradient is found from equations (5.3) and (5.4) to be

−dP
dZ = 12Q∫+1/2

−1/2 H
3(X,Z) dX

. (5.5)

Equation (5.5) can satisfy either one or two pressure boundary conditions (BCs). On the

one hand, if the flow rate is controlled, then we can enforce Q = q/q = 1 (i.e., take Pc =

µqℓ/(wh3
0) in the nondimensionalization) and set the outlet pressure to gauge, i.e., P (Z =

1) = 0. On the other hand, if the pressure drop ∆P = P (Z = 0) − P (Z = 1) is controlled,

then enforcing P (0) = p(0)/∆p = 1 (i.e., taking Pc = ∆p in the nondimensionalization) is

now also a BC, in addition to P (Z = 1) = 0, from which Q is determined like an eigenvalue.

Thus, in principle, the dimensionless flow rate Q and the dimensionless pressure drop ∆P

are not independent [31], and we do not specify the flow regime a priori to make our results

general. Either way, the pressure distribution in the duct can be determined by integrating

equation (5.5) in Z, as long as the shape of fluid–solid interface, i.e., H(X,Z), is known.
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Before we introduce expressions for H(X,Z), recall that, in a wide rigid rectangular duct,

the relation between the pressure gradient and the flow rate is set by a Poiseuille-like law

[115]:

−dp
dz = 12µq

wh3
0
. (5.6)

Thus, for a clearer comparison, it is helpful to transform equation (5.5) back into the dimen-

sional form as

−dp
dz = 12µq∫+w/2

−w/2 h
3(x, z) dx

. (5.7)

In order to consistently rewrite equation (5.7) in the form of a Poiseuille-like law (5.6), we

define the effective channel height as

he(z) :=
[

1
w

∫ +w/2

−w/2
h3(x, z) dx

]1/3

. (5.8)

Then, equation (5.7) can be rewritten as

−dp
dz = 12µq

wh3
e(z)

. (5.9)

Note that the corresponding dimensionless effective channel height is

He(Z) := he(z)
h0

=
[∫ +1/2

−1/2
H3(X,Z) dX

]1/3

. (5.10)

Equation (5.9) can be viewed as a generalization of the Poiseuille-like law (for a wide

rigid rectangular duct) to a variable-height microchannel. From another perspective, using

the axially varying height he(z) in equation (5.9) eliminates the spanwise x-dependence of

h(x, z). Then, since the velocity was already averaged across the cross-section (to introduce

q), the original 3D model has been reduced to an effective 1D model. Note that he is

meaningful only when speaking of the relation between q and dp/dz, both of which only

vary with z. This fact does not mean that the velocity field is also 1D (it still depends on

both y and z, thus remaining 2D). The effective height concept will be used to evaluate the

accuracy of previous empirically-motivated reduced-order models.
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In particular, in the original studies using 1D models, such as those proposed in [12] and

[26], the average deformed channel height

h̄(z) := 1
w

∫ +w/2

−w/2
h(x, z) dx (5.11)

is used in equation (5.9) instead of he(z). The corresponding dimensionless averaged channel

height is

H̄(Z) := h̄

h0
=
∫ +1/2

−1/2
H(X,Z) dX. (5.12)

It should be clear, however, that h̄ (or H̄) from equation (5.11) (or equation (5.12)) is not

equal to he (or He) from equation (5.8) (or equation (5.10)). Importantly, the averaging ap-

proach (introducing h̄ instead of he) leads to an inconsistency in the reduced model because

if we replace h3
e(z) with h̄3(z) in equation (5.9), then it is no longer equivalent to equa-

tion (5.7), which was rigorously derived by integrating the leading-order iNS (5.1a)–(5.1d).

In the present work, our goal is to determine how this inconsistency affects the hydraulic

predictions.

Substituting equation (5.2) into equations (5.10) and (5.12), respectively, we obtain ex-

plicit expressions for He(Z) and H̄(Z) as

He(Z) =
[
1 + 3I1λP (Z) + 3I2λ

2P 2(Z) + I3λ
3P 3(Z)

]1/3
, (5.13)

and

H̄(Z) = 1 + I1λP (Z). (5.14)

Then, from equation (5.14) the now-constant (dimensionless) spring stiffness in the analogy

to a Winkler foundation is β = I1λ. Here, the coefficients Ii are defined as

Ii :=
∫ +1/2

−1/2
F i(X) dX, i = 1, 2, . . . . (5.15)

Interestingly, observe that H̄ in equation (5.14) is simply the one-term Taylor-series

approximation of He from equation (5.13) in terms of λ ≪ 1. However, our analysis does

not require λ ≪ 1, in fact λ = O(1) is possible. Linear elasticity only requires that λ ≪ 1/δ
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(as discussed in [101] and [33]). Thus, we would like to determine if the approximation in

going from equation (5.13) to equation (5.14) is a valid one.

5.2.2 Flow rate–pressure drop relation

To obtain the general form of the flow rate–pressure drop relation in a soft hydraulic

conduit, we return to the dimensionless form of equation (5.5), namely:

−dP
dZ = 12Q

H3
e (Z) . (5.16)

Since Q = const. in steady flow, upon substituting equation (5.13) into equation (5.16), we

obtain a separable first-order ordinary differential equation (ODE) for P (Z). The solution,

subject to P (1) = 0, is

12Q(1 − Z) = P (Z)
[
1 + 3

2I1λP (Z) + I2λ
2P 2(Z) + 1

4I3λ
3P 3(Z)

]
. (5.17)

As discussed in section 5.2.1, previous empirical studies used H̄ in place of He. In this

case, substituting equation (5.14) into equation (5.16), and solving the corresponding ODE,

yields an explicit expression for the pressure distribution:

P (Z) = 1
I1λ

{
[48I1λQ(1 − Z) + 1]1/4 − 1

}
. (5.18)

As mentioned in section 5.2.1, we may either consider a flow-controlled situation, in which

Q = 1 and ∆P = P (0) is found from implicitly from equation (5.17) or explicitly from

equation (5.18). Meanwhile in the pressure-controlled regime, we enforce P (0) = 1 and

compute Q directly:

Q = 1
48 ×


4 + 6I1λ+ 4I2λ

2 + I3λ
3, from (5.17),

1
I1λ

[
(I1λ+ 1)4 − 1

]
, from (5.18).

(5.19)
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Equation (5.18) is essentially the same model derived in [12]. However, in said work, I1λ

was taken as an unknown parameter, denoted as α, which was calibrated against experiments.

However, our equation (5.18) is parameter-free because both λ and I1 are known from solving

a suitable elasticity problem. Therefore, our approach eliminates the ambiguity, pointed out

in [26], of what unknown dependencies “hide” in α.

Note, however, that even if equation (5.14) is the one-term Taylor-series approximation

to (5.13), this is not true for the flow rate–pressure drop relations (5.18) and (5.17), respec-

tively. Therefore, we must determine how well P (Z) based on the averaged channel height

approximates P (Z) based on the effective channel height. It is reasonable to conjecture

that, due to the restriction to small strains required by linear elasticity, the two expressions

should be in close agreement. To substantiate this conjecture, we proceed to quantify the

difference between equations (5.17) and (5.18) to obtain insight into the error committed in

the formulation based on the averaged channel height. To this end, we apply the methodol-

ogy established in this subsection to two types of common microchannel wall deformations

considered in the literature: a microchannel with a thick top wall (section 5.2.3) and a

microchannel with a thinner, plate-like top wall (section 5.2.4).

5.2.3 Illustrated example I: Duct with thick compliant top wall

First, we analyze the case of chapter 4, an initially rectangular duct with three compliant

walls embedded in a thick soft structure. The corresponding steady 3D FSI problem was

solved in chapter 4. To summarize their key conclusions: although a solution was obtained

for any d/w, it was shown that, for d/w ≳ 1.5, the “thick” limit (d2/w2 ≫ 1) is achieved and

a simple analytical Fourier series solution can be written down for the deformed channel’s

top wall:

h(x, z) = h0

[
1 + wp(z)

Ēh0
f̃(x)

]
, (5.20)

f̃(x) =
∞∑

m=1

2Am

mπ
sin

[
mπ

(
x

w
+ 1

2

)]
, (5.21)
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Figure 5.1. Thick top wall: Axial pressure distribution P (Z) in a soft hy-
draulic conduit for Q = 1 and different λ: (a) λ = 0.01, (b) λ = 0.1, (c)
λ = 1.0, and (d) λ = 10. The solid curve is computed from equation (5.17), in
which the effective channel height (5.10) is employed, while the dashed curve
is computed from equation (5.18), in which the averaged channel height (5.12)
is employed. The shaded region represents ±5% of deviation from the solid
curve, which is the baseline (or “truth”) for this model.

where we have defined Am := 2
mπ

[1 − (−1)m] and Ē := E/(1 − ν2
s ), with E being Young’s

modulus and νs the Poisson’s ratio.

From equation (5.21), we can determine the function F (X) ≡ F (x/w) = f̃(x) introduced

in equation (5.2). The corresponding values of Ii, defined in equation (5.15), are computed

in equation (4.20) and summarized as I1 = 0.542754, I2 = 0.333333 and I3 = 0.215834.

The compliance parameter λ emerges naturally from the nondimensionalization of equa-

tion (5.20):

λ = wPc

h0Ē
=



µqℓ

h4
0Ē

(flow controlled),

w∆p
h0Ē

(pressure controlled).
(5.22)
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Substituting λ and Ii into equation (5.17) and (5.18) respectively, we are ready to make a

comparison between the two formulations. We observe that the pressure distribution depends

nonlinearly upon λ, as illustrated in figure 5.1. The total pressure drop ∆P = P (0) decreases

with λ, and a strong pressure gradient develops near the outlet. Notably, even with λ varying

by three orders, the results computed with the two equation remain close to each other. The

pressure distribution computed from equation (5.18), which employs the averaged channel

height, is slightly higher than that from equation (5.17), which employs the effective channel

height. However, the difference is no larger than 5% for almost the whole range of λ values

considered. (The maximum deviation is found to be 5.14% in the case of λ = 10, which is

pushing the limit of the applicability of the theory.) Having computed P (Z), He(Z) and

H̄(Z) can be found from equations (5.10) and (5.12), respectively. The largest deformed

height is at the channel inlet (i.e., at Z = 0), and we can expect the approximation of the

effective channel height by the averaged one to be worst there. However, we determined that

max0≤λ≤10 |He(0) − H̄(0)|/He(0) < 5%, showing good agreement.

Now that the validity of the approximate prediction of the flow rate–pressure drop relation

(5.18) has been established, it is worthwhile to provide a formula for the fitting parameter α

introduced by Gervais et al. [12]. Recall the averaged channel height from the latter model

is

h̄(z) = h0

[
1 + α

wp(z)
Eh0

]
. (5.23)

For a clearer comparison, we transform equation (5.12) into its dimensional form:

h̄(z) = h0

[
1 + I1(1 − ν2

s )wp(z)
Eh0

]
. (5.24)

Then, comparing equations (5.23) and (5.24), it is readily recognized that

α = I1(1 − ν2
s ) ≈ 0.542754(1 − ν2

s ), (5.25)

which we observe is a function of the Poisson’s ratio, but no other material or geometric pa-

rameters related to the top wall, in this thick-wall limit (d2/w2 ≫ 1). (This observation will

be contrasted with the result in equation (5.32) below.) Furthermore, most microchannels
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are made from materials such as polydimethylsiloxane (PDMS) [4], [147], which is often con-

sidered a nearly incompressible material, i.e., νs ≈ 0.5. Then, α ≈ 0.4071. A different solid

mechanics model (and response) for the top wall would yield a different estimate of α (see

section 5.2.4), showing that α is not a universal number that can be determined by a single

set of experiments (even if this approach works for some set of geometries). Nevertheless,

equation (5.25) provides a quantitative connection between the earlier scaling models [12]

for flow-induced deformation and the later detailed elasticity calculations [101].

It is also relevant to mention that the results in this subsection also yield insight into the

quality of approximation of another approach to the flow-induced deformation problem. For

example, following [64], [65] and [141], in [63], the deformation at the fluid–solid interface of

a thick-walled 2D duct was expressed as

h(z) = h0

[
1 + H1p(z)

h0Em

]
, (5.26)

where the layer thickness H1 and its “effective” Young’s modulus Em can be considered

adjustable parameters. Such models have been found useful in analyzing the global inflation

or relaxation time scale of a microchannel, which is relevant to the start-up problem and

stop-flow lithography [61], [62]. In particular, H1 represents the distance over which the

vertical displacement varies, vanishing at y = H1. Equation (5.26) is based on assuming

no spanwise variation, reducing the flow and deformation problem to a 2D setting in the

(y, z) plane, thus h = h(z) a forteriori now (no averaging). The obvious question that arises

is: what are suitable values of H1 and Em? As with equation (5.23), we simply compare

equation (5.26) to (5.24) to obtain the answer. We conclude that

H1

Em

= I1(1 − ν2
s )w
E

≈ 0.542754(1 − ν2
s )w
E
. (5.27)

For example, if the 2D soft layer is taken to have the same elastic properties as the 3D

one it approximates, Em = E, then equation (5.27) provides its suitable thickness H1 as

a function of νs and w. Note that, separately, Essink et al. [148] surveyed a number of
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such two-dimensional elastohydrodynamic problems, while Chandler and Vella [149] critically

addressed the 2D models’ validity in the near-incompressible limit as νs → 1/2−.

5.2.4 Illustrated Example II: Duct with plate-like compliant top wall
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Figure 5.2. Plate-like top wall: Axial pressure distribution P (Z) in a soft
hydraulic conduit for Q = 1 and different λ: (a) λ = 0.01, (b) λ = 0.1, (c)
λ = 1.0, and (d) λ = 10. The solid curve is computed from equation (5.17), in
which the effective channel height (5.10) is employed, while the dashed curve
is computed from equation (5.18), in which the averaged channel height (5.12)
is employed. The shaded region represents ±5% of deviation from the solid
curve, which is the baseline (or “truth”) for this model. The top wall thickness-
to-width ratio is d/w = 0.5.

Next, we analyze the case of a duct with a clamped thick-plate-like compliant top wall.

As in section 5.2.3, the slenderness of the duct still results in the decoupling of the top

wall deformation at each streamwise cross-section. However, the resulting shape of the
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Table 5.1. Functional forms of the coefficients {Ii}3
i=1 defined by equa-

tion (5.15) for the plate-like-walled microchannel.
I1

1
30 + (d/w)2

3κ(1−νs)

I2
1

630 + (d/w)2

35κ(1−νs) + 2(d/w)4

15[κ(1−νs)]2

I3
1

12012 + (d/w)2

462κ(1−νs) + 2(d/w)4

105[κ(1−νs)]2 + 2(d/w)6

35[κ(1−νs)]3

deformed fluid–solid interface obtained by Shidhore and Christov [33] is quite different from

equations (5.20)–(5.21). Specifically, now

h(x, z) = h0

[
1 + w4p(z)

24Bh0
f̃(x)

]
, (5.28)

f̃(x) =
[

1
4 −

(
x

w

)2
]{

2(d/w)2

κ(1 − νs)
+
[

1
4 −

(
x

w

)2
]}

, (5.29)

where B = Ēd3/12 is the plate’s flexural rigidity [120], and κ is the “shear correction factor”

[140]. For consistency with the theory of elasticity, κ = 1 should be imposed [150], but we

leave it in the equations for the sake of completeness. The plate model considers bending

deformation, as well as shear deformation, of the top wall, and it is applicable for d ≲ w. If

d2/w2 ≪ 1, the first term in the inner curly brace in equation (5.29) is negligible, meaning

the shear deformation is not important in this case. The model then reduces to the one

derived earlier by Christov et al. [31], which only accounted for plate bending.

By making equation (5.28) dimensionless, we obtain

λ = w4Pc

24h0B
=



µqw3ℓ

24h4
0B

(flow controlled),

w4∆p
24h0B

(pressure controlled).

(5.30)

Again, we have F (X) ≡ F (x/w) = f̃(x), but f̃ is now given by equation (5.29). Then,

equation (5.28) takes the same form as equation (5.2). Next, the calculation of the Ii can be

done explicitly for this case, yielding the functions of d/w, κ and νs summarized in table 5.1.
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As in section5.2.3, we now substitute equation (5.30) into equations (5.10) and (5.12)

respectively and compare the results. Figure 5.2 shows P (Z) for different λ and Q = 1. The

two formulations predict similar results. The error committed by replacing He with H̄ is

< 8%. However, even with smaller or larger d/w ratios, the pressure distributions computed

with each H expression do not differ much from each other. The maximum deviation is

< 9%. As in section 5.2.3, we computed the absolute difference between using He(0) and

H̄(0), and found that max0≤λ≤10 |He(0) − H̄(0)|/He(0) < 5%.

Finally, we can also compare the model (5.18) (formulated with the averaged channel

height) to equation (5.23) (the model derived by Gervais et al. [12]) to obtain an explicit

expression for the fitting parameter α. Again, for convenience, we write the dimensional

form of the averaged channel height as

h̄(z) = h0

[
1 + I1

w4p(z)
24Bh0

]

= h0

[
1 + I1

(
1 − ν2

s

2

)(
w

d

)3 wp(z)
Eh0

]
.

(5.31)

It follows, in this case, that

α = I1

(
1 − ν2

s

2

)(
w

d

)3

=
(

1 − ν2
s

60

)[(
w

d

)3
+ 10
κ(1 − νs)

(
w

d

)]
.

(5.32)

Observe that, unlike equation (5.25), α now depends upon w and d (with w/d ≳ 1), in

addition to νs. The dependence on d, which equation (5.32) now quantitatively predicts, has

been observed in experimental studies [26], [28].

5.2.5 A fiction factor for laminar flow in compliant ducts

Recently, it has been of interest to extend the textbook notion of a friction factor for

various flows in microchannels. One idea is to take into account the shear-rate-dependent

viscosity of non-Newtonian fluids [151]. Even for Newtonian fluids, updates are being sought

to better understand (the previously considered “settled”) wall roughness effects in both the
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laminar [152] and turbulent [153] portions of the Moody diagram (the visual representation of

the friction factor [154]). A friction factor is needed for microfluidic system design [155], much

like its use for analyzing pipe networks [156]. A frontier application is microrheometry [157],

[158], in which an experimentally computed friction factor in a rectangular microchannel

is compared to a theoretical value, in order to characterize the viscosity of a fluid [159].

An open problem in microrheometry [160] concerns whether measurements made in PDMS

microchannels are affected by friction factor’s implicit ∆p/E (or, in the present notation,

λ) dependence. As the discussion above makes clear, the deformation of a compliant duct

indeed changes the pressure drop characteristics. Thus, a salient application of our reduced-

order flow and deformation model from section 5.2 is to interrogate the dependence of the

friction factor on the elasticity-related parameters and variables.

To this end, we start from the reduced model with the averaged channel height as the

effective channel height, i.e., he(z) = h̄(z) = h0[1 + ηp(z)]. Note the compliance constant

η = β/Pc, with β = λI1 being the dimensionless spring stiffness parameter introduced in

section 5.2.1, is known from having solved a suitable solid mechanics problem. Then, from

equation (5.18), we have

ηp(z) = βP (Z) = [48β(1 − z/ℓ) + 1]1/4 − 1, (5.33)

where we have substituted Q = 1 and Z = z/ℓ. Equation (5.33) indicates that ηp cannot

be varied independently because it is fully determined by β. In the following discussion, we

work with dimensional variables for convenience.

For R̂e → 0, the pressure difference across an axial length of a duct is balanced by the

viscous drag on the wall. Denote the area of the cross section as a(z) = wh̄(z), which takes
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into account the area change due to the deformation of the top wall. Then, the mean shear

stress [115] can be written as

τ̄w = − 1
cp

(
dp
dza+ p

da
dz

)

= −wh0

cp

(
dp
dz (1 + ηp) + ηp

dp
dz

)

= Dh0

4 (1 + 2ηp)
(

−dp
dz

)

= Dh

4

(
−dp

dz

)
.

(5.34)

Here, cp = 2(w + h̄) is the perimeter of the cross-section, and cp ≈ 2(w + h0) for h̄ ≪ w.

Additionally, Dh0 = 4h0w/[2(w + h0)] is the hydraulic diameter of a rigid rectangular duct

[115]. In the last equality in equation (5.34), we further defined the hydraulic diameter of

the soft duct as

Dh := Dh0(1 + 2ηp), (5.35)

where ηp captures the flow-induced deformation, meaning that Dh varies along the stream-

wise direction with p.

Next, consider the Fanning friction factor defined [115] as:

Cf := 2τ̄w

ρv̄2
z

= 1
2D

2
h

(
−dp

dz

)(
µ

ρv̄zDh

)(
1
µv̄z

)

= 6
(
Dh

h̄

)2 1
ReDh

,

(5.36)

where we have substituted equation (5.9) with he = h̄ into the last step above. Also note that

we have introduced the averaged velocity as v̄z = q/(wh̄) and the hydraulic-diameter-based

Reynolds number as

ReDh
= ρv̄zDh

µ
= ReDh0

(
1 + ηp

1 + ηp

)
, (5.37)

with ReDh0
= ρqDh0/(µwh0) being the Reynolds number for the rigid rectangular duct.
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Equation (5.36) has a form similar to the friction factor for a rigid rectangular duct.

However, all of the three parameters, Dh, h̄ and ReDh
, depend on z due to FSI. To highlight

this effect, we can re-write equation (5.36) as

Cf = 6
(
Dh0

h0

)2 1
ReDh0︸ ︷︷ ︸

rigid duct Cf

(
1 + ηp

1 + ηp

)
. (5.38)

The first term in equation (5.38) is Cf for a rigid rectangular duct, while the second term

(in the parentheses) above captures the soft hydraulic effect. Furthermore, we can define the

Poiseuille number as

Po := CfReDh
= 6

(
Dh0

h0

)2

︸ ︷︷ ︸
rigid duct P o

(
1 + ηp

1 + ηp

)2

. (5.39)

We re-iterate that equation (5.39) is valid only for h0 ≪ w, and observe that the prefactor

6(Dh0/h0)2 = 24 for h0/w → 0. Furthermore, while Po = const. in a non-circular rigid duct

[115], Po from equation (5.39) becomes a function of z due to FSI. Further, the increase of

the soft hydraulic Po is clearly demonstrated by the second term in the last parenthesis on

the right-hand side of equation (5.39), which is bounded between 1 (as ηp → 0) and 4 (as

ηp → ∞).

We highlight the novel dependence of Po on the compliance parameter ξ, beyond the usual

geometric dependence on (Dh0/h0)2, by plotting Po versus z/ℓ for given ξ, after eliminating

ηp via equation (5.33). As predicted by equation (5.39), figure 5.3 shows that Po in a

compliant duct is not a constant but rather a decreasing function along the streamwise

direction (since p(z) is as well). The shape is strongly influenced by the value of β, even if

ultimately the correction factor due to compliance is bounded between 1 and 4.

5.3 Small but finite flow inertia: R̂e = O(1)

A feature of soft hydraulics problems is that the unidirectional flow solutions are derived

under the lubrication approximation. As such, these solutions are approximate solutions
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Figure 5.3. The variation of the reduced Poiseuille number, defined as
Po/(rigid duct Po) = [1 + ηp/(1 + ηp)]2 via equation (5.39), along the flow
wise direction, z, for different β.

and, thus, are not valid for arbitrary Reynolds number, unlike classical unidirectional flow

solutions in ducts [115]. Specifically, when the reduced Reynolds number, R̂e, is no longer

vanishingly small, the inertial terms in equation (5.1d) are no longer negligible. However,

equations (5.1b) and (5.1c) dictate that the pressure at each cross-section is still uniform at

the leading order (in ϵ), hence we can still construct a 1D model relating the pressure P (Z)

to the flow rate Q.

Towards this end, as before, we can either introduce He(Z), by enforcing a Poiseuille-like

law (5.16), or introduce the averaged channel height H̄(Z) as an approximation to He(Z) in

the same relation. As shown in section 5.2 for R̂e → 0, using H̄ in place of He commits a

controllable error, and both approaches lead to similar results (as long as the deformation

gradient is small). Instead of treating both cases for R̂e = O(1), we refer the reader to the

work by Wang and Christov [161], who implemented the calculation based on He(Z). In this

section, we construct a 1D model using H̄(Z).
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5.3.1 Pressure distribution using an averaged deformed channel height

To accomplish this task, the von Kármán–Pohlhausen approximation (see §4-6.5 of

White’s book [115]) is employed to enforce a shape of the streamwise velocity profile, V 2D
Z ,

so that the flow rate in the deformed fluid domain can be obtained [72], [86], [102]. That

is, we assume a dimensionless parabolic axial velocity profile V 2D
Z , which is related to the

dimensionless volumetric flow rate Q, as

V 2D
Z (Y, Z) = 6QY [H̄(Z) − Y ]

H̄3(Z)
. (5.40)

As discussed in the section 5.2, a profile as in equation (5.40) is dictated by the Navier–

Stokes equations for R̂e → 0 (lubrication flow), and is generally valid for laminar flows [115].

An implicit assumption for using the velocity profile (5.40) for finite R̂e is that flow inertia

is weak: streamlines remain parallel and no recirculation occurs. Of course, this means that

the theory developed herein is not valid in regimes in which transitional or turbulent flows

occur. Indeed, the target application of our study is microfluidics, in which turbulent flows

are not expected (or, generally possible) [2], [6], although laminar flow with R̂e = O(1) can

be achieved [40], [162], [163].

Substituting equation (5.40) into equation (5.1d) and integrating over Y ∈ [0, H̄(Z)], we

obtain
6
5R̂e d

dZ

[
Q2

H̄(Z)

]
= −dP

dZ H̄(Z) − 12Q
H̄2(Z)

. (5.41)

Observe that this expression, based on an equivalent 2D flow with H̄ as the effective channel

height, does not depend (or require integration) over X. It should be noted that in the thin

films literature [164], [165] inertial corrections to lubrication theory are also formulated, going

to higher orders. Instead of assuming a parabolic velocity profile as in equation (5.41), a

polynomial is used, and the coefficients are determined by incorporating the cross-sectional

momentum equations, with their relevant boundary conditions, as well as the necessary

corrections to the pressure. This approach is beyond the scope of the present work, however,

as we consider wide channels (δ ≪ 1), and there is no cross-sectional flow components (VX

or VY ) at the leading order [31] in δ and ϵ.
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Next, substituting H̄ from equation (5.14) into equation (5.41), we once again obtain

a separable first-order ODE for P (Z). Imposing the outlet BC, P (1) = 0, equation (5.41)

integrates to

P (Z) + 3
2βP

2(Z) + β2P 3(Z) + 1
4β

3P 4(Z) − 6
5R̂eβQ2P (Z) = 12Q(1 − Z), (5.42)

where β = λI1 as above. As before, in the flow-controlled regime, Q = 1, and ∆P is found

implicitly from equation (5.42). Meanwhile, in the the pressure-controlled regime, after

enforcing P (0) = 1, equation (5.42) becomes a quadratic in Q, and it has only one positive

root:

Q =
√√√√ 25
R̂e2

β2
+ 5

24R̂eβ
(4 + 6β + 4β2 + β3) − 5

R̂eβ
. (5.43)

This expression generalizes equation (5.19) and shows the dependence on R̂e explicitly in

the inertial flow.

Since equation (5.42) is a polynomial in P , we can invert it to find the pressure distri-

bution in the duct. Importantly, we expect dP/dZ < 0 strictly for all X ∈ [0, 1] because

of the assumption of laminar flow. Since P (1) = 0, then P (Z) > 0 for all Z ∈ [0, 1),

which actually imposes an upper bound on the allowed values of R̂e and λ. To prove this

bound, the leading-order term of the left-hand side of equation (5.42) is calculated to be

(1 − 6R̂eβQ2/5)P , as Z → 1−, while the right-hand side is positive. To ensure P (Z) > 0 as

Z → 1−, we must require that

R̂eλ < 5
6I1Q2 . (5.44)

Note that I1 is set by the solution of the corresponding elasticity problem.

5.3.2 An extension and regularization via weak tension

At first glance, the restriction (5.44) might be puzzling, but it actually ensures a con-

tinuous, and thus physical, pressure distribution and wall deformation at the leading order.

Since the local deformed height is linearly proportional to the local pressure at the leading

order, prominent local deformation can be expected for sufficiently inertial flows and/or suf-
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ficiently compliant ducts. In the case for which the restriction (5.44) is violated, the local

deformation can be so large that it cannot transition smoothly near to zero at the outlet (to

satisfy the boundary condition P (1) = 0, equivalently H̄(1) = 1). Thus, the solution (5.42)

breaks down for R̂e that violate the restriction (5.44).

In deriving equation (5.42), we used equation (5.14), which is a leading-order solution

(in ϵ) based on a plane strain configuration of the elastic wall’s deformation field. This

solution does not take into account the reaction forces imposed by connectors at the inlet

and outlet of the duct. In this sense, we can think of the solid mechanics problem as being

essentially a boundary layer problem. The Winkler-foundation-like mechanism (equation

(5.14)) is dominant outside the boundary layers, while some other mechanism plays a role

within thin (boundary) layers near Z = 0, 1 to regularize the problem and account for the

fact that the displacements in the vicinity of the inlet (or outlet) of the channel are usually

restricted by external connections.

Since the bulging of the top wall unavoidably introduces stretching along Z in the solid,

a simple extension of equation (5.14), which can circumvent the restriction (5.44), can be

achieved by introducing weak constant tension into the formulation [73]. Note the tension

has to be “weak” to ensure the dominance of the Winkler-foundation-like mechanism. Other

regularization mechanisms are also possible. For example, in the setting of elastic structures

on top of thin fluid films, Peng and Lister [166] considered bending and gravity in addition

to tension as regularization mechanisms. However, weak tension is arguably the simplest

mechanism related to microchannels.

Then, we may write down a governing equation for the deformed channel height:

−θt
d2H̄

dZ2 + H̄ − 1 = βP. (5.45)

As motivated above, the dimensionless tension parameter θt ≪ 1. In this way, equation

(5.14) is precisely the outer solution of equation (5.45) with θt = 0. To give a physical

expression for θ2
t , we transform equation (5.45) back into dimensional form:

χt
d2h̄

dz2 + k(h̄− h0) = p(z), (5.46)
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where χt denotes the constant tension force per unit width (N m−1), and k = Pc/(βh0) is the

effective stiffness of the interface (Pa m−1). Then, clearly, θ2
t = βχth0/(Pcℓ

2). We postpone

the modeling of χt until chapter 6.

Next, taking d/dZ of both sides of equation (5.45) and substituting into equation (5.41),

we obtain a nonlinear ODE for H̄(Z):

3
5R̂e d

dZ

(
Q2

H̄2

)
= 1
β

(
θt

d3H̄

dZ3 − dH̄
dZ

)
− 12Q

H̄3
. (5.47)

At the inlet and outlet, the top wall is restricted from moving, so the BCs for equa-

tion (5.47) are

H̄(0) = H̄(1) = 1, (5.48)

d2H̄

dZ2

∣∣∣∣∣
Z=1

= 0, (5.49)

where the BC (5.49) is a restatement of the outlet BC P (1) = 0 in terms of H̄ using

equations (5.45) and (5.48). Equations (5.47), (5.48) and (5.49) constitute a nonlinear two-

point boundary-value problem [167]. As before, in the flow-controlled situation, Q = 1 and

equation (5.47) can be solved for H̄(Z) subject to the BCs (5.48)–(5.49). In the pressure-

controlled situation, Q is found as an eigenvalue after imposing P (0) = 1 on equations (5.47),

(5.48) and (5.49).

Now, the restriction (5.44) can be relaxed in the context of equation (5.47), in which

the weak tension tends to restrain the wall deformation and, thus, regularizes the problem.

Of course, the extent of regularization depends on the value of θt. For example, if λ = 1.0

and I1 = 0.542754 (for the thick-walled microchannel), then the upper bound of validity of

the model is R̂e ≈ 1.5 for θt = 0. However, if θt = 10−4, equation (5.47) can be solved up

to R̂e ≈ 2.0. If θt is further increased to 10−3, then equation (5.47) can be solved up to

R̂e ≈ 3.0. For such a large value of R̂e, one can interpret the breakdown of equation (5.47)

as the breakdown of the lubrication theory and, potentially, as a sign that the “full” iNS

equations need to be solved instead. Next, we illustrate these observations and explain how

equation (5.47) was solved numerically.
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Figure 5.4. (a) The deformed channel height H̄(Z) for different values of the
tension parameter θt. The black curves represent the outer solution of equation
(5.41), while the other (lighter) curves are obtained using the “full” (numeri-
cal) solution of the two-point boundary-value problem consisting of equations
(5.47), (5.48) and (5.49). (b) The corresponding pressure distribution P (Z).
The black curves are obtained by substituting the solution of equation (5.41)
into equation (5.45), while the other (lighter) curves are similarly obtained
from “full” (numerical) solution of equations (5.47), (5.48) and (5.48). In both
panels, we fixed Q = 1, R̂e = 1.0, and ξ = 0.5.

5.3.3 Illustrated examples

Depending on the top wall’s geometry, β in equations (5.41) and (5.47) will take different

forms, such as the thick wall case and plate-like top wall case introduced in section 5.2.3

and section 5.2.4, respectively. To make our discussion general, instead of considering the

two cases separately, we regard β and θt as characteristic system parameters and discuss

the corresponding solutions of equations (5.41) and (5.47) to illustrate the regularization

introduced in section 5.3.2. Equation (5.41) can be solved in two steps. First, invert equation

(5.42) to get P (Z). Second, substitute P (Z) into equation (5.14) to get H̄. As for equation

(5.47), we use the solve bvp routine from the SciPy stack [106] to obtain a numerical solution

of the nonlinear two-point boundary value problem. After obtaining H̄(Z), equation (5.45)

can be used to obtain P (Z).
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Figure 5.5. (a) The deformed channel height H̄(Z) for different values of
the reduced Reynolds number R̂e. The solid curves represent the numerical
solution of equation (5.47), while the symbols represent the asymptotic solution
(see equations (5.62) and (5.64)). (b) The corresponding pressure distributions
P (Z). The solid curves are obtained by substituting the solution of equation
(5.47) into equation (5.45), while the symbols are the asymptotic solution
(see equations (5.63) and (5.64)). The agreement between the asymptotic and
numerical solutions is so good that the curves mostly overlap. In both panels,
we fixed Q = 1, ξ = 0.5, and θt = 10−4.

First, we investigate the tension effect by varying θt in equation (5.41) while keeping Q,

R̂e and β fixed. As shown in figure 5.4(a), with θt ≪ 1, the solutions to equations (5.41) and

(5.47) do not differ much from each other along most of the domain Z ∈ [0, 1], as required

by the dominance of the Winkler-foundation-like mechanism of deformation. Since equation

(5.41) only satisfies H̄(1) = 1, in principle, two boundary layers could be expected near

Z = 0 and Z = 1, respectively, to fulfill the remaining boundary conditions from equations

(5.48)–(5.49). However, as we have discussed in section 5.3.1, with θt = 0, equation (5.42)

indicates that, P varies linearly with Z as Z → 1−. Since H̄ is linearly proportional to

P at the leading order in θ, H̄ should be linear in Z as Z → 1−, hence d2H̄/dZ2 → 0

as Z → 1−. In other words, the outer solution actually satisfies the boundary condition

(5.49). Therefore, there is no boundary layer located near Z = 1. This fact can also be

seen in figure 5.4(a), where the left boundary layer is prominent (becoming thicker as θt is
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increased), while the outer solution agrees well with the full numerical solution near Z = 1

for all values of θt shown.

The effect of θt on P (Z) is shown in figure 5.4(b). The key takeaway from this plot is

that, while equation (5.41) always predicts P (Z) to be a decreasing function of Z, a positive

pressure gradient is observed near Z = 0 in the numerical solution to equation (5.47) for

all θt ̸= 0 considered. The reason for this positive pressure gradient near the inlet is that,

due to the restriction on the displacement at Z = 0, the area of the cross-section undergoes

a sharp change near Z = 0. Since the flow rate is fixed at steady state, the axial velocity

has to quickly reduce near Z = 0. The observed positive pressure gradient facilitates this

deceleration of the flow.

Next, we address the effect of fluid inertia by varying R̂e. In this case, we fix Q = 1,

β = 0.5 and θt = 10−4. As shown in figure 5.5(a), as R̂e increases, larger deformation of

the wall is observed. Also, the deformation gradient along Z is larger for higher R̂e because

the pressure displays sharper decrease with the increase of R̂e, which can be clearly seen in

figure 5.5(b). Notably, dP/dZ > 0 is also observed for the three cases of R̂e ̸= 0, which can be

explained as before. However, dP/dZ remains negative in the case of R̂e = 0. This is because,

in this case of negligible fluid inertia, the deceleration of the flow near the inlet is not as large

as the other cases, thus the positive pressure gradient is not necessary. Finally, we mention

that instead of solving equation (5.47) numerically, we are able to obtain a uniformly valid

asymptotic solution for H̄(Z) and P (Z) using the method of matched asymptotic expansions

[168]. In particular, for the special case of R̂e = 0, we are able to obtain explicit formulae

for both H̄(Z) and P (Z). The details of this calculation are provided in appendix 5.A. The

dashed curves in figure 5.5(a) and figure 5.5(b) demonstrate that these asymptotic solution

(equations (5.62) and (5.63) in appendix 5.A) agrees well with the numerical solution.

As a supplement to our discussion above, typical values of the dimensional and dimen-

sionless variables of a microchannel with a thick top wall are summarized in table 5.2. Here

d2/w2 = 16 ≫ 1, thus equation (5.22) in section 5.2.3 is applicable. The steady responses

of the system under different flow rates are calculated from equation (5.45) and tabulated

in table 5.3. With the increase of the flow rate, the pressure drop, the maximum pressure

within the channel, and the maximum deformation of the interface are increasing. As we
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Table 5.2. Typical values of the dimensional and dimensionless parameters
used in equation (5.45).

Name Variable Typical value Unit
channel’s length ℓ 1.0 cm
channel’s undeformed height h0 25 µm
channel’s width w 500 µm
top wall’s thickness t 2.0 mm
solid’s Young’s modulus E 1.5 MPa
solid’s Poisson’s ratio νs 0.5 –
fluid’s dynamic viscosity µ 1.0 × 10−3 Pa s
fluid’s density ρ 1.0 × 103 kg m−3

inlet flow rate q See table 5.3 µL min−1

tension force per unit width χt 400 N m−1

characteristic velocity scale Vc = q/(wh0) – m s−1

characteristic pressure scale Pc = µVc/(ϵh0) – kPa
pressure drop ∆p = p(z = 0) See table 5.3 kPa
maximum pressure pmax = max

0≤z≤ℓ
p(z) See table 5.3 kPa

maximum channel’s deformed height h̄max = max
0≤z≤ℓ

h̄(z) See table 5.3 µm

channel’s height-to-length aspect ratio ϵ = h0/ℓ 0.0025 –
channel’s height-to-width aspect ratio δ = h0/w 0.05 –
reduced Reynolds number R̂e = ϵρq/(wµ) See table 5.3 –
dimensionless spring stiffness β = λI1 See table 5.3 –
tension coefficient θt = χth0ξ/(Pcℓ

2) 5.42754 × 10−4 –

have discussed, when the flow inertia is small (smaller R̂e), the maximum pressure occurs at

the inlet of the channel. However, if the flow inertia is prominent, there is a positive pressure

gradient near the inlet and thus, the maximum pressure is “pushed” inwards, away from the

inlet.

5.4 Discussion

To this end, we critically discussed weakly-unidirectional flows (under a lubrication scal-

ing) in compliant ducts of initially rectangular cross-section, for both the vanishing and the

finite Reynolds number cases. In doing so, we contributed to the recently developed theory

of soft hydraulics. Attention was paid to the hydraulic resistance of such conduits during

steady viscous flow (i.e., the flow rate–pressure drop relations, which are now nonlinear). In
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Table 5.3. Calculated steady-state responses of the microchannel system
under different flow rate with the parameters specified in table 5.2.

q R̂e β ∆p pmax h̄max
(µL min−1) (–) (–) (kPa) (kPa) (µm)
1500 0.125 0.1737 140.96 140.96 42.55
6000 0.5 0.6947 250.55 266.16 59.74
12000 1.0 1.3895 258.27 366.90 73.61

particular, we derived 1D reduced models from “full” 3D results on fluid–structure interac-

tion. In doing so, we synthesized and unified a variety of previous models (some justified

only by empirical considerations). This kind of reduction has been sought (and is of general

interest [72]) for practical design considerations of microfluidic systems [138], [169]–[171],

such as for calibrating optics-free non-contact measurement techniques [20].

For inertialess unidirectional flow in a compliant duct, the pressure varies nonlinearly

along the streamwise direction due to the FSI between the viscous fluid flow and the com-

pliant wall. Due to the slenderness and shallowness of the duct, we are able to relate the

nonlinear pressure gradient dp/dz to the flow rate q at steady state. By introducing the

concept of an effective channel height, we recovered the form of the classical Poiseuille-like

law and, at the same time, reduced the original 3D flow problem to an equivalent 2D one.

Although averaged deformed channel heights have been used in the literature, the va-

lidity of such models was not previously established. We found that the averaged channel

height (5.11) can be a good approximation to the consistent effective height introduced in

equation (5.8). This conclusion is important because the averaged-height models yield ex-

plicit flow rate–pressure drop relations, and are easily compared to other geometries such

as axisymmetric cases. Interestingly, we showed that the averaged channel height has a

universal expression as H̄(Z) = 1 + βP (Z), where β = λI1, for both thick-walled and thin-

ner, plate-like-walled top walls. Even though the formula for the dimensionless compliance

coefficient β is different in the two cases, we have justified the observation (from the end of

section 5.2.1) that a wide and shallow microchannel’s top wall behaves like a Winkler foun-
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dation [117], [118], in which the averaged channel height is determined by the local pressure

and a proportionality constant.

The reduction of the 3D FSI problem to a 1D model using the averaged height concept

also allowed us to generalize the textbook concept of a friction factor [115], [156] to compliant

ducts. We showed that the soft hydraulic system’s Poiseuille number Po (product of the

Fanning friction factor Cf and the Reynolds number) can be between 1 and 4 times larger

than that for a rigid duct. Importantly, for the compliant duct, both Cf and Po depend

on the streamwise coordinate due to the non-constant pressure gradient. This novel result

extends the laminar portion of the Moody diagram, in which roughness is unimportant, via

a new compliance parameter that is important in microfluidics.

Additionally, we showed how to incorporate weak but finite flow inertia in the previous

Re → 0 models. The finite-Re model breaks down beyond a certain value of the product of

Re and a compliance parameter λ. Weak tension near the inlet and outlet of the reduced 1D

model was introduced to regularize this breakdown and to obtain uniformly valid pressure

distributions (in the sense of matched asymptotics).

5.A Appendix: Matched asymptotic solution for the 1D model with weak ten-
sion

For θt ≪ 1, equation (5.47) subject to the BCs (5.48)–(5.49) represents a singular per-

turbation problem [168]. The outer solution H̄o(Z), which satisfies H̄o(1) = 1, is found by

setting θt = 0:
1
β

[1
4(H̄4

o − 1) − 6
5R̂eβQ2(H̄o − 1)

]
= 12Q(1 − Z). (5.50)

Substituting equation (5.14) into the above, we recover equation (5.42) as the outer solution

for the pressure.

For convenience, denote θ2 = θt. In the boundary layer near Z = 0 (“left” boundary

layer), we introduce the rescaled coordinate Ẑ = Z/θ. Denote the left inner solution as

H̄l(Ẑ). Then, in terms of these new variables, equation (5.47) is transformed into

3
5R̂e d

dẐ

(
Q2

H̄2
l

)
= 1
β

(
d3H̄l

dẐ3
− dH̄l

dẐ

)
+ θ

12Q
H̄3

l

. (5.51)
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At the leading order, the last term in equation (5.51) is negligible, and we integrate once to

obtain
3
5R̂eβ Q

2

H̄2
l

= d2H̄l

dẐ2
− H̄l + C1. (5.52)

Now, consider the behavior of equation (5.52) in the phase plane (H ,F ), where we have

defined H := H̄l and F := dH̄l/dẐ; Ẑ parametrizes integral curves (i.e., solutions) in this

plane. Equation (5.52) becomes

dH

dẐ
= F , (5.53)

dF

dẐ
= 3

5R̂eβ Q
2

H 2 + H − C1. (5.54)

Fixed points of the system (5.53)–(5.54) are such that the right-hand sides vanish. Although

the expression for the fixed point (H ⋆,F ⋆) with and H ⋆ > 0 and F ⋆ = 0 is lengthy, it can

be found. The solution of equation (5.52) as Ẑ → ∞ and dH̄l/dẐ → 0 should match the

outer solution H̄o as Z → 0. Therefore, H ⋆ must be chosen to be precisely H̄o(0), which

is the positive real root of equation (5.50) with Z = 0. Consequently, without needing the

explicit formula for H ⋆, we obtain:

C1 = 3
5R̂eβ Q2

H̄o(0)2
+ H̄o(0). (5.55)

Now, the inner solution in the left boundary layer is the integral curve in the (H ,F )

plane starting at H = 1 and ending at H = H̄o(0). To construct this curve, multiply both

sides of equation (5.52) by dH̄l/dẐ, and obtain a first integral:

(
dH

dẐ

)2

= −6
5R̂eβ Q

2

H
+ H 2 − 2C1H + C2. (5.56)

To ensure that H ⋆ = H̄o(0) remains the desired fixed point of the ODE, the constant of

integration must be

C2 = 12
5 R̂eβ Q2

H̄o(0)
+ H̄o(0)2. (5.57)
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Then, equation (5.56) can be rewritten as:

(
dH

dẐ

)2

= [H − H̄o(0)]2
{

1 − 6
5R̂eβ Q2

H H̄o(0)2

}
. (5.58)

Equation (5.58) is separable, so its solution can be written as

∫ H̄l

1

dH

[H̄o(0) − H ]
√

1 − 6
5R̂eβ Q2

H H̄o(0)2

= Ẑ, (5.59)

where positive root is taken because it is expected that dH /dẐ > 0 and thus, H̄o(0) > H ,

in the boundary layer. Performing the integration in equation (5.59) yields an implicit

solution:

− 2
[
tanh−1

(√
1 − m

H̄l

)
− tanh−1(

√
1 −m)

]

+ 2√
1 − m

H̄o(0)

tanh−1

√√√√ 1 − m
H̄l

1 − m
H̄o(0)

 − tanh−1

√√√√ 1 −m

1 − m
H̄o(0)

 = Ẑ, (5.60)

where m = 6R̂eβQ2/[5H̄o(0)2]. Observe that if the criterion in equation (5.44) is satisfied

then m < 1 follows, which is required for the solution (5.59) to exist. Therefore, the re-

striction (5.44) is needed to obtain a meaningful outer solution to equation (5.50). In the

case for which the criterion (5.44) is violated, this asymptotic analysis will break down,

which suggests that tension is no longer a sufficiently small effect. In that case, we can solve

equation (5.47) numerically.

Inverting equation (5.60) to get an explicit expression for H̄l(Ẑ) is nontrivial. However,

for the special case of R̂e = 0, equation (5.59) immediately gives an explicit solution:

H̄l(Ẑ) = H̄o(0) + [1 − H̄o(0)]e−Ẑ (R̂e = 0). (5.61)

As for the right boundary, near Z = 1, the ODE does not exhibit a boundary layer

structure for θt → 0, as we discussed in section 5.3.1. This fact is also shown by figure a,
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from which it is evident that the numerical solutions of the “full” ODE agree well with the

leading-order outer solution (outside the left boundary layer), for any θt ≪ 1.

The composite solution is obtained after subtracting the common part between inner and

outer solutions:

H̄(Z) ∼ H̄a(Z) = H̄l(Z/θ) + H̄o(Z) − H̄o(0), (θt ≪ 1) (5.62)

with H̄l and H̄o given (implicitly) by equations (5.60) and (5.50), respectively. Equation

(5.45) can be used to obtain the asymptotic solution for P . The leading-order terms are

P (Z) ∼ Pa(Z) = 1
β

(
−d2H̄l

dẐ2
+ H̄a − 1

)

= 1
β

H̄o(Z) − 1 − 3
5R̂eξQ2

[
1

H̄l(Z/θ)2
− 1
H̄o(0)2

], (θt ≪ 1) (5.63)

where we have used equation (5.52) to compute d2H̄l/dẐ2.

For R̂e = 0, using equation (5.61), the composite solution can be explicitly written as

H̄(Z) ∼ H̄a(Z) =
[
1 − (1 + 48Qβ)1/4

]
e−Z/θ + [1 + 48Qβ(1 − Z)]1/4

(θt ≪ 1, R̂e = 0). (5.64)

Substituting equation (5.64) into equation (5.45) (or, setting R̂e = 0 in equation (5.63)), we

obtain the matched asymptotic solution for the pressure distribution as well:

P (Z) ∼ Pa(Z) = 1
β

{
[1 + 48βQ(1 − Z)]1/4 − 1

}
(θt ≪ 1, R̂e = 0). (5.65)
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6. GLOBAL INSTABILITY OF FINITE-REYNOLDS-NUMBER

FLOW IN COMPLIANT RECTANGULAR MICROCHANNELS

SUMMARY

Experiments have shown that flow in compliant microchannels can become unstable at a

much lower Reynolds number than the corresponding flow in a rigid conduit. Therefore, it

has been suggested that the wall’s elastic compliance can be exploited towards new modal-

ities of microscale mixing. While previous studies mainly focused on the local instability

induced by the fluid–structure interactions (FSIs) in the system, in this chapter, we aim to

provide new explanations for this phenomenon from the perspective of the global instability.

In particular, we derive a new unsteady one-dimensional (1D) model that is tailored to long,

shallow rectangular microchannels with a deformable top wall, similar to the experiments.

Going beyond the usual lubrication flows analyzed in these geometries, we include finite fluid

inertia and couple the reduced flow equations to a reduced 1D wall deformation equation.

Although a quantitative comparison to previous experiments is quite difficult, the behaviors

of the proposed derived model show qualitatively agreement with the experimental observa-

tions, and capture several key effects. Specifically, we find the critical conditions under which

the inflated base state of the 1D FSI model is linearly unstable to infinitesimal perturbations.

The critical Reynolds numbers predicted are in agreement with experimental observations.

The unstable modes are highly oscillatory, with frequencies close to the natural frequency

of the wall, suggesting that the observed instabilities are resonance phenomena. Further-

more, during the start-up from an undeformed initial state, self-sustained oscillations can be

triggered by FSI.

The material in this chapter has been submitted for publication as [X. Wang, I.C. Chris-

tov, “Reduced modeling and global instability of finite-Reynolds-number flow in compliant

rectangular channels”] [172]. Both authors contributed to the analysis of the problem and

the derivation of the mathematical model, led by X.W. X.W. wrote the Python scripts and

conducted all the case studies, numerical simulations, and data analysis. X.W. and I.C.C.

jointly discussed the results, drafted and revised the manuscript for publication.
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6.1 Model formulation

In this chapter, we investigate the experimentally observed unstable flows in compliant

microchannels at finite but low Reynolds number. Similar to the experiments [41], we allow

Re ≃ 100 with a corresponding “reduced” Reynolds number R̂e = ϵRe = h0Re/ℓ = O(1).

We approach the unsteady FSI problem by reduced modeling. In particular, we synthesize

the knowledge that we have obtained in the previous chapters and construct an unsteady

reduced model for the finite-Reynolds-numbers flow within the long and shallow rectangular

microchannels. The configuration of interest is depicted in figure 3.1, and the dominant

mechanisms discussed in chapter 3 still apply. With the lubrication approximation, we have

found that the flow pressure p varies along the flowwise direction z (or Z) mainly up to

R̂e = O(1). This observation actually motivates us to build a 1D model which can realize

a coupling between the flow pressure, the flow rate and the wall deformation. Then, in

chapter 5, we have shown that for such a reduced 1D model, we can introduce an effective

deformed channel height by averaging the interface displacement over the channel width.

This step removes the spanwise x-dependence, thus reducing the system from 3D as a 2D

one, as shown in figure 6.1. However, chapter 5 is only focused on the steady state. Next, we

show how to make appropriate extensions and give the complete formulation of the unsteady

1D FSI model.

6.1.1 Unsteady flow within a deformed channel

Since h0 ≪ ℓ, using the scales tabulated in table 3.1 but applying in the 2D configura-

tion of figure 6.1, we conclude that up to R̂e = O(1), the leading-order terms left in the

dimensional 2D incompressible Navier–Stokes equations are

∂vy

∂y
+ ∂vz

∂z
= 0, (6.1a)

∂p

∂y
= 0 ⇒ p = p(z, t), (6.1b)

∂vz

∂t
+ vy

∂vz

∂y
+ vz

∂vz

∂z
= − 1

ρf

∂p

∂z
+ µ

ρf

∂2vz

∂y2 . (6.1c)
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Figure 6.1. Schematic of the configuration of the reduced 2D problem ob-
tained by width-averaging the interface displacement, with key dimensional
labels labeled.

Importantly, the conservation of the linear momentum along y is reduced to p = p(z, t). Like

the 3D configuration, the momentum equation along z also indicates a balance between the

finite fluid inertia, the pressure gradient and the dominant shear forces in the flow.

We can introduce the flow rate q(z, t) = w
∫ h̄(z,t)

0 vz(y, z, t) dy by integrating vz along

the deformed height, where the channel width w has to be used here for the consistency of

units. However, our reduced modeling takes width-averaged quantities. Therefore, we define

q̄(z, t) := q(z, t)/w. Then, integrating equation (6.1a) and equation (6.1c) along y from 0 to

h̄, we get the following two equation:

∂h̄

∂t
+ ∂q̄

∂z
= 0, (6.2a)

∂q̄

∂t
+ 6

5
∂

∂z

(
q̄2

h̄

)
= − h̄

ρf

∂p

∂z
− 12µq̄
ρf h̄3

. (6.2b)

Note that in deriving equation (6.2a), we have applied the kinematic boundary condition:

vy|y=h̄ = ∂h̄

∂t
, (6.3)

and the no-slip boundary condition of vz(z = h̄, t) = 0. In deriving equation (6.2b), we

have invoked a von Kármán–Pohlhausen approximation [173] (see also, e.g., [115, §4-6.5] or
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[104, p. 541]) to assume a parabolic velocity profile across any deformed cross-section of the

channel:

vz(y, z, t) = 6q̄y[h̄(z, t) − y]
h̄3(z, t)

, (6.4)

which is the dimensional form equation (5.40) we have used in section 5.3.1. Note equations

(6.2) were also previously derived by Stewart et al. [86] and Inamdar et al. [102].

To this end, equation (6.2) establishes a relationship between p, q̄ and h̄, as we have

promised. However, we still need to put forward a solid mechanics model to solve for h̄ to

close the FSI system.

6.1.2 1D formulation of the compliant wall deformation

In section 5.3.2, we have already written out equation (5.46) for the width-averaged height

h̄ at steady state by combining the dominant Winkler-foundation-like mechanism with the

weak tension effect. In this section, we will extend the steady state equation (5.46) into an

unsteady one by considering the solid inertia.

For completeness, we first briefly review the logic of introducing the weak tension. If we

only consider the dominant Winkler-foundation-like behavior as equation (3.3), we get the

following equation by averaging the displacement of the fluid–solid interface over x:

ūy(z, t) = 1
w

∫ +w/2

−w/2
uy(x, z, t) dx =

[
1
w

∫ +w/2

−w/2
f(x) dx

]
︸ ︷︷ ︸

1/k

p(z, t). (6.5)

Recall that the salient assumption for equation (3.3) is that the square of the characteristic

time scale for the solid deformation is much smaller the that of the flow, i.e., T 2
s ≪ T 2

f ,

the validity of which will be discussed when we make the 1D system dimensionless. With

equation (6.5), the width-averaged height h̄ of the channel is

h̄(z, t) = 1
w

∫ +w/2

−w/2
h0 + uy(x, z, t) dx = h0 + 1

k
p(z, t). (6.6)

As in equation (5.46), the proportionality constant, k represents the effective stiffness of the

interface.
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However, the above two equations cannot satisfy the possible restrictions imposed at the

inlet and the outlet (i.e., at z = 0 and z = ℓ). As shown in figure 6.1, the movement of the

fluid–solid interface at both ends is often physically restricted. To satisfy these boundary

conditions, we regard the wall deformation as a boundary layer problem. While the Winkler-

foundation-like mechanism is dominant outside the “boundary layers” near the inlet and

outlet, with equation (6.5) being the (outer) solution there, another mechanism plays a role

within thin (boundary) layers near z = 0, ℓ, each admitting inner solutions that regularize

the problem and allow the enforcement of end constraints. The weak deformation effects

we consider in this section is the weak constant tension. Then, the “regularized” governing

equation for ūy with the solid inertia included is written as

ρsb
⋆∂

2ūy

∂t2
+ kūy − χt

∂2ūy

∂z2 = p(z, t), (6.7)

where ρs denotes the solid density, b⋆ represents the effective thickness of the interface (dis-

cussed in section 6.A.1), which is introduced so that the first term can represent the bulk

inertial effects of the solid. Recalling that k is the effective stiffness introduced in equation

(6.5), the second term represents the dominant Winkler-foundation effects. χt is the tension

per unit width (discussed in section 6.A.2). In the case of χt being constant, the tension ef-

fects in terms of the transverse displacement ūy is written as the third term in equation (6.7)

(see e.g., [174, §4.3]). The weakness of the solid inertia and the tension is not obvious from

equation (6.7), but will become clear after we introduce the dimensionless variables.

Equation (6.7) is essentially the equation of motion of a Kramer-type surface, which has

been used extensively in the study of high-Re (boundary layer) flows over compliant coatings.

The goal of the latter studies is to understand how to delay the laminar-turbulence transition

[175]. However, microchannel flows cannot reach such high Re values. More surprisingly, the

application of equation (6.7) in modeling soft microchannels leads to different conclusions

from the compliant coating studies. Compliance of the wall can actually promote (instead of

delay) the laminar-turbulence transition thanks to the FSI-induced instabilities. This effect

can be successfully exploited for micromixing.
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6.1.3 Nondimensionalization

We use the capitalized letters denote the corresponding dimensionless parameters. Using

the scales tabulated in table 3.1, equation (6.2) is nondimensionalized as

∂Q

∂Z
+ ∂H̄

∂T
= 0, (6.8a)

R̂e∂Q
∂T

+ R̂e6
5
∂

∂Z

(
Q2

H̄

)
= −H̄ ∂P

∂Z
− 12Q

H̄2
, (6.8b)

where Q = q̄/Vch0.

As for the solid mechanics equations, the first step is to determine the characteristic scale,

Ūc, for the fluid–solid interface. The dominant deformation effect in equation (6.5), suggests

that we should take Ūc = Pc/k, recalling that the scale for p is Pc. Then, the dimensionless

version of equation (6.5) is simply

ŪY (Z, T ) = P (Z, T ). (6.9)

Still using h0 to scale h̄, the dimensionless effective channel height (equation (6.6)) becomes

H̄(Z, T ) = 1 + Ūc

h0
ŪY (Z, T ) = 1 + βŪY (Z, T ). (6.10)

Here, we have introduced another dimensionless parameter, β = Ūc/h0 = Pc/(kh0). Note

that this definition is consistent with that in equation (5.46). It is clear from equation

(6.10) that β translates the interface displacement into the deformation of the fluid domain,

capturing the “strength” of the fluid–solid coupling. Thus, β is the “FSI parameter” of our

model.

The dependence of β on the system properties comes through Pc and k. While Pc

is determined by the flow conditions (i.e., the viscosity of the fluid, the flow rate, and

the geometry of the undeformed channel), k is determined by the material properties, the
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geometry, and the boundary conditions on the compliant wall. To explicitly show this, we

write

1
k

= 1
w

∫ +w/2

−w/2
f(x) dx =

∫ +1/2

−1/2
f(wX) dX = ξ

Ē

∫ +1/2

−1/2
F (X) dX︸ ︷︷ ︸
I1

= ξI1

Ē
. (6.11)

The definition of k from equation (6.5) is used in the first step. The second step is making

the integral dimensionless. In the third step, the assumption of a linearly elastic solid has

been invoked with k ∝ Ē and f(x) ∝ 1/Ē. Here, Ē = E/(1 − ν2
s ), is used because of the

plain-strain reduction, with E being the Young’s modulus and νs being the Poisson’s ratio,

respectively. Then, F (X) is introduced as the dimensionless self-similar deformation profile,

and ξ is the resulting pre-factor after x is scaled by w. In the last step, I1 =
∫+1/2

−1/2 F (X) dX

was introduced to simplify the expression. While the effect of the material properties of the

solid wall are captured by Ē, the influence of the wall geometry and the boundary conditions

are taken by both ξ and I1. As mentioned and illustrated in chapter 5, f(x) takes different

forms in different situations, thus giving different expressions of ξ and I1. For example, for the

thick-walled microchannel considered by Wang and Christov [101], ξ = w and I1 ≈ 0.542754.

Meanwhile, for the microchannels with thick-plate-like top walls considered by Shidhore and

Christov [33], ξ = w4/(2d3) and I1 = 1
30 + (d/w)2

3κ(1−νs) , with κ (typically, κ = 1) being a “shear

correction factor.” Nevertheless, the key point is that both ξ and I1 can be obtained a priori,

by solving the corresponding elasticity problem, as analytical expressions.

Substituting the other scales from tables 3.1 and 3.2, the dimensionless version of equation

(6.7) is

θI
∂2ŪY

∂T 2 + ŪY − θt
∂2ŪY

∂Z2 = P, (6.12)

where θI = ρsb
⋆Ūc/(T 2

f Pc) and θt = χtŪc/(ℓ2Pc) are introduced above as the inertial coef-

ficient and the tension coefficient, respectively. As discussed in section (6.1.2), θI ≪ 1 and

θt ≪ 1 is expected because both the solid inertia and the tension effect are weak. Then, as

expected, the leading-order solution (as θI , θt → 0) of equation (6.12) is equation (6.9). Even

though θI ≪ 1 and θt ≪ 1, as we will see in section 6.4.1, the inclusion of the solid inertia
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and tension is necessary because they have significant influence on the global instability of

the system.

Let’s justify θI ≪ 1 first. Recalling that Pc = µVc/(ϵh0), R̂e = ϵρfVch0/µ, and β =

Ūc/h0, θI can be written as

θI = ρsb
⋆Ūc

T 2
f Pc

= ϵ
ρfVch0

µ

Ūc

h0

b⋆h0

ℓ2
ρs

ρf

= ϵR̂eβ b
⋆

ℓ

ρs

ρf

. (6.13)

Since ϵ ≪ 1, b⋆ ≤ d ≪ ℓ, R̂e = O(1), β is typically O(1) and ρs ≃ ρf in the microchannel

setting (because PDMS has a similar density to water), we have justified θI ≪ 1. Note

time in equation (6.7) is scaled by Tf , as before, to ensure the fluid–solid coupling. The

limit θI ≪ 1 corresponds to T 2
s ≪ T 2

f , meaning that the solid does respond to the pressure

change in the flow promptly. It is also helpful to note that, using equation (6.11), we can

also write

θI = I1
ρsb

⋆ξ

T 2
f Ē

, (6.14)

which indicates that, for a more rigid solid (i.e., with the increase of Ē), the solid deformation

develops much faster than the flow.

Again using equation (6.11), the dimensionless tension coefficient can be written as

θt = χtŪc

ℓ2Pc

= I1
χtξ

Ēℓ2
. (6.15)

If χt is deformation-induced (thus time-dependent), substituting equation (6.35) into equa-

tion (6.15), we obtain

θt(T ) = I1
ξ

Ēℓ2
Eb⋆

ℓ

∫ ℓ

0

1
2

(
∂ūy

∂z

)2

dz

= (1 − ν2
s )I1

ξb⋆Ū2
c

ℓ4

∫ 1

0

1
2

(
∂ŪY

∂Z

)2

dZ

= θ̃t

∫ 1

0

1
2

(
∂H̄

∂Z

)2

dZ,

(6.16)
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Table 6.1. The dimensional and dimensionless parameters of the 1D FSI model.
Quantity Notation Typical value Units
channel’s length ℓ 1.0 cm
channel’s undeformed height h0 30 µm
channel’s width w 500 µm
top wall’s thickness t 2.0 mm
solid’s Young’s modulus E See table 6.2 MPa
solid’s Poisson’s ratio ν 0.5 –
solid’s density ρs 1.0 × 103 kg m−3

fluid’s density ρf 1.0 × 103 kg m−3

fluid’s dynamic viscosity µ 1.0 × 10−3 Pa s
inlet flow rate q See table 6.2 µL min−1

effective interface thickness b⋆ 0.6141w = 307.05 µm
channel’s height-to-length ratio ϵ = h0/ℓ 0.003 –
channel’s height-to-width ratio δ = h0/w 0.06 –
reduced Reynolds number R̂e = ϵρq/(wµ) See table 6.2 –
FSI parameter β = I1Pcξ/(Ēh0) See table 6.2 –
solid’s inertia coefficient θI = ϵR̂eβb⋆ρs/(ℓρf ) See table 6.2 –
tension coefficient θt(T ) Variable –
(deformation-induced) = θ̃t

∫ 1

0

1
2

(
∂H̄

∂Z

)2

dZ (θ̃t in table 6.2) –

where

θ̃t = 1
β2 × (1 − ν2

s )I1
ξb⋆Ū2

c

ℓ4 = (1 − ν2
s )I1ϵ

2 ξb
⋆

ℓ2 . (6.17)

Note that we have used equation (6.10) in the last step of the manipulations in equation

(6.16). Also, note that θ̃t is not related to the flow conditions, and θ̃t ≪ 1 for microchannels.

Within linear elasticity, the integral in equation (6.16) is O(1), thus θt ≪ 1.

Finally, the key dimensional and dimensionless parameters are summarized in table 6.1.

Typical values for microfluidic systems are given to justify the bigness/smallness assumptions

made.
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Table 6.2. The dimensional and dimensionless parameters for the exemplar
cases considered.

Case E q R̂e β θI θ̃t

(MPa) (µL min−1) (–) (–) (–) (–)
C1 1 1500 0.15 0.1256 1.7360 × 10−6 5.6245 × 10−9

C2 1 6000 0.60 0.5026 2.7775 × 10−5 5.6245 × 10−9

C3 1 9000 0.90 0.7538 6.2495 × 10−5 5.6245 × 10−9

C4 2 1500 0.15 0.0628 8.6798 × 10−7 5.6245 × 10−9

C5 2 6000 0.60 0.2513 1.3888 × 10−5 5.6245 × 10−9

C6 2 9000 0.90 0.3769 3.1247 × 10−5 5.6245 × 10−9

6.1.4 Initial and boundary conditions

Equations (6.8a), (6.8b), (6.12) and (6.10) define a 1D FSI model. In this work, we

consider the case in which the flow rate at the inlet is fixed, while the pressure at the outlet

is set to gauge, i.e.,

Q(0, T ) = 1, P (1, T ) = 0. (6.18)

Also, there are no displacements at the inlet and the outlet of the channel:

ŪY (0, T ) = ŪY (1, T ) = 0 ⇒ H̄Y (0, T ) = H̄Y (1, T ) = 1. (6.19)

Initially, we assume the wall is undeformed and the flow is uniform through the channel, i.e.,

Q(Z, 0) = 1, ŪY (Z, 0) = 0 ⇒ H̄Y (Z, 0) = 1. (6.20)

6.2 Examplar cases and preview of results

The remainder of this paper is concerned with the steady-state features, the dynamic

response, and also the linear stability of the non-flat steady state of the proposed 1D FSI

model. To explore these issues, we have chosen exemplar cases with typical dimensional and

dimensionless values given in table 6.1 and table 6.2. The values for the geometrical and

material properties are taken and/or modified from [12]. The long and shallow microchannels
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Table 6.3. Qualitative comparison between the experimental observations of
[41] and the predictions of the proposed global 1D FSI model.

Experimental observation Proposed 1D FSI model behavior
Steady

• Wall deformation is nonuniform
along the streamwise direction.

• There is a sharp diverging section
after the channel entrance, fol-
lowed by a longer converging sec-
tion tapering towards the outlet.

• The steady-state pressure and
deformation profiles vary along
streamwise direction.

• For weak axial tension, the chan-
nel expands sharply near the inlet,
reaching a maximum deformation.
Then, the deformation tapers out
towards the outlet. This is due
to the equation of the fluid–solid
interface exhibiting a boundary-
layer-like behavior for θt ≪ 1.

Dynamic

• Dye injected in the flow oscil-
lates/breaks up at Re ≃ 100 and
R̂e ≃ 1. The dye is observed to
break up first in the converging
section near the channel outlet.

• In the mixing experiments, vig-
orous mixing is observed down-
stream in the converging section
at Re ≃ 100 and R̂e ≃ 1.

• Under the same flow rate, the
mixing in the more compliant
channel is observed to be more
complete.

• The wall oscillates as the dye
breakup (instability) is observed.

• The base (steady) solution be-
comes linearly unstable to in-
finitesimal perturbations at Re ≃
100 and R̂e ≃ 1.

• The global unstable modes are
highly oscillatory, with frequen-
cies close to the natural frequency
of the wall. The eigenfunctions
are highly oscillatory in space,
with the shape changing more
dramatically near the outlet than
that near the inlet.

• Under the same flow rate, the
softer channel has larger growth
rate for the most unstable mode.

• Self-sustained wall oscillations can
be triggered in the linearly unsta-
ble cases. The wall oscillations
have a peak frequency close to the
natural frequency of the wall, and
are found to be more violent near
the channel outlet.
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(a) (b)

(c) (d)

(e)

Figure 6.2. The steady-state response for the exemplar cases from table 6.2,
for flow rates or q = 1500, 6000, 9000 µL min−1 (higher q corresponds to darker
curves). (a) The variation of the deformed channel height along z. (b) The
pressure distribution along z, with the inset window showing a zoom-in view
near the z = ℓ. The dotted lines show the Hagen–Poiseuille law for a rigid
channel (linearly variation or p along z). Panels (c) and (d) show zoomed-in
views for h̄ and p near the inlet, z = 0, respectively. (e) The computed θt of
the exemplar cases from table 6.2.

are assumed fabricated via soft lithography, with a thick top wall. The leading-order steady

response of such microchannels has been solved in chapter 4 [101], according to which,

I1 = 0.542754 and ξ = w for calculating β in table 6.2.

Similar to the experiments of Verma and Kumaran [41], cases C1 to C3 and C4 to C6

summarized in table 6.2 are each based on a single microchannel, operated under different
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flow conditions. As catalogued in table 6.3, the steady and dynamic responses of the new 1D

FSI model match several experimental observations qualitatively, which indicates that the

proposed model can provide unique insights into this unstable FSI problem. However, we

cannot perform direct quantitative comparisons between our 1D model and the experiments

of Verma and Kumaran [41], for the following reasons. First, the experiments’ soft wall was

compressed upon a rigid outer surface, unlike our model wherein a soft wall that bulges

outwards in an unconstrained manner (being stress-free on its outer surface). Further, in

the experiments, the wall thickness was comparable to the channel’s width, with two side

walls made rigid. Consequently, the deformation field within the compliant wall in the

microchannels fabricated by Verma and Kumaran [41] is described by a different leading-

order theory of the flow-induced deformation than the theories considered herein. At this

time, it is not clear whether an exact solution (along the lines of chapter 4 [101]) could be

obtained for the deformation in the configuration fabricated by Verma and Kumaran [41].

The main difference would be in the definition of β. Nevertheless, since the experiments did

consider long and shallow microchannels with a slender deformable wall, the assumptions

made in chapter 3 and section 6.1 apply. Therefore, the FSI physics in these experiments are

expected to be captured by the theoretical framework proposed herein. Indeed, as discussed

by Verma and Kumaran [41], the FSI-induced instabilities are generic, thus are not expected

to be an “accidental” phenomenon occurring only in some specific experimental devices. It

follows that our qualitative comparisons below are meaningful and useful for validating the

proposed 1D FSI model.

6.3 Base state: features of the inflated microchannel at steady state

The steady response with weak tension effects included has been discussed in chapter 5.

In this section, we will compute the steady state of the cases in table 6.2. Note that we

consider the deformation induced tension computed by equation (6.16).

At steady state, all the time derivatives vanish. From equation (6.8a), we have Q ≡ 1,

upon imposing the fixed-flux upstream boundary condition from equation (6.18). The re-

maining equations (6.12), (6.10) and (6.8b), together with the unsatisfied boundary con-
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(a) (b)

Figure 6.3. Comparison between the numerical solutions of the proposed 1D
FSI model and previously reported analytical results for the exemplar cases
of C1 and C3. (a) the deformed channel height along z. (b) the pressure
distribution along z. The solid curves represent the numerical simulation of
the 1D FSI model at steady state. The dash-dotted curves represent the results
calculated by equation (6.23) with R̂e = 0 and θt = 0. The dashed curves are
calculated from equation (6.24), in which θt = 0 but R̂e = O(1).

ditions from equations (6.18) and (6.19), constitute a nonlinear two-point boundary value

problem [167]. This nonlinear system is solved using the newton krylov routine from the

SciPy stack [106], following the procedure described in section 6.B.

Also, note that equations (6.12), (6.10) and (6.8b) can be combined to form a single

equation, in terms of the steady-state deformed height H̄0, written as

6
5R̂e 1

H̄3
0

dH̄0

dZ = 1
β

(
dH̄0

dZ − θt
d3H̄0

dZ3

)
+ 12
H̄3

0
. (6.21)

Equation (6.21) is exactly the same as equation (5.47). The boundary conditions for this

third-order nonlinear ordinary differential equation (ODE) are

H̄0(Z = 0) = H̄0(Z = 1) = 1, d2H̄0

dZ2

∣∣∣∣∣
Z=1

= 0, (6.22)

which correspond to zero displacement imposed at Z = 0, 1, along with the gauge-pressure

boundary condition at the outlet.
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The steady responses of the exemplar cases from table 6.2 are shown in figure 6.2. The

nonuniform deformation of the channel height is shown in figure 6.2(a), along with a zoom-

in view near the inlet given in figure 6.2(c). The channel inflates more for larger flow rates

and/or for softer walls (i.e., with smaller E). For each case, there is a sharp diverging sec-

tion near the channel inlet, and a much longer converging section connecting to the channel

outlet, which agrees with the experimental observations of Verma and Kumaran [41]. As

for the pressure distribution, figure 6.2(b) shows that the compliance of the wall leads to

a non-uniform pressure gradient so that the pressure varies nonlinearly with z. Further-

more, compared to the case of flow in the rigid channel, the total pressure drop is reduced

significantly due to the expanded cross-sectional area resulting from the deformation of the

wall. This phenomenon has been addressed and analyzed, considering different geometrical

configurations and elastic response, but typically limited to the case of R̂e → 0 [see, e.g.,

30]. However, our proposed 1D FSI model pushes the limit to R̂e = O(1). Figure 6.2(d) also

zooms into the neighborhood of the channel inlet. As the flow rate increases, a small region

of positive pressure gradient appears. The reason for this effect is that, the sharp expansion

of the channel’s cross-section near the inlet makes the local velocity drop quickly (recall that

Q ≡ 1 at steady state), and the positive pressure gradient aids in the deceleration of the flow

[102], [114]. Finally, the deformation-induced weak tension coefficients of the exemplar cases

are shown in figure 6.2(e). We observe that θt increases as the flow rate increases because

higher flow rates induce larger deformations. Moreover, for the same flow conditions, it is

observed that θt is larger when the wall is more compliant.

Next, to address the effect of R̂e and θt, we compare the numerical results of the current

1D FSI model with the analytical results discussed in chapter ch:work3. At this stage, θt is

fixed to be the corresponding values from figure 6.2(e). First, taking R̂e → 0 and neglecting

θt, the pressure distribution and the deformation at steady state [114] are

P0(Z) = 1
β

{
[48β(1 − Z) + 1]1/4 − 1

}
, H̄0(Z) = 1 + βP0(Z). (6.23)

Equation (6.23) is the essentially the same as the model proposed by Gevais et al. [12].

However, in the current theoretical framework, β is obtained by solving an appropriate
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linear elasticity problem, instead of being calibrated by an experiment. Second, if only θt is

neglected but R̂e = O(1), the steady-state pressure distribution [114] is

P0(Z)
[
1 + 3

2βP0(Z) + β2P 2
0 (Z) + 1

4β
3P 3

0 (Z) − 6
5R̂eβ

]
= 12(1 − Z), (6.24a)

H̄0(Z) = 1 + βP0(Z). (6.24b)

Observe that equation (6.24) reduces to equation (6.23) for R̂e → 0. Finally, we mention that

if both θt, R̂e ̸= 0, equation (6.21) is essentially a singular perturbation problem, which can

be solved using the method of matched asymptotic expansions. Specifically, in section 5.A

of chapter 5, we showed that there exists a boundary layer near Z = 0 of thickness O(θ1/2
t ),

and obtained a matched asymptotic solution, which is too lengthy to summarize here.

In figure 6.3, we show a comparison between the steady-state solution obtained by nu-

merical simulation of the 1D FSI model and the analytical results mentioned above. For a

low flow rate, with R̂e = 0.15, the fluid inertia is not important, thus the numerical results

agree well with the analytical results, except near the inlet. In contrast, for a high flow rate,

with R̂e = 0.9, the results neglecting the effect of R̂e (based on equation (6.23)) tend to un-

derestimate the channel deformation and the pressure distribution. Since equations (6.23)

and (6.24) do not take into account the weak tension effect, the no-displacement restriction

at the inlet is not satisfied. With θt included, whether the flow rate is low or high, a short

diverging section of the channel height emerges near the inlet, indicating the feature of a

boundary layer problem described above.

6.4 Linear stability of the inflated base state

In this section, we address the linear stability of the base (steady-state) solutions obtained

in section 6.3. We have shown, in figure 6.2, that both the deformation and the pressure

gradient are nonuniform along z in the inflated (non-flat) base state. This observation makes

the linear stability problem nontrivial, as the linearized operators have variable coefficients

and are not self-adjoint. The key question that this section will address is: is the non-flat

base state linearly stable to infinitesimal perturbations?
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To answer this question, we perturb the base state with an infinitesimal disturbance as:

Q(Z, T ) = Q0 + αQ̂(Z, T ), H̄(Z, T ) = H̄0(Z) + αĤ(Z, T ), (6.25)

with α ≪ 1. Note Q0 = 1 for fixed flux upstream. Substituting the above into the governing

equations (6.8) and (6.12), and keeping terms up to O(α), we obtain the following linear

evolution equations:

∂Ĥ

∂T
+ ∂Q̂

∂Z
= 0, (6.26a)

R̂eβ
H̄0

∂Q̂

∂T
+ 6

5R̂eβ
[(

3Q2
0

H̄4
0

dH̄0

dZ − Q2
0

H̄3
0

∂

∂Z

)
Ĥ +

(
−2Q0

H̄3
0

dH̄0

dZ + 2Q0

H̄2
0

∂

∂Z

)
Q̂

]

+ θI
∂3Ĥ

∂Z∂T 2 + ∂Ĥ

∂Z
− θt

∂3Ĥ

∂Z3 + 12β
(
Q̂

H̄3
0

− 3Q0

H̄4
0
Ĥ

)
= 0. (6.26b)

We further note that θt in the above equation is fixed to be the steady-state value rather than

computed from equation (6.16), i.e., we have neglected any modifications of θt introduced

by the initial perturbations. It can be shown (see section 6.5.1) that this effect is negligible.

In this work, we only consider the asymptotic behavior of infinitesimal initial perturba-

tions, i.e., the modal analysis. To this end, we write

Q̂(Z, T ) = Q̃(Z)e−iωGT , Ĥ(Z, T ) = H̃(Z)e−iωGT . (6.27)

Since the base state is non-flat, the eigenfunctions Q̃ and H̃ are not homogeneous in Z.

Then, ωG ∈ C denotes the “global” growth/decay rate of the eigenmode [176].

For computational convenience, equation (6.26) is rewritten in matrix form as

 0 d
dZ

LH LQ


︸ ︷︷ ︸

A

H̃
Q̃


︸ ︷︷ ︸
ψ

= iωG

1 0

0 R̂eβ
H̄0

− θI
d2

dZ2


︸ ︷︷ ︸

B

H̃
Q̃


︸ ︷︷ ︸
ψ

, (6.28)
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with the operators LH and LQ defined as

LH = 6
5R̂eβ

(
3Q2

0

H̄4
0

dH̄0

dZ − Q2
0

H̄3
0

d
dZ

)
+ d

dZ − θt
d3

dZ3 − 36βQ0

H̄4
0

, (6.29a)

LQ = 6
5R̂eβ

(
−2Q0

H̄3
0

dH̄0

dZ + 2Q0

H̄2
0

d
dZ

)
+ 12β
H̄3

0
. (6.29b)

Note that LH and LQ are linear operators with non-constant coefficients, as a consequence

of the non-flat base state. Also note in B, θId2Q̃/dZ2 originates from θI∂
3Ĥ/(∂Z∂T 2) =

θI∂
3Q̂/(∂Z2∂T ), using equation (6.26a).

Since the base state has satisfied all the boundary conditions from equations (6.18) and

(6.19). The boundary conditions for the infinitesimal perturbations are homogeneous:

Q̃|Z=0 = dQ̃
dZ

∣∣∣∣∣
Z=0

= dQ̃
dZ

∣∣∣∣∣
Z=1

= 0, (6.30a)

H̃|Z=0 = H̃|Z=1 = d2H̃

dZ2

∣∣∣∣∣
Z=1

= 0. (6.30b)

The first boundary condition is deduced from the fixed flux upstream boundary condition,

while the boundary conditions in terms of H̃ correspond to the no-displacement restrictions

at both ends and the outlet pressure set to gauge. The remaining two boundary conditions

on Q̃ are derived from the equation (6.8a) by imposing zero displacement at the channel

inlet and outlet.

Equation (6.28) subject to equation (6.30) gives rise to a generalized eigenvalue problem,

which can be solved numerically using the Chebyshev pseudospectral method (see section 6.C

for details). For all the eigenmodes resolved, if the corresponding Im(ωG) > 0, we say the

non-flat base state of the 1D FSI model is linearly unstable to infinitesimal disturbances.
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Table 6.4. Dimensionless eigenvalues, ωG, for the pure decay modes and for
the least unstable modes of the exemplar cases from table 6.2.

Case Pure decay mode Least stable mode
C1 −5.5501i –
C2 −2.8538i 202.3535 + 0.1393i
C3 −1.9762i 134.2670 + 1.3892i
C4 −8.0068i –
C5 −4.1750i 284.8114 + 0.0637i
C6 −3.0423i 189.2292 + 0.5867i

6.4.1 Eigenspectra of the exemplar cases

Here, it is illustrative to plot dimensional quantities to show how a corresponding physical

system would behave. To this end, we write the dimensional frequency as

fg = ωG

2πTf

= ωGq

2πℓwh0
. (6.31)

Note that fg ∈ C, such that Re(fg) is the oscillatory frequency of the corresponding eigen-

mode, i.e., [H̃, Q̃]⊤ in our formulation, while Im(fg) is the eigenmode’s grow/decay time

constant.

On the other hand, since equation (6.12) essentially represents a mechanical oscillator,

the dimensionless and dimensional natural frequency of the oscillator, denoted as FN and fn

respectively, can be approximated as

FN = 1
2π

√
θI

, fn = FN

Tf

= FNq

ℓwh0
. (6.32)

Unlike fg, both FN , fn ∈ R. Also note that, equation (6.32) does not take the tension

effect into account, but since tension is weak, we believe equation (6.32) provides a good

approximation to the natural frequency of the system.

In figure 6.4, we show the calculated eigenspectra for the six exemplar cases from table 6.2.

First, observe that the eigenspectra are symmetric about the imaginary axis in the complex

plane. This symmetry is a consequence of the formulation of the generalized eigenvalue
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(a) (b) (c)

Figure 6.4. Eigenspectra of the exemplar cases from table 6.2: (a) q = 1500
µL min−1 (C1 and C4); (b) q = 6000 µL min−1 (C2 and C5); (c) q = 9000
µL min−1 (C3 and C6). The symbols represent the discrete eigenvalues for
E = 1 MPa and E = 2 MPa respectively. The red horizontal line mark the
position of real axis, i.e., Im(fg) = 0. The dash-dotted lines mark the natural
frequencies calculated by equation (6.32). The insets in each panel have the
same vertical axes.
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Figure 6.5. (a) Comparison of the eigenspectra of the case with θI ≪ 1 and
θt ≪ 1 (+), the case with θt ≪ 1 but θI = 0 ( ), and the case with θI = 0 and
θt = 0 ( ). The dimensionless parameters are taken as per case C3 in table 6.2.
(b) Contour plot of Im(ωG) of the least stable mode as a function of θI and θt,
with R̂e and β taken from case C3 in table 6.2. The dashed line marks θI = θt.

problem (see equation (6.28)), as the matrix A on the left-hand side is purely real, while

the matrix iB on the right-hand side is purely imaginary. This symmetry is also a feature

of the eigenvalue analyses in [102], [161].
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(a) (b)

Figure 6.6. The eigenfunctions of the pure decay eigenmodes of the six ex-
emplar cases from table 6.2. The eigenfunctions have been scaled by keeping
max |Q̃| = 1.

Second, the 1D FSI system transitions from stability (panel (a)) to instability (panels (b)

and (c)) as the flow rate is increased. The fluid inertia becomes more prominent as the flow

rate is increased, indicated by the magnitude of R̂e, which is associated with the nonlinear

terms on the left-hand side of equation (6.8b). For the six exemplar cases from table 6.2,

we observe that the linear instability typically occurs for R̂e ≃ 1, or equivalently Re ≃ 100,

which is close to the values reported for the microchannel experiments showing instability

[41].

Third, it is observed that the unstable regions in figure 6.4(b) and (c) are close to the

natural frequency, indicating that the instabilities are related to the resonance of the wall.

Due to the weak solid inertia, the natural frequency calculated from equation (6.32), as well

as Re(fg) in the unstable region, is as high as ≃ 104 Hz. This fact also matches the local

linear stability analysis of Verma and Kumaran [41], who reported that the least stable mode

oscillates at a frequency on the order of 104 Hz. Moreover, one of the common features of

the eigenspectra in figure 6.4 is that, away from the unstable region where |Re(fg)| is large,

Im(fg) → 0−. This observation indicates that, apart from those modes that grow for the

given flow conditions, the stable modes that oscillate with higher frequency will decay slowly,

which highlights the computational stiffness of the 1D FSI system.
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(a) (b)

(c) (d)

Figure 6.7. The eigenfunctions of the least stable modes for the linearly
unstable cases, i.e., C2, C3, C5 and C6 in table 6.2. The eigenfunctions have
been scaled by keeping max |Q̃| = 1.

Lastly, the compliance of the wall does influence the shape of the eigenspectra. Since the

stiffer wall has a larger natural frequency, its unstable region is located at higher frequencies

than its softer counterpart. Note that in figure 6.4, the two zoom-in insets in each panel

have the same range for the vertical axis. Then it can be shown that the more compliant

wall has the larger growth rate (or the smaller decay rate in the linearly stable case) for the

least stable mode, which could be related to the experimental observations that the softer

microchannel is more prone to instabilities [41].
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Since both θI and θt are small quantities in the solid mechanics equation (6.12), it would

be interesting to show a comparison of the linear stability between cases either θI = 0 or

θt = 0. We consider three different such cases: (i) θI ≪ 1 and θt ≪ 1; (ii) θI = 0 and θt ≪ 1;

(iii) θI = 0 and θt = 0. The base states of both case (i) and (ii) are the same, governed

by equation (6.21). However, in case (iii), the system cannot satisfy H̄(0) = 0, thus the

corresponding base state should be taken from equation (6.24). As shown in figure 6.5(a), we

observe that even though the solid inertia and tension are weak in the system, the inclusion

of these weak effects changes the eigenspectrum fundamentally. The non-flat base state from

equation (6.24) is shown to be linearly stable. With only θt ̸= 0, case (ii) can predict linear

stability only while the case (i) with both θI , θt ̸= 0 is linearly unstable. Furthermore, as

shown in both case (ii) and (iii), for θI = 0, the eigenmodes oscillate with higher frequencies.

The reason is that, in this case, the natural frequency FN → ∞ as θI → 0.

To further investigate the effect of θI and θt, we calculated the growth/decay rate of the

least stable mode by taking different combination of θI and θt, fixing R̂e and β as the values

corresponding to case C3. As shown in panel (b) of figure 6.5, for both θI and θt across

five orders, linear instabilities are only observed when θI is at least one order larger than θt.

Since the dimensionless phase speed of the transverse waves along the fluid–solid interface

is
√
θt/θI , then the linear instability occurs when the transverse waves propagate (much)

slower than the flow.

6.4.2 Eigenfunctions of the examplar cases

Each eigenvalue is associated with an eigenfunction pair, i.e., [H̃, Q̃]⊤ via equation (6.28).

For the eigenvalues with larger |Re(ωG)|, the corresponding eigenfunctions are more oscilla-

tory in space. For example, for the purely decay mode with Re(ωG) = 0, the corresponding

eigenfunctions are found to be purely real and non-oscillatory, as shown in figure 6.6. How-

ever, for the least stable modes of the linearly unstable cases from table 6.2, as shown in

figure 6.7, with |Re(ωG)| ≫ 1, the corresponding eigenfunctions are highly oscillatory in

space. The corresponding eigenvalues for the eigenfunctions in figure 6.6 and figure 6.7 are

tabulated in table 6.4.
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(a) (b)

(c) (d)

Figure 6.8. The spatial Fourier transform of the eigenfunctions from fig-
ure 6.7. Case C3 is scaled up by a factor of 10, while case C6 is scaled up a
factor of 4.

We do not tabulate the least stable modes of the linearly stable cases in table 6.4 because

it is hard to pick out the least stable mode due to the limitation of the numerical method. In

that case, we observe that the least stable mode is always the farthest eigenvalue away from

the imaginary axis, if computed with the Chebyshev pseudospectral method using different

number of Gauss–Lobatto points N . In principle, there are infinite number of eigenvalues in

the 1D FSI system, resolving all of which would require an infinite number of Gauss–Lobatto

points. Unfortunately, N cannot be arbitrarily large because matrices in equation (6.28) will

become ill-conditioned.
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Let’s take a closer look at the eigenfunctions of the least stable modes in figure 6.7. For

all the cases, both H̃ and Q̃ exhibit much larger oscillations near the channel outlet (Z = 1),

which echos the experimental observation that the instabilities were always first observed

near the outlet in the converging section of the microchannel [41]. Furthermore, with larger

growth rate, the difference in oscillations between the outlet and the inlet is more prominent

(comparing C2 and C3, or C5 and C6).

The wavy forms of the eigenfunctions in figure 6.7 further inspire us to conduct a Fourier

transform in space for each case. We have used the SciPy’s fft routine with a Blackman

window. The results are summarized in figure 6.8 and the abscissa represents the reciprocal

of the dimensionless wave length, denoted by Λ = λ/ℓ. Here, λ is the dimensional wave

length. Interestingly, there are always two peaks for all the cases. The major peak is located

at 1/Λ ≃ 100, meaning the dominant wavelength is on the order of the channel height

(recall ℓ/h0 ≈ 333). This observation could be related to the results of the local linear

stability analysis of Verma and Kumaran [41], who found that the most unstable modes

have a wavelength comparable to the channel height.

6.5 Dynamic response of the microchannel

In this section, we solve the 1D FSI model, by discretizing the governing equations in

space and time, to investigate the dynamic responses. The spatial discretization is based on

the Chebyshev pseudospectral method [108], [110], while the “Newmark-β” method [177] is

used for the time integration; see section 6.B for further details about the numerical method

and its benchmarking.

6.5.1 Evolution from a perturbed inflated state

First, to validate the linear stability results from section 6.4, at T = 0, we perturb the

steady-state solution of the 1D FSI model using the eigenfunction of a specific mode. Then,

Im(ωG) indicates the decay/growth rate of the perturbation, while 2π/Re(ωG) is the period

of the perturbation’s oscillations.
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Figure 6.9. Time history of the difference between the instantaneous outlet
flow rate and the steady one, i.e., |Q(1, T ) − Q0(1, T )| (solid, left axes), and
the axially average deformed height, ⟨H⟩ =

∫ 1
0 H̄ dZ (dashed, right axes).

In (a) and (b), the steady state is perturbed using the eigenfunctions of the
pure decay modes. In the other cases, the steady state is perturbed using
the eigenfunctions of the most unstable modes. The dot-dashed trendlines
represent the growth/decay of perturbations, based on the imaginary part
of the eigenvalues from table 6.4. The corresponding computed periods of
oscillations are marked in each panel. The value in parenthesis is from linear
stability analysis, i.e., 2π/Re(ωG).
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The first example is the linearly stable case C1 and C4 (q = 1500 µL min−1) perturbed

from the steady state with the eigenfunctions of the pure decay modes tabulated in table

6.4. The shapes of the corresponding eigenfunctions are shown in figure 6.6. The decay rate

of the perturbation to the steady flow agrees well with the corresponding Im(ωG), as shown

in figure 6.9(a). No oscillations are observed in the evolution of the perturbations because

Re(ωG) = 0 in this case.

The second example corresponds to the linearly unstable case C2, C3, C5 and C6. At T =

0, the steady state is perturbed at by the eigenfunction of the corresponding most unstable

mode. The shape of the eigenfunctions are shown in figure 6.7, while the corresponding

eigenvalues are given in table 6.4. Both the simulated growth rate and the oscillation period

agree well with the linear stability analysis, as shown in figure 6.9(b). Here, note that the

tension coefficient θt in equation (6.12) is estimated from the instantaneous wall deformation,

thus it is time dependent. Meanwhile θt is fixed to be the steady-state value for the purposes

of the linear stability analysis. The good agreement between the numerical simulation and

the linear stability analysis indicates that neglecting the time dependence of θt for the linear

stability analysis is valid.

The linear stability analysis only predicts the evolution of the perturbation in the vicinity

of the steady state, i.e., for early times. The simulations in section 6.5.1 are actually con-

ducted for a longer time window. The results for cases C3 and C5 are shown in figures 6.10

and 6.11, respectively. For the time window shown, the numerical results are verified by time

step refinement. All representative quantities shown in figures 6.10 and 6.11 experience high-

frequency oscillations with nonlinear variations in their amplitudes. No saturated (periodic)

state is found in any of the cases. Actually, beyond the given time window, the simulation

results diverge when using different time step sizes, which suggests that this nonlinear dy-

namical system may exhibit chaotic behavior. However, pursing this possibility is beyond

the scope of the present work. The most important conclusion from these simulations is that

the perturbed steady state is unstable, and the system undergoes self-sustained oscillations,

instead of returning to the inflated steady state.

In figure 6.10 and figure 6.11, the axially averaged deformed height (first rows), the inlet

pressure and the axially averaged pressure (second rows) are observed to vary in a small
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(a) (b)

Figure 6.10. Dynamic simulations of case C3, by perturbing the steady state
with the eigenfunctions of the most unstable mode from table 6.4. (a) Time
histories of representative quantities: the axially averaged deformed height, the
inlet pressure and the axially averaged pressure, the outlet flow rate, and the
vertical velocity of the interface at z = 0.9 cm and z = 0.1 cm, respectively,
from top to below. (b) Fourier transform of the time signals from (a). Note
that in the second and fourth rows, the vertical axis has been scaled for a
clearer view. The dot-dashed lines mark fg and 2fg (see equation (6.31)),
while the dotted lines mark fn and 2fn (see equation (6.32)).

range (< 1 µm for the axially averaged deformation and < 10 kPa for the pressure), which

is consistent with the fact that no dramatic changes in the channel volume and the inlet

pressure were reported in the experiments [41]. On the contrary, the outlet flow rate (third
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(a) (b)

Figure 6.11. Dynamic simulations of case C5, by perturbing the steady state
with the eigenfunctions of the most unstable mode from table 6.4. (a) Time
histories of the representative quantities: the axially averaged deformed height,
the inlet pressure and the axially averaged pressure, the outlet flow rate, and
the vertical velocity of the interface at z = 0.9 cm and z = 0.1 cm, respectively,
from top to below. (b) Fourier transform of the time signals from (a). Note
that in the second and fourth rows, the vertical axis has been scaled to highlight
the smaller-scale details. The dot-dashed lines mark fg and 2fg (see equation
(6.31)), while the dotted lines mark fn and 2fn (see equation (6.32)).

rows) experiences more violent oscillations, which are prominent near the channel outlet, as

shown in figure 6.7. In the fourth rows, the vertical velocity of the fluid–solid interface is

shown. It is obtained based via equation (6.4) and conservation of mass (see section 6.B.2
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(a) C3 (b) C6

Figure 6.12. Time histories of the outlet flow rate and the inlet pressure for
(a) case C3 and (b) case C6, respectively, with equation (6.20) being the initial
condition. The dot-dashed lines mark the flow rate at steady state, while the
dashed lines mark the inlet pressure at the steady state.

for further details). Like the flow rate, the vertical velocity of the interface is observed to

experience larger oscillatory amplitude near the channel outlet than that near the channel

inlet, which again matches the experimental observation that the instabilities initiate near

the channel’s outlet.

Figures 6.10(b) and 6.11(b) show the Fourier transform of the time history of the corre-

sponding representative quantity. It is observed that there is a peak near fg (see equation

(6.31)), showing a good agreement with the linear stability analysis. Also observe that fg

is close to the natural frequency of the wall, fn (see equation (6.32)), which indicates that

the wall oscillations are a resonance phenomenon. Further, nonlinearity generates higher

harmonics. In figure 6.10, there is another peak at ≈ 2fg, while in figure 6.11, the second

peak is at a frequency higher than 2fg. The higher-frequency oscillations are more prominent

near the channel inlet. For example, the second peak of the vertical velocity of the interface

at z = 0.1 cm is taller than the first peak. Furthermore, the higher-frequency oscillations

in the inlet pressure are more prominent than the lower-frequency oscillations as shown in

both figures 6.10 and 6.11.
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Figure 6.13. Evolution of the shape of the fluid–solid interface from the flat
initial condition (6.20). (a) Shape of the interface for 0 ≤ t ≤ 1 ms. (b)
Comparison of the interface shape at t = 3.5 ms with the steady state. (c)
Difference between the instantaneous interface shape ūy and the steady state
ūs

y, i.e., ūy − ūs
y, for 4.0 ms ≤ t ≤ 6.5 ms.

6.5.2 Evolution from a flat initial state

Starting the simulations with an undeformed channel initial condition (as in equation

(6.20)) would be more realistic of how a microfluidic device might be operated. With equation
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(6.20) as the initial condition, cases C1 and C4 are linearly stable and reach the steady state

without detectable oscillations. The evolution of the representative quantities for case C4

are shown in figure 6.18 in section 6.B.2. In this subsection, we focus on the two linearly

unstable cases C3 and C6. All of the results shown below have been verified by time step

refinement (see section 6.B.2 and figure 6.19, for example).

First, the evolution of the outlet flow rate and the inlet pressure for cases C3 and C6 are

shown in figure 6.12. In both cases, the outlet flow rate first decreases and then increases,

reaching a value close to the imposed flow rate at late times. Meanwhile, the inlet pressure

increases to a value slightly below the steady-state inlet pressure. Small-amplitude oscilla-

tions are observed in the evolution of both quantities. More importantly, the oscillations

become magnified in at later times in the simulation, which suggests that these unstable

cases will not reach the steady state. It can be shown (by running longer-time simulations)

the that these oscillations are not unbounded. Nevertheless, similar to the cases discussed

in section 6.5.1, no saturated periodic state appears to emerge during the time window of

the simulations shown in this subsection.

It is more enlightening to contrast the two simulations shown in figure 6.12. For these

two cases, all system parameters are the same, except that the Young’s modulus for case

C3 is half of that for case C6. With a more compliant wall, the instabilities under case C3

develop more quickly. Specifically, more “violent” oscillations are observed in case C3 for

the outlet flow rate and the inlet pressure than in case C6. These oscillation amplitudes

could be, qualitatively, representative of the observations in dye-stream experiments. In

other words, dye breakup could be expected when more violent oscillations occur in softer

channels, while the dye steam may just oscillate (without breaking up) if the channel is less

compliant (thus, the oscillations in the flow rate and pressure are milder). Indeed, it was

observed in the experiments that the dye breaks up at lower Re in softer channels [41].

Next, let us take a closer look at the evolution of the fluid–solid interface. The example

in figure 6.13 corresponds to case C3 in figure 6.12 (a), while the evolution under case C6

is qualitatively similar. Initially, for 0 ≤ t ≤ 1 ms as shown in figure 6.13(a), the interface

bulges near the channel inlet first because the pressure is relatively high there. At the same

time, transverse waves are shed and propagate from the inlet to the outlet until they are
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reflected at the downstream boundary of the domain. There is a dramatic increase in the

total volume of fluid in the channel at this stage. Thereafter, the deformation of the wall

stops growing, but the transverse waves still propagate back and forth along the fluid–solid

interface. Compared with figure 6.13(a), the transverse waves have smaller wave length and

amplitudes. Furthermore, the interface shape at this stage is close to the steady-state shape,

as seen in figure 6.13(b). The deviation of the interface’s dynamic deformation from the

steady one is plotted for 4.0 ms ≤ t ≤ 6.5 ms in figure 6.13(c), where the wave propagation

can be clearly observed. Interestingly, after a while, the oscillations near the channel’s outlet

continue to grow and become larger than the oscillations anywhere else along the channel,

which explains why the variations of the outlet flow rate appear more prominent compared

than that of the inlet pressure in figure 6.12. This observation is also corroborated by the

experimental observation that the instabilities always initiate near the channel’s outlet.

To better emphasize the difference in the wall motions near the inlet versus near the

outlet, the vertical velocities of the fluid–solid interface at z = 0.9ℓ (near the outlet) and

z = 0.1ℓ (near the inlet) of case C3 and C6 are plotted in figures 6.14 and 6.14, respectively

(see section 6.B.2 for the details of reconstructing the velocities). The three stages discussed

in figure 6.13 can also be identified from the time histories of the vertical velocities shown

in these two figures. At early times, since the wall bulges first near the channel inlet, the

vertical velocity at z = 0.1ℓ is larger. The motion at z = 0.9ℓ starts after the transverse waves

reach the channel outlet. In the intermediate stage, during which the channel volume does

not change significantly, the oscillations at both positions remain relatively small, until the

motion near the outlet becomes amplified and leads to a striking difference in the oscillatory

amplitudes at the two positions.

Figures 6.14(b) 6.15(b) show the corresponding time histories in the frequency (Fourier)

domain. We observe that the peak is near the natural frequency of the wall (predicted

by equation (6.32)), indicating a resonant phenomenon. Due to the FSI, which gives rise

to the transverse waves along the fluid–solid interface, the pressure oscillations exhibit a

frequency close to the natural frequency of the wall as well, causing a feedback. Note that,

the resonances are self-excited as no oscillatory components are introduced in the initial

condition (6.20). Further, the oscillations are self-sustained as they do not die out during
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Figure 6.14. (a) Time histories of the vertical velocity of the fluid–solid
interface of case C3 at z = 0.9ℓ (near the outlet) and z = 0.1ℓ (near the inlet),
respectively. (b) Fourier transform of the corresponding time histories from
(a). The dotted line marks the natural frequency calculated from equation
(6.32).

Figure 6.15. (a) Time histories of the vertical velocity of the fluid–solid
interface of case C6 at z = 0.9ℓ (near the outlet) and z = 0.1ℓ (near the inlet),
respectively. (b) Fourier transform of the corresponding time histories from
(a). The dotted line marks the natural frequency calculated from equation
(6.32).

the entire simulation time window. Consequently, the demonstrated FSI-induced instabilities

could be an effective and inexpensive way of enhancing mixing at the microscale.

6.6 Discussion

We have derived a new 1D (reduced) FSI model for the physics underlying FSI-induced

instabilities of flows conveyed in long and shallow microchannels with a deformable top wall.
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The key advance in our 1D FSI model, compared to previous work, lies in the accurate

modeling of the wall deformation due to two-way FSI. For collapsible tubes, a constant

large tension is always included, though bending was also considered in some computational

studies [77], [79], [80]. Similarly, the 1D FSI model of Inamdar, Wang, and Christov [102]

considered the top wall as a beam and took large-deformation-induced tension and bending

into account. However, in a typical long and shallow rectangular microchannel, previous

studies have demonstrated that, under linear elasticity, at the leading order, the soft wall

deforms more like a Winkler foundation, i.e., the deformation of the channel’s cross-section at

different streamwise locations is fully determined by the local pressure [31], [33], [101]. Hence,

in contrast to other 1D models, the 1D FSI model proposed herein maintains the dominance

of the Winkler-foundation-like behavior of the soft wall. Weak tension was introduced only

to take account into the boundary effects near the inlet and outlet of the channel. Moreover,

the inertia of the solid was also modelled consistently, just like the inertia of the fluid was

take into account by lubrication theory at low, but finite, Reynolds number, following [114].

Our proposed 1D model establishes how the unsteady flow rate, the pressure and the channel

deformation evolve together in a tightly coupled manner.

Importantly, we found that the predictions of the proposed 1D FSI model agree qualita-

tively with key experiments [41] (summarized in table 6.3). Consequently, we believe that the

present analysis leads to significant, novel insight into the experimentally observed low-Re

FSI-induced instabilities in compliant microchannels. In short, the physical insight provided

by our new model is that FSI causes wall resonances, giving rise to self-sustained oscillations

of the fluid–solid interface. These resonances are triggered thanks to the combined effect

of weak axial tension and finite solid inertia, which renders the local pressure varying at

frequencies close to the natural frequency of the wall. Further, the experimentally observed

dye breakup (and “ultrafast” mixing) are explained by the global instability of non-flat (de-

formed) base state of our model, which was not accurately accounted for in previous work.

Our proposed 1D FSI model allows for the identification (computationally) of the critical

conditions for instability of this coupled system. The predicted critical Reynolds number is

in agreement with the value suggested by experiments.
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To the experimentalist, our proposed 1D FSI model provides a tool through which differ-

ent microchannel designs can be rapidly prototyped and evaluated. Beyond that, our model

provides a convenient way to evaluate operating conditions that might lead to instability

and mixing. Extending the present results, the pressure drop could be prescribed across the

channel (instead of fixing the flux at the inlet), similarly to the works of Stewart et al. [86]

and Stewart et al. [87]. Further, the proposed 1D modeling framework can be easily used to

analyze soft conduits of different cross-sectional geometries and other boundary conditions,

as long as the basic assumptions on the separation of scales (and weak versus dominant

effects in the solid) are not violated.

6.A Modeling of weak deformation effects

6.A.1 Effective interface thickness

The goal of previous studies was to find a solution for the fluid–solid interface displace-

ment, ūy, from which to determine the cross-sectional area of the deformed fluidic channel.

To illustrate this point, consider the microchannel studied by Wang and Christov [101],

which has a similar configuration to figure 3.1. In this case, the theory of the flow-induced

deformation predicts that the vertical displacement of the solid, U s
Y = us

y(x, ŷ, z)/Uc, varies

with the vertical distance from the fluid–solid interface (ŷ = 0)), as shown in figure 6.16.

For the unsteady motion in this work, however, we must properly connect the motion of the

fluid–solid interface to the non-uniform motion of the entire top wall. Since this variation is

rapidly decaying, it is reasonable to expect that a suitable effective thickness of the fluid–

solid interface, b⋆, can be introduced and used in equation (6.7). In doing so, the unsteady

motion of the whole solid (of nonuniform vertical displacements) will be captured by the

vertical motion of an interface of “virtual” thickness b⋆.

In analogy to the definition of boundary layer thickness [104], [115], we define b⋆ by

requiring that the momentum of the solid wall’s motion is equivalent to the momentum of

the reduced interface’s motion, i.e.,

ρs

∫ d

0

∫ +w/2

−w/2
u̇s

y(x, ŷ, z) dx dŷ = ρswb
⋆ ˙̄uy(z). (6.33)
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(a) (b)

Figure 6.16. Illustration of the displacement field in a thick wall predicted by
equation (4.13) from chapter 4. (a) Centerline displacement at x/w = X = 0
versus dimensionless vertical distance from the fluid–solid interface, ŷ/w. (b)
Contour plot of the displacement field. Here, ŷ = y+h0 and Uc = wPc/(h0Ē).

Since we have assumed that the solid deformation is governed by linear elasticity, the domain

of integration is unchanged after deformation. Then, we can take the time derivative out of

the integral. Substituting the definition of ūy, we obtain

b⋆ =
∫ d

0
∫+w/2

−w/2 u
s
y(x, ŷ, z) dx dŷ
wūy

=
∫ d

0
∫+w/2

−w/2 u
s
y(x, ŷ, z) dx dŷ∫+w/2

−w/2 u
s
y(x, 0, z) dx

. (6.34)

Substituting equation (3.14) from [101] into equation (6.34), we find that b⋆ ≈ 0.6141w

for thick-walled microchannel (d2/w2 ≫ 1). However, if the top wall is thin (d ≃ w), plate

theory can be invoked, and the mid-plane displacement can represent the bulk motion of the

interface; in this case, b⋆ = d.

6.A.2 Weak tension

Having introduced b⋆, we are ready to give an expression for the weak tension, χt. One

possible scenario is that χt arises from the bulging of the wall. In principle, the deformation-

induced tension is nonuniform along z. However, as mentioned, the variation of tension in

z is balanced with the shear stress in the flow, and thus can be neglected. Then, assuming
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the in-plane displacement (along z) is negligible, χt can be estimated by the average stretch

of the wall [178], written as

χt = Eb⋆

ℓ

∫ ℓ

0

1
2

(
∂ūy

∂z

)2

dz. (6.35)

Deformation-induced tension is expected to occur when the outlet of the channel is open to

air, as in [12], [41], or the pre-tension provided by external connectors is negligible. In the

unsteady case, χt is time-dependent.

Another possible situation is that the microchannel is pre-stretched and installed between

an upstream and downstream section, as in the research on collapsible tubes mentioned in

chapter 1. With the increase of the flow rate, the bulging of the wall is more prominent,

leading to larger χt. However, beyond a certain flow rate, the deformation-induced tension

will not be sufficient to hold the channel at the inlet and the outlet. In other words, the

boundary conditions cannot be satisfied. The upper bound on the flow rate before the model

breaks down is related to and found to increase with χt [114]. Therefore, in this case when

the deformation-induced tension is not sufficient, if the system is still to operate at such

a high flow rate, external pre-tension needs to be provided. Nevertheless, for the validity

of equation (6.7), the pre-tension in this case should be much larger than the deformation-

induced tension. On the other hand, the third term in equation (6.7) needs to be small

compared with the second term, to ensure the dominance of the Winkler-foundation-like

mechanism.

Apart from weak tension, other elastic forces might also be relevant. For example, if

the top wall is thin, bending could play a role. Another example comes from the elastic

structures on top of thin fluid films, wherein (in addition to tension) bending and gravity

are invoked to regularize the problem [166]. However, in the present work, we consider only

the weak tension effect.
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6.B Numerical scheme for the 1D FSI model

Here, we introduce a numerical scheme to solve the coupled problem of deformation-

induced tension, wall deformation, and flow. This scheme is also applied to the simpler

case of constant tension with given θt. The spatial domain is discretized using the pseu-

dospectral method [108], with which the governing equations are satisfied at preassigned

Gauss-type-quadrature nodes. In our case, the Gauss–Lobatto points are chosen. Therefore,

the method is also referred to as “Chebyshev pseudospectral method” or “Chebyshev collo-

cation method.” Note that in some literature [110], the pseudospectral method is specifically

referred to as a Galerkin-type method with the numerical integration using a Gauss-type

quadrature, which is not the case for the present method.

The Gauss–Lobatto points

Z̃j = − cos
(
jπ

N

)
, j = 0, 1, . . . , N (6.36)

are defined on the domain [ − 1, 1]. (Note that Z̃0 = −1 and Z̃N = 1.) Consequently,

we use a change of variables, Z̃ = 2Z − 1, to transform the computational domain from

{Z |Z ∈ [0, 1]} to {Z̃ | Z̃ ∈ [ − 1, 1]}. Then, dm/dZm = 2mdm/dZ̃m. There are two major

advantages of choosing the Gauss–Lobatto points as the collocation points. First, the Gauss–

Lobatto points are nonuniformly distributed and clustered near the endpoints Z̃ = ±1, with

the spacing scaling as O(N−2), which helps resolve the deformation boundary layer near the

channel outlet. Second, it is convenient to compute derivatives at the Gauss–Lobatto points.

Essentially, the Chebyshev pseudospectral method finds a high-order polynomial-based, valid

in the whole domain, to approximate the actual solution. As long as the functional values are

known at the N + 1 collocated points, an N -order polynomial can be uniquely determined.

The Lagrange basis, lj(Z) (j = 0, 1, . . . , N), is a convenient choice for the interpolating

polynomial since the coefficients are just the functional values. Here, lj denotes the Lagrange

polynomial which takes the value of 1 at Z̃ = Zj while being 0 for Zk with k ̸= j. Importantly,

the derivatives of the Lagrange basis at the Gauss–Lobatto points are known analytically.
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For example, taking Qk ≈ Q|Z̃=Z̃k
, k = 0, 1, . . . , N , then dQ/dZ̃|Z̃=Z̃k

≈ ∑N
j=0 D

(1)
kj Qj. Here,

the components of the first-order differentiation matrix D(1) are:

D
(1)
kj = dlj

dZ̃

∣∣∣∣∣
Z̃=Z̃k

=



−2N2 + 1
6 , k = j = 0,

c̃k

c̃j

(−1)k+j

Z̃k − Z̃j

, k ̸= j, 0 ≤ k, j ≤ N,

− Z̃k

2(1 − Z̃2
k)
, k = j, 1 ≤ k, j ≤ N − 1,

2N2 + 1
6 , k = j = N,

(6.37)

where c̃0 = c̃N = 2 and c̃j = 1 for 1 ≤ j ≤ N − 1. The higher-order differentiation matrix

is just the matrix multiplication of the lower ones, i.e., dm/dZ̃m|Z̃=Z̃k
≈ D(m) = [D(1)]m =

D(1) ×D(1) × · · · ×D(1).

As for the time integration, a second-order backward-difference formula is used for the

flow equations. Let the time step be ∆T , and a subscript denote the functional value at the

corresponding grid point, while a superscript indicates the time step. Then, equations (6.8a)

and (6.8b) are discretized as:

Qn+1
j = 1 −

∫ Z̃j

−1

1
2β

( ˙̄UY

)n+1
dZ̃, (6.38)

P n+1
j =

∫ Z̃j

1

1
2

{
− R̂e
H̄n+1

3Qn+1 − 4Qn +Qn−1

2∆T − 6R̂e
5H̄n+1

2D(1) (Qn+1)2

H̄n+1
− 12Qn+1

(H̄n+1)3

}
dZ̃.

(6.39)

Both of these equations have been integrated in space, with Q0 ≡ Q|Z=0 = 1 imposed

in equation (6.38) and PN ≡ P |Z=1 = 0 imposed in equation (6.39). The integral is to

be evaluated numerically using the trapezoidal rule. Note dZ̃ = 2dZ due to the change of

variables introduced above. Also, in equation (6.38), ˙̄UY denotes the velocity of the interface,

which can be obtained from equation (6.42b) below.
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The so-called Newmark–β method is applied to the governing solid equation (6.12). Then,

the spatially discretized equation (6.12) is written as

M ¨̄UY +KŪY = P, (6.40)

with

M = θII, K = I − θtD
(2). (6.41)

Here, θt is evaluated from equation (6.16). To ensure the accuracy of the numerical inte-

gration required to evaluate θt, the kernel, (dH̄/dZ)2 ≈ (2D(1)H̄)2, is interpolated on the

finer grid of N = 1024 using the barycentric interpolate subroutine in SciPy. Then, a

Gauss–Lobatto quadrature is applied on the finer grids to calculate the integral in equation

(6.16).

With the coefficients in equation (6.40) determined, the acceleration, velocity and dis-

placement of the interface are calculated as

¨̄Un+1
Y =

(
M + ϕ2∆T 2K

)−1
{
P n+1 −K

[
Ūn

Y + ∆T ˙̄Un
Y +

(1
2 − ϕ2

)
∆T 2 ¨̄Un

Y

]}
, (6.42a)

˙̄Un+1
Y = ˙̄Un

Y + (1 − ϕ1)∆T ¨̄Un
Y + ϕ1∆T ¨̄Un+1

Y , (6.42b)

Ūn+1
Y = Ūn

Y + ∆T ˙̄Un
Y +

(1
2 − ϕ2

)
∆T 2 ¨̄Un

Y + ϕ2∆T 2 ¨̄Un+1
Y , (6.42c)

where ϕ1 and ϕ2 are two adjustable parameters. The Newmark–β scheme is uncondition-

ally stable and second-order accurate if ϕ1 = 1/2 and ϕ2 = 1/4. However, to damp out

numerically-induced high-frequency oscillations, ϕ1 > 1/2 is usually needed [177]. In our

simulations, we use ϕ1 = 1.0 and ϕ2 = 0.5625.

Finally, the discretized interface equation (6.10) is simply

H̄n+1
j = 1 + β(ŪY )n+1

j . (6.43)
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Figure 6.17. Flow chart of the numerical scheme for the dynamic simulations.
To the left of the cell where SciPy’s newton krylov solver is called, the details
of the construction of the residual, Rd, is shown. The superscript I indicates
that the quantity is calculated based on P I .

6.B.1 Steady-state simulation

As mentioned in the main text, the case with given constant tension can be easily solved

using SciPy’s solve bvp. However, in the case of the deformation-dependent tension, since

θt is unknown, solve bvp is not as robust and usually has difficulty reaching convergence.

Instead, SciPy’s newton krylov method is applied to resolve the steady-state solution.

At steady state, all of the terms involving ∆T can be neglected. Further, we drop the

subscripts on the spatial discretizations for convenience. Then, equations (6.38), (6.39),

(6.40) and (6.43) comprise a nonlinear algebraic problem. Then, given ŪY , equations (6.43)
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and (6.39) allow us to evaluate the pressure, denoted as P F . At the same time, equation

(6.40) can also be used to evaluate the pressure, denote as P S. Now, we define a residual as

Rs = P F − P S. (6.44)

SciPy’s newton krylov solver is used to minimize the max-norm of Rs, which yields an

approximate evaluation for ŪY at steady state. The tolerance used was 6 × 10−6.

With ŪY obtained, θt is calculated from equation (6.16) using the Gauss–Lobatto quadra-

ture, as discussed before. The steady-state solution is then validated with solve bvp by

solving equation (6.21), where both the initial guess and θt are based on the outputs of

newton krylov.

6.B.2 Dynamic simulation

The dynamic problem is solved in a similar manner. At each time step, the nonlinear

system of equations (6.38), (6.39), (6.40) and (6.43) must be solved. However, to get the

Newmark–β time integration (6.42) involved, the residual, Rd, is defined with the pressure

as the input, denoted as P I . Then, starting from equation (6.40), solved with the scheme

(6.42), ŪY and ˙̄UY are obtained. Then, H̄ and Q are evaluated from equations (6.43) and

(6.38), respectively. Equation (6.39) gives another evaluation of the pressure, denoted as,

PO. The residual is thus evaluated as

Rd = PO − P I . (6.45)

At each time step, SciPy’s newton krylov is used to minimize the max-norm of Rd. The

details of this numerical procedure are summarized in the flow chat in figure 6.17.

Note that at time step n + 1, θt is evaluated as θt = θ̃t

∫ 1
0 (D(1)H̄n)2 dZ. The integral

is approximated using the Gauss–Lobatto quadrature after interpolating the kernel on the

finer grid of N = 1024. Here, we use H̄n instead of H̄n+1 in order to avoid another nonlinear

problem requiring “internal iterations” on θn+1
t . We have verified that the results using H̄n
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(a) (b)

(c) (d)

(e) (f)

Figure 6.18. Grid independence study for the dynamic simulations of FSI in
the microchannel with E = 2 MPa under a flow rate of q = 1500 µL min−1

(case C4). The time histories of the representative quantities in the system
are shown in panels (a) to (e). Panel (f) shows the two-norm of the difference
between the simulated steady state solution and the “exact” solution, which
is computed from the steady simulation with N = 2048 Gauss–Lobatto points
using the scheme described in section 6.B.1. The tolerance used in SciPy’s
newton krylov was 10−8. The errors EH and EP are computed via equation
(6.46).

instead of H̄n+1 do not differ from those evaluated based on more involved method using

H̄n+1.
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(a) (b)

(c) (d)

Figure 6.19. Time histories of (a) inlet pressure P (0, T ), (b) outlet flow rate
Q(1, T ), the vertical velocity ˙̄UY of the fluid–solid interface at (c) Z = 0.1 and
(d) Z = 0.9. All panels are for case C3 but using different time step sizes ∆T .
The spatial grid is fixed to have N = 128 nodes.

Next, we verify the grid independence of the numerical results shown in the main text.

The case chosen to perform the grid independence study is C4 from table 6.2 (corresponding

to E = 2 MPa and q = 1500 µL min−1). For case C4, we have shown in section 6.4 that

the inflated steady state is linearly stable to infinitesimal perturbations. If the flat initial

condition (6.20) is used, then the system will reach the steady state eventually.

The end time for the simulation is Tend = 2.0. However, for the clarity of the presentation,

only the results between T = 0 and T = 1.2 are shown. Furthermore, the ratio of the

smallest grid size to the time step is fixed for every simulation. Since the smallest spacing of

the Gauss–Lobatto grid points goes as O(N−2), then as N is doubled, ∆T is decreased by a

factor 4 accordingly. The time step for N = 32 is ∆T = 4 × 10−4. As shown figure 6.18(a)

and (e), all of the representative quantities agree well with each other as ∆T is refined,

except on the courses grid with N = 32,
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After the simulation has reached T = Tend, the deformed interface shape, H̄end(Z), and

the pressure distribution within the channel, P end(Z) are compared with an “exact” steady-

state solution.

The latter are denoted as H̄e(Z) and P e(Z), respectively. The “exact” solution is

taken to be the steady state of the simulation with N = 2048, and tolerance for SciPy’s

newton krylov set to 10−8. We define two L2-norm based error estimates:

EH =
1

2

N−1∑
j=1

(H̄end
j − H̄e

j )w
√

1 − Z̃2
j

1/2

, (6.46a)

EP =
1

2

N−1∑
j=1

(P end
j − P e

j )w
√

1 − Z̃2
j

1/2

, (6.46b)

which are written in the discrete form using the Gauss–Lobatto quadrature. Here, w = π/N

are the weights, and we choose N = 2048. Figure 6.18(f) shows that the error decreases

with the increase of N . The cases of N = 32, 64 and even 128 display an exponential decay

for EH . However, since the “exact” solution is not really exact, both error estimates tend to

“saturate” for N = 256.

As for the linearly unstable cases, the errors defined in equation (6.46) are not applicable

because the system will not reach steady state. In these cases, each simulation is tested

with different time step sizes, and only the converged results are shown. The spatial grid

is typically fixed as N = 128 for satisfactory accuracy (as shown in figure 6.18). One

example for case C3 is shown in figure 6.19. In panel (c) and (d), the vertical velocity of

the fluid–solid interface is obtained as follows. First, we substitute the simulated H̄ into

equation (5.40) to obtain V 2D
Z . Then, we compute V 2D

Y based on conservation of mass, i.e.,

∂V 2D
Z /∂Z + ∂V 2D

Y /∂Y = 0. Lastly, we obtain ˙̄UY = β−1V 2D
Y |Y =H̄ using equations (6.3)

and (6.10). The actual simulation time is longer than the time window shown for each

case. However, it is observed that after a certain T , the results with different time step sizes

begin to diverge, indicating this nonlinear 1D FSI model’s dynamic behavior may be chaotic.

Understanding such an interesting possibility is beyond of the scope of the current work.
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6.C A Chebyshev pseudospectral method for the generalized eigenvalue prob-
lem

We solve the generalized eigenvalue problem (6.28) using the approach proposed in sec-

tion 2.4.2 of chapter 2. However, since the boundary conditions for equation (6.28) are

different from the boundary conditions of section 2.4.2, we employ another modified La-

grange polynomial basis, now written as

Q̃(Z̃) ≈ (1 + Z̃)
N∑

j=1
Q̃j

ℓj(Z̃)
1 + Z̃j

, H̃(Z̃) ≈
N−1∑
j=1

H̃jℓj(Z̃) + H̃N(1 − Z̃2). (6.47)

It is easy to check that Q̃(Z̃j) = Q̃j and H̃(Z̃j) = H̃j, except that H̃(Z̃N) = 0 ̸= H̃N , meaning

that Q̃j and H̃j are the collocated function values; H̃N is introduced ensure the satisfaction

of the boundary condition. Also note j starts from 1 instead of 0, because equation (6.47)

has already satisfied the conditions that Q̃ = dQ̃/dZ̃ = 0 at Z̃ = −1, and H̃ = 0 at Z̃ = ±1.

The two remaining boundary conditions at Z̃ = 1 in equation (6.30) are enforced manually.

Next, the generalized eigenvalue problem (6.28) is collocated at the Gauss–Lobatto points

from j = 1, 2, . . . , N − 1, with the unsatisfied boundary conditions enforced at j = N . This

approach gives rise to the 2N × 2N matrices A and B in equation (6.28). Due to the

imposition of the boundary conditions at Z̃ = 1, B is singular. Thus, we invert A to obtain

a regular eigenvalue problem, A−1Bψ = (iωG)−1ψ, which can be solved using SciPy’s eig.

Finally, to filter out any spurious modes, each calculation has been performed with N =

600 and N = 800 grid points and cross-checked. Only the converged modes are reported in

the text.
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7. LINEAR NON-NORMALITY OF THE REDUCED

FLUID–STRUCTURE INTERACTION MODEL

SUMMARY

In this chapter, we study the linear non-normality of the linearization of the one-di-

mensional fluid–structure interaction model (specifically for perturbations about its steady,

deformed base state). We derive a theoretical framework for investigating the eigenvalue

sensitivity and the maximum transient energy amplification of infinitesimal initial pertur-

bations in the linearized problem. We find that the eigenspectrum is typically not very

sensitive to perturbations imposed on the linear operator. Therefore, even though the lin-

ear operator is approximated numerically, with some errors unavoidably being introduced

by discretization, the computed eigenvalues are trustworthy. The transient energy growth

of initial disturbances is a more meaningful quantity associated with the non-normality of

the linear operator than the eigenvalue sensitivity. Thus, we study the maximum transient

energy growth of the linearized system and find that it is can exhibit different behaviors

depending on the exemplar system/case considered. This finding indicates that the system’s

parameters can significantly influence the non-normality of the linearized problem. The solid

kinetic energy is found to be the largest portion of the total energy of growing infinitesimal

disturbances. In the case in which the initial disturbances contain many slowly-decaying

oscillatory eigenmodes, the solid kinetic energy can experience substantial transient ampli-

fication, which could impose extra challenges on the numerical simulations. The proposed

non-normality framework (and the case studies considered) have implications for designing

novel microscale mixing systems that exploit the interplay between (in)stability and transient

growth due to FSIs in compliant microchannels.
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7.1 Problem statement

In chapter 6, we perturbed the steady state of the 1D FSI model with infinitesimal initial

disturbances. By linearizing the governing equations around the base state, we obtained a

linear evolution equation (6.26) for these initial disturbances. Then, the stable and unstable

eigenmodes were identified through an eigenvalue analysis (recall section 6.4 for details).

However, the eigenvalues only predict the asymptotic behavior of the linearized system, as

T → ∞. In equation (6.26), the linearized operator is not normal (i.e., AA+ ̸= A+A,

with A+ being the adjoint of A), thus its eigenfunctions are not orthogonal to each other.

Consequently, it is possible for initially infinitesimal perturbations to experience transient

amplification during a short time window, say 0 ≤ T ≤ Te. In particular, if the linearized

operator is “highly” non-normal, the transient amplification can be so large that the non-

linearities of the system “take over.” Consequently, the finite-time evolution of such dis-

turbances would be significantly different from what the corresponding linearized problem

predicts. Importantly, it may even be the case that these disturbances do not exhibit the

asymptotic behavior suggested by the eigenvalue analysis, as T → ∞.

In this chapter, to complement the eigenvalue analysis in section 6.4, we address the

linear non-normality of the linear evolution equation (6.26). Specifically, we investigate the

sensitivity of the eigenspectra (section 7.2) and compute the maximum energy amplification

of infinitesimal initial perturbations (section 7.3). The larger these two quantities are, the

“more non-normal” the corresponding operator is.

7.2 Sensitivity of the linearized operator’s eigenvalues

7.2.1 The eigenvalue problem and its adjoint

In equation (6.26), we have derived a generalized eigenvalue problem (6.28) in the form

of Aψ = iωGBψ. Since the operator A is not self-adjoint, we need to find another set of

functions that are orthogonal to the eigenfunctions ψ. To do so, we derive the adjoint of the
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eigenvalue problem. Denote ψ+ = (H̃+, Q̃+)⊤ and A+ as the adjoint eigenfunctions and the

adjoint operator, respectively. By definition,

∫ 1

0
(ψ+)∗Aψ dZ =

∫ 1

0
(A+ψ+)∗ψ dZ, (7.1)

where the ∗ superscript denotes the complex conjugate.

Deriving the adjoint eigenvalue problem is an exercise in integration by parts, the details

of which are found in section 7.A. Ultimately, the adjoint eigenvalue problem is found to be

 0 L +
1

− d
dZ

L +
2


︸ ︷︷ ︸

A+

H̃
+

Q̃+


︸ ︷︷ ︸
ψ+

= −iω∗
G

1 0

0 R̂eβ
H̄0

− θI
d2

dZ2


︸ ︷︷ ︸

B+

H̃
+

Q̃+


︸ ︷︷ ︸
ψ+

, (7.2)

where

L +
1 = − 36βQ0

H̄4
0

−
(

1 − 6
5R̂eβ Q

2
0

H̄3
0

)
d

dZ + θt
d3

dZ3 , (7.3a)

L +
2 =12

5 R̂eβ Q0

H̄3
0

dH̄0

dZ + 12β
H̄3

0
− 12

5 R̂eβ Q0

H̄2
0

d
dZ . (7.3b)

Note that B = B+. The adjoint problem (7.2) is subject to the following boundary condi-

tions:

Q̃+
∣∣∣
Z=0

= 0, dQ̃+

dZ

∣∣∣∣∣
Z=0

= dQ̃+

dZ

∣∣∣∣∣
Z=1

= 0, H̃+ + 12
5 R̂eβ Q0

H̄2
0
Q̃+

∣∣∣∣∣
Z=1

= 0. (7.4)

The first three boundary conditions for Q̃+ are the same as those for Q̃. However, unlike

the case for H̃, we only have one mixed boundary condition for H̃+.

It is clear that AA+ ̸= A+A. Therefore, we say that the eigenvalue problem (6.28) is

non-normal, and its eigenfunctions are not orthogonal to each other.
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7.2.2 Biorthogonality condition and the definition of the energy norm

Substituting Aψ = iωGBψ and A+ψ+ = −iω∗
GBψ

+ into equation (7.1), we obtain the

following equivalent equation:

[
iωi

G − (iωj
G)
] ∫ 1

0
(ψ+

j )∗Bψi dZ = 0, (7.5)

where ψj and ψ+
j denote the jth eigenmode and adjoint eigenmode, respectively. If i = j,

then equation (7.5) is satisfied. However, if i ̸= j, the integral in equation (7.5) has to vanish

instead. Therefore, the biorthogonality condition for the eigenfunctions is

∫ 1

0
(ψ+

j )∗Bψi dZ =
∫ 1

0
(H̃+

j )∗H̃i + R̂eβ
H̄0

(Q̃+
j )∗Q̃i + θI

dQ̃+
j

dZ

∗
dQ̃i

dZ dZ = Cδij, (7.6)

where C is a constant, δij is the Kronecker delta, and B is the “weight operator.”

Let Ψ = (H,Q)⊤ denote an arbitrary infinitesimal disturbance. We define the (induced)

energy norm ∥ · ∥2
E of the disturbance Ψ as

∥Ψ∥2
E = ⟨Ψ,Ψ⟩2

E, (7.7)

where the energy inner product arises from the biorthogonality condition:

⟨Ψ1,Ψ2⟩E = ⟨Ψ1,BΨ2⟩ =
∫ 1

0
Ψ∗

1BΨ2 dZ

=
∫ 1

0
H∗

1H2 + R̂eβ
H̄0

Q∗
1Q2 + θI

(
dQ1

dZ

)∗ dQ2

dZ dZ.
(7.8)

The definition of the energy norm (7.7) based on the energy inner product (7.8) also has a

physical interpretation. The integral of H∗H can be interpreted as the elastic energy density.

As for the second term associated with Q, recalling that V 2D
Z = 6QY (H̄−Y )/H̄3, we deduce

that Q∗Q/H̄0 ∝
∫ H̄0

0 (V 2D
Z )2dY is the kinetic energy of the flow disturbance (evaluated at

the unperturbed base state). Lastly, since ∂Q/∂Z = −∂H̄/∂T , the integral associated with

dQ/dZ represents the kinetic energy of the wall motion.
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7.2.3 Quantitative estimate of the eigenvalues’ sensitivity

Letting L = B−1A, the generalized eigenvalue problem (6.28) can be transformed to the

regular eigenvalue problem Lψ = iωGψ. Similarly, L+ = B−1A+. We still have LL+ ̸=

L+L, indicating that the operator L is non-normal. The non-normality of an operator can

be assessed via the sensitivity of its eigenvalues [107]. Basically, the eigenvalue sensitivity

is introduced to answer the following question: when the linear operator L is perturbed by

small amount, by how much will the corresponding eigenvalues change? Formulated in a

mathematical way, we seek to find the magnitude of the eigenvalue perturbation, |δωj
G| of

the perturbed eigenvalue problem

(L+ P )(ψj + δψj) = i(ωj
G + δωj

G)(ψj + δψj), (7.9)

where ∥P ∥ = ε ≪ 1 (evaluated under an appropriate norm).

Assuming that the resulting ∥δψj∥, |δωj
G| ∼ ε ≪ 1 as well, and neglecting terms of O(ε2),

equation (7.9) is simplified as

(L− iωj
GI)δψj + Pψj = iδωj

Gψj. (7.10)

If we assume that δψj can be expanded in terms of the eigenfunction {ψj}j=1,2,..., then the

first term is identically zero. Multiplying the rest of equation (7.10) by Bψ+
j , and taking

the inner product over Z ∈ [0, 1], we obtain an estimate of |δωj
G| based on the energy norm

defined in equation (7.7):

|δωj
G|E =

⟨Bψ+
j ,Pψj⟩

⟨Bψ+
j ,ψj⟩

= ⟨Bψ+
j ,Pψj⟩ = ⟨F HFψ+

j ,Pψj⟩ = ⟨Fψ+
j ,FPF

−1Fψj⟩

≤ ∥Fψ+
j ∥∥Fψj∥∥FPF−1∥ = ∥ψ+

j ∥E∥ψj∥E∥P ∥E.

(7.11)

In the above equation, we have assumed that ψj and ψ+
j have been properly normalized

so that ⟨Bψ+
j ,ψj⟩ = 1. Furthermore, we have utilized the fact that B is positive defi-

nite, and thus it can be factored into B = F HF (the H superscript denotes the conjugate

transpose). Further, ∥P ∥E := ∥FPF−1∥ is the energy norm of the operator perturbations.
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This definition will become clear after the discrete formulation of B and F is introduced in

section 7.3.2.

From the inequality (7.11), we can define the sensitivity of the eigenvalue ωj
G as

s := ∥ψ+
j ∥E∥ψj∥E. (7.12)

If the eigenfunctions of L are orthogonal to each other, i.e., L is a normal operator, then

s ≡ 1. In this case, small perturbations of L do not affect the eigenspectrum. However,

if L is non-normal, then s > 1. When L is “highly non-normal,” such that s ≫ 1, small

perturbations of L can result in large changes of the eigenspectrum. In this case, computing

the eigenvalues numerically will be challenging, since any numerical method used to approxi-

mate the linear operator will unavoidably introduce errors in the eigenvalues, which are then

amplified by the non-normality.

7.2.4 Results

First, let us check the validity of the derived adjoint eigenvalue problem (7.2). We

numerically solve equation (7.2) using the Chebyshev pseudospectral method, similar to

how equation (6.28) was solved in section 6.C. However, due to the different boundary

conditions (7.4), we need to use a different modified Lagrange polynomial basis. Now, the

expansion is written as

Q̃(Z̃) ≈ (1 + Z̃)
N∑

j=1
Q̃j

ℓj(Z̃)
1 + Z̃j

, H̃(Z̃) ≈
N∑

j=0
H̃jℓj(Z̃). (7.13)

Recall, as before, that Z̃j, j = 0, 1, . . . , N are the Gauss–Lobatto points on [ − 1, 1], with

Z̃0 = −1 and Z̃N = +1.

In figure 7.1, we take case C3 from table 6.2 as an example, and show the eigenspectrum

for the original eigenvalue problem (6.28) and its adjoint (7.2), respectively. As expected,

the two eigenspectra are symmetric about the real axis, with the eigenvalues of the adjoint

problem being the complex conjugates of the eigenvalues the original problem. Therefore,

our formulation of the adjoint eigenvalue problem (7.2) has been validated.
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Figure 7.1. The eigenvalues of the original eigenvalue problem (6.28) and its
adjoint (7.2) for case C3 from table 6.2.

Table 7.1. Dimensionless parameters for the newly introduced cases S1 and S2.
Case R̂e β θI θt

S1 1.0 0.5 0.001 0.1
S2 1.0 0.5 0.001 0.001

In figure 7.2, we plot the eigenfunctions of the most unstable mode of case C3 and the

corresponding adjoint eigenfunctions. It is clear that the eigenmode is different from its

adjoint as the eigenvalue problem (6.28) is non-self-adjoint.

Next, we show the eigenvalue sensitivity defined by equation (7.12) in figure 7.3. We

choose two example cases, C1 and C3, from table 6.2. As shown in figure 7.3 (also discussed

in section 6.4), C1 is the linearly stable case while C3 is linearly unstable. For both cases,

the sensitivity of the eigenvalues is O(1). Thus, we say the eigenspectra for cases C1 and C3

are not very sensitive to perturbations imposed on the linear operator.

In addition to C1 and C3, we have also computed spectra for another two cases, S1 and

S2, with the system’s dimensionless parameters given in table 7.1. The eigenspectra, colored
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Figure 7.2. The eigenfunctions of the most unstable mode of the original
eigenvalue problem (6.28) and the corresponding adjoint eigenfunctions for case
C3 from table 6.2. The solid curves represent the real part of the eigenfunctions
while the dotted curves represent the imaginary part.

with the eigenvalue sensitivity, for the two cases are shown in figure 7.4. We can see that

S1 is linearly unstable, while S2 is linearly stable. Similar to the cases in figure 7.3, the

eigenspectra for S1 and S2 display weak sensitivity to small perturbations imposed on the

linear operator.

Due to the low sensitivity of the eigenspectra in the four cases considered, we do not

need to worry that the discretization errors introduced in computing the eigenvalues with the

Chebyshev pseudospectral method could lead to inaccurate results. It is worth emphasizing

that the eigenvalue sensitivity is an intrinsic property of the linear operator. However,

if the eigenvalue sensitivity of a linear operator is found to be high, then computing the

eigenspectrum numerically might be challenging.
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Figure 7.3. The eigenvalue sensitivity defined by equation (7.12) for (a) case
C1 and (b) case C3 from table 6.2.

Nevertheless, it would be an unjustified conclusion to say that the linear problem (6.26)

is weakly non-normal simply because the eigenvalue sensitivity is low. The eigenvalue sen-

sitivity only sets the upper bound of how much a single eigenvalue can drift in the complex

plane in response to a perturbation of the linear operator. In reality, the linear operator

is acting on specific initial disturbances, and the non-normality of the operator directly de-

termines how much the initial disturbances can grow. However, the eigenvalue sensitivity

cannot provide such a quantitative estimate. From a practical point of view, computing

the maximum transient energy amplification over all possible initial disturbances is more

meaningful, which we now pursue in section 7.3.

7.3 Transient energy growth of infinitesimal initial perturbations

In this section, we compute the transient energy growth of the linear equation (6.26)

quantitatively, following the framework outlined in [107].
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Figure 7.4. The eigenvalue sensitivity defined by equation (7.12) for (a) case
S1 and (b) case S2 from table 7.1.

7.3.1 The linearized initial value problem

Let us introduce ϕ(Z, T ) as an infinitesimal disturbance superimposed onto the base

state of the 1D FSI system described by equations (6.8), (6.12) and (5.12). Here, ϕ satisfies

the following initial-value problem (IVP):

∂ϕ

∂T
= −Lϕ, ϕ(Z, 0) = ϕ0(Z). (7.14)

Recall that L = B−1A. Writing ϕ = ψe−iωGT , we obtain the eigenvalue problem (6.28).

Formally, the solution of equation (7.14) is

ϕ(Z, T ) = ϕ0(Z)e−LT . (7.15)

While the long-time behavior of ϕ is determined by the eigenvalues of L, the energy of ϕ

during a short (finite) time window is related to the non-normality of L. Our goal is to find

an “optimal” ϕ0 that gives rise to maximum transient energy amplification.
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7.3.2 Eigenfunction expansion and discrete formulation

We only consider the disturbances that belong to the vector space spanned by the eigen-

functions of the linear operator:

SN = span{ψ1,ψ2, · · · ,ψN}. (7.16)

Then ∀ϕ ∈ SN , we can write

ϕ(Z, T ) =
N∑

i=0
ci(T )ψi(Z), (7.17)

where c = (c1, c2, . . . , cN)⊤ is the corresponding vector of coefficients in the expansion.

Substituting equation (7.17) into equation (7.14), and using the fact that Lψj = iωj
Gψj, we

can rewrite the IVP (7.14) and its solution in terms of c as

dc
dT = −iΛc ⇒ c = c0e−iΛT , (7.18)

where c(0) = c0 and Λ = diag{ω1
G, ω

2
G, . . . , ω

N
G } is the diagonal matrix consisting of the

eigenvalues.

We proceed by deriving the discrete formulation of the energy inner product defined in

equation (7.8). Consider two arbitrary functions expanded in terms of the eigenfunction

as ϕ1 = ψc1 and ϕ2 = ψc2, respectively. Here, ψc1,2 is a matrix multiplication because

ψ = (ψ1, ψ2, . . . , ψN) is a row vector while c = (c1, c2, . . . , cN)⊤ is a column vector. Recalling

that ψ = (H̃ , Q̃)⊤, with H̃ = (H̃1, H̃2, . . . , H̃N) and Q̃ = (Q̃1, Q̃2, . . . , Q̃N), the energy inner

product of ϕ1 and ϕ2 can be computed as

⟨ϕ1,ϕ2⟩E =
∫ 1

0
(H̃c1)HH̃c2 + R̂eβ

H̄0
(Q̃c1)HQ̃c2 + θI

(
dQ̃
dZ c1

)H dQ̃
dZ c2 dZ

= cH
1

∫ 1

0
(H̃HH̃ + R̂eβ

H̄0
(Q̃)HQ̃+ θI

(
dQ̃
dZ

)H dQ̃
dZ dZ︸ ︷︷ ︸

B

c2

= cH
1 F

HFc2.

(7.19)
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Also note that the expression of B has been labeled. Recall that B is a N × N Hermitian

matrix, thus we can write B = F HF . With this formulation, the computation of the energy

inner product is converted to matrix multiplication in terms of the associated coefficient

vectors.

Then, ∀ϕ ∈ SN with expansion coefficients c, its energy norm, following the defini-

tion (7.7), can be computed as

∥ϕ∥E =
√

⟨ϕ,ϕ⟩
E

=
√
FcHFc = ∥Fc∥2. (7.20)

Finally, for an N ×N matrix M , its induced energy matrix norm can be calculated as

∥M∥E = max
ϕ

∥Mϕ∥E

∥ϕ∥E

= max
ϕ

∥FMϕ∥2

∥Fϕ∥2
= max

ϕ

∥FMF−1Fϕ∥2

∥Fϕ∥2
= ∥FMF−1∥2. (7.21)

7.3.3 Quantitative description of the transient energy amplification

Next, for the IVP (7.14), reduced to the IVP (7.18), we investigate the possible maximum

finite-time energy growth in SN . To this end, the growth factor G is introduced, which is

defined as

G(T ) = max
ϕ0 ̸=0

∥ϕ∥2
E

∥ϕ0∥2
E

= max
c0 ̸=0

∥c∥2
E

∥c0∥2
Es

= max
c0 ̸=0

∥e−iΛTc0∥2
E

∥c0∥2
E

= ∥e−iΛT ∥2
E = ∥F e−iΛTF ∥2

2. (7.22)

Note that we have utilized equation (7.21) above to re-express the energy norm in terms of

the 2-norm.

Over a finite time window of T ∈ [0, Te], the maximum transient energy amplification

G(T ) computed by equation (7.22) may correspond to different initial disturbances (with

different expansion coefficients c0). Therefore, the curve of G(T ) is the envelope that wraps

all the possible energy growth paths of disturbances in ϕ ∈ SN .
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Figure 7.5. The maximum energy amplification of infinitesimal initial dis-
turbances G(T ) of (a) case C1 and (b) case C3 from table 6.2. The dotted
trendline in panel (b) indicates the growth rate, [Im(ωG)]2, of the most unsta-
ble eigenmode of C3. The red dots mark the local maxima in each panel.

7.3.4 Results

In figure 7.5, we show the maximum transient energy amplification of infinitesimal initial

perturbations for cases C1 and C3. As shown in figure 7.5(a), for C1, the transient energy

growth is at most O(1). The maximum energy amplification of the initial disturbances

increases in a short time window near T = 0. After that, the maximum energy amplification

decays, which is consistent with the fact that case C1 is a linearly stable. For case C3,

shown in figure 7.5(b), the transient energy amplification is also not prominent. However,

since C3 is linearly unstable, the most unstable eigenmode will dominate the evolution of

the disturbance after a short time, and the maximum transient energy growth rate agrees

with this mode’s eigenvalue, [Im(ωG)]2. Here, we take the square of Im(ωG) because G

is defined based on the square of the energy norm (see equation (7.22)). Since in both

cases the transient energy amplification of initial disturbances is not significant, we conclude

that, for C1 and C3, the eigenvalue analysis is adequate to study the linear stability of the

corresponding steady state of the 1D FSI model.

However, the situation changes for cases S1 and S2. As shown in figure 7.6, the pre-

dicted maximum transient energy amplification is up to 102 for both cases, which is much
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Figure 7.6. The maximum energy amplification of infinitesimal initial dis-
turbances G(T ) of (a) case S1 and (b) case S2 from table 7.1. The dotted
trendlines in panel (a) and (b) indicate the growth/decay rate i.e., [Im(ωG)]2,
of the corresponding least stable eigenmodes of S1 and S2, respectively. The
red dots mark the local maxima in each panel.

more prominent than for cases C1 and C3. In the linearly unstable case S1, as shown in

figure 7.6(a), the energy of the initial disturbances can experience a sharp initial growth.

However, for a relatively long time window of 0 ≤ T ≤ 12 (before the most unstable eigen-

mode takes over), the maximum transient energy amplification that the linear system can

achieve remains almost constant, save for some small oscillations. Note that, at each T ,

the corresponding initial disturbance that led to this state is different. Similarly, for the

linearly stable case S2 shown in figure 7.6(b). For this case, the maximum transient energy

amplification G decays slowly, at a rate close to the decay rate of the least stable eigenmode,

although it does so over a must longer time window and oscillates. Note that, for both S1

and S2, there are many stable eigenmodes with very small and similar decay rates, as shown

in figure 7.4. These eigenmodes are typically highly oscillatory in both space and time. Not-

ing that such modes are much fewer for cases C1 and C3 (see figure 7.3), this might explain

why the curves of G for cases C1 and C3 are much smoother than those for cases S1 and S2.

As discussed in section 7.2.2, the total energy of the disturbances includes the wall’s

elastic energy, the flow’s kinetic energy and the wall’s kinetic energy, which correspond to
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Table 7.2. The components of and their percentage in the total energy of the
disturbances for C1, C3, S1 and S3 at a specific time (indicated by the red
dots in figures 7.5 and 7.6, respectively).

Case Wall’s elastic energy Flow’s kinetic energy Wall’s kinetic energy
C1 2.8811 (36.20%) 0.1959 (2.46%) 4.8819 (61.33%)
C3 0.0016 (0.07%) 0.0181 (0.84%) 2.1246 (99.08%)
S1 5.4461 (2.41%) 0.0051 (0.002%) 220.6665 (97.59%)
S2 8.6300 (3.83%) 0.2710 (0.12%) 216.7186 (96.05%)

the integrals of the first, the second and the third term in equation (7.8), respectively. We

computed the three components of the total energy for each case in figures 7.5 and 7.6 at its

corresponding local maximum of G (labeled with a red dot in the figures), and summarize

the results in table 7.2. We find that the wall’s kinetic energy makes up the largest portion

of the disturbance’s energy in all four cases. In particular, for cases C3, S1 and S2, the wall’s

kinetic energy is over 95% of the total energy. More interestingly, the wall’s kinetic energy

in cases S1 and S2 is much larger than that in cases C1 and C3, which makes the transient

energy growth more prominent for cases S1 and S2. This observation might also relate to

the fact that there are many highly oscillatory (but slowly decaying) eigenmodes for cases S1

and S2.

7.4 Discussion

In this chapter, we studied the non-normality of the linearized problem (6.26), which is

obtained from imposing infinitesimal perturbations on the base state of the 1D FSI model

(derived in chapter 6) and linearizing the governing equations. We computed two key quanti-

ties related to non-normality: the eigenvalue sensitivity s and the maximum transient energy

amplification G. These quantities allow us to judge the “degree” of non-normality of the

linearized problem.

In the four exemplar cases that we discussed, we found that the eigenspectra are not

sensitive to perturbations of the linear operator of the problem (6.26). This observation is,

in fact, good news because it means that we can trust our eigenvalue calculations, and that

the numerical errors in approximating the linear operator will not result in inaccurate results.
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If the eigenspectrum were sensitive, special care would need to be taken when approximating

the eigenvalues numerically.

However, eigenvalue sensitivity is not a direct indicator of the non-normality of the linear

operator. Even though the sensitivity of the eigenspectra (of the cases considered) is low,

the predicted maximum transient energy amplification is different in each of the four cases.

The infinitesimal initial disturbances in cases C1 and C3 only experience mild energy ampli-

fication, while the transient energy amplification of disturbances in cases S1 and S2 is much

more prominent up to O(102). This indicates that the system parameters, R̂e, β, θI and θt

(defined in chapter 6) can significantly affect the non-normality of the linear operator.

Moreover, in the evolution of the infinitesimal disturbances, the solid’s kinetic energy is

amplified to take the largest portion of the disturbance energy. In cases S1 and S2, where

many highly oscillatory eigenmodes decay very slowly, this amplification is even stronger, and

there exists a long time window over which the system can achieve substantial energy growth.

As discussed in chapter 2 (and in [102]), the existence of these highly oscillatory modes relates

to the stiffness of these FSI problems. If the wall oscillates at a high frequency, experiences

substantial transient growth, and the transients decay very slowly, then the corresponding

unsteady numerical simulations will be particularly challenging. Specifically, a rather long

simulation time would be needed to capture and resolved the unsteady dynamics.

7.A Derivation of the adjoint eigenvalue problem

Denote the generalized eigenvalue problem (6.28) as Lψ = 0, with L = A − iωGB.

Then, by definition, the adjoint problem problem is L +ψ+ = 0, where

∫ 1

0
(ψ+)∗Lψ dZ =

∫ 1

0
(L +ψ+)∗ψ dZ. (7.23)

Here, the ∗ superscript denotes the complex conjugate. Also, recall that ψ = (H̃, Q̃)⊤ and

ψ+ = (H̃+, Q̃+)⊤. Substituting equation (6.28) into equation (7.1), the left hand side (LHS)

can be written as
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LHS =
∫ 1

0
(H̃+)∗ dQ̃

dZ︸ ︷︷ ︸
L1

+ (Q̃+)∗LHH̃︸ ︷︷ ︸
L2

+ (Q̃+)∗LQQ̃︸ ︷︷ ︸
L3

− iωG

[
(H̃+)∗H̃ + (Q̃+)∗ R̂eβ

H̄0
Q̃− θI(Q̃+)∗ d2Q̃

dZ2

]
︸ ︷︷ ︸

R

dZ. (7.24)

For convenience in the upcoming derivation, several terms in this expression have been

denoted by symbols in the braces below them.

The derivation of the adjoint is essentially an exercise in integration by parts. First, the

term L1 can be written as

L1 =
∫ 1

0
(H̃+)∗dQ̃ = (H̃+)∗Q̃

∣∣∣1
0

−
∫ 1

0

(
dH̃+

dZ

)∗

Q̃ dZ

= (H̃+)∗Q̃
∣∣∣
Z=1

−
∫ 1

0

(
dH̃+

dZ

)∗

Q̃ dZ,

(7.25)

where we have employed the boundary condition Q̃(0) = 0 from equation (6.30).

Similarly,

L2 =
∫ 1

0
(Q̃+)∗

[(
18
5 R̂eβ Q

2
0

H̄4
0

dH̄0

dZ − 36βQ0

H̄4
0

)
H̃ +

(
1 − 6

5R̂eβ Q
2
0

H̄3
0

)
dH̃
dZ − θt

d3H̃

dZ3

]
dZ

=
∫ 1

0

[(
18
5 R̂eβ Q

2
0

H̄4
0

dH̄0

dZ − 36βQ0

H̄4
0

)
Q̃+

]∗

H̃ dZ

+ (Q̃+)∗
(

1 − 6
5R̂eβ Q

2
0

H̄3
0

)
H̃

∣∣∣∣∣
1

0
−
∫ 1

0

{
d

dZ

[(
1 − 6

5R̂eβ Q
2
0

H̄3
0

)
Q̃+

]}∗

H̃ dZ

−θt(Q̃+)∗ d2H̃

dZ2

∣∣∣∣∣
1

0
+ θt

(
dQ̃+

dZ

)∗ dH̃
dZ

∣∣∣∣∣∣
1

0

− θt

(
d2Q̃+
dZ2

)∗

H̃

∣∣∣∣∣∣
1

0

+
∫ 1

0

(
θt

d3Q̃+

dZ3

)∗

H̃ dZ

= θt(Q̃+)∗ d2H̃

dZ2

∣∣∣∣∣
Z=0

+ θt

(
dQ̃+

dZ

)∗ dH̃
dZ

∣∣∣∣∣∣
1

0

+
∫ 1

0

{[
−36βQ0

H̄4
0

−
(

1 − 6
5R̂eβ Q

2
0

H̄3
0

)
d

dZ + θt
d3

dZ3

]
Q̃+

}∗

H̃ dZ,

(7.26)
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where we have employed the boundary conditions H̃(0) = H̃(1) = 0 and (d2H̃/dZ2)|Z=1 = 0

from equation (6.30).

Next,

L3 =
∫ 1

0
(Q̃+)∗

[(
−12

5 R̂eβ Q0

H̄3
0

dH̄0

dZ + 12β
H̄3

0

)
Q̃+ 12

5 R̂eβ Q0

H̄2
0

dQ̃
dZ

]
dZ

=
∫ 1

0

[(
−12

5 R̂eβ Q0

H̄3
0

dH̄0

dZ + 12β
H̄3

0

)
Q̃+

]∗

Q̃ dZ

+ (Q̃+)∗ 12
5 R̂eβ Q0

H̄2
0
Q̃

∣∣∣∣∣
1

0
−
∫ 1

0

[
d

dZ

(
12
5 R̂eβ Q0

H̄2
0
Q̃+

)]∗

Q̃ dZ

= (Q̃+)∗ 12
5 R̂eβ Q0

H̄2
0
Q̃

∣∣∣∣∣
Z=1

+
∫ 1

0

{[
12
5 R̂eβ Q0

H̄3
0

dH̄0

dZ + 12β
H̄3

0
− 12

5 R̂eβ Q0

H̄2
0

d
dZ

]
Q̃+

}∗

Q̃ dZ,

(7.27)

where we have employed the boundary condition Q̃(0) = 0 from equation (6.30).

Lastly,

R =
∫ 1

0
iωG

(H̃+)∗H̃ +
(
R̂eβ
H̄0

Q̃+
)∗

Q̃− θI(Q̃+)∗ d2Q̃

dZ2

 dZ

=
∫ 1

0
iωG

(H̃+)∗H̃ +
(
R̂eβ
H̄0

Q̃+
)∗

Q̃

 dZ

− iωG

[
θI(Q̃+)∗ dQ̃

dZ

∣∣∣∣∣
1

0
− θI

(
dQ̃+

dZ

)∗

Q̃

∣∣∣∣∣∣
1

0

+
∫ 1

0
θI

(
d2Q̃+

dZ2

)∗

Q̃ dZ


= iωG θI

(
dQ̃+

dZ

)∗

Q̃

∣∣∣∣∣∣
Z=1

+
∫ 1

0
(−iω∗

GH̃
+)∗H̃ +

[
−iω∗

G

(
R̂eβ
H̄0

− θI
d2

dZ2

)
Q̃+

]∗

Q̃ dZ,

(7.28)

where we have employed the boundary conditions Q̃(0) = 0 and (dQ̃/dZ)|Z=0,1 = 0. Also

note that (iωG)∗ = −iω∗
G.

Adding equations (7.25), (7.26), (7.27) and (7.28) together, in order to eliminate the

boundary terms, we obtain the boundary conditions for H̃+ and Q̃+ given in equation (7.4).

Then, the remaining terms can be written in a matrix form as equation (7.2).
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8. SUMMARY AND OUTLOOK

8.1 Thesis summary

In this thesis, we have investigated the interaction between internal low-Reynolds-number

flow and compliant boundaries at the microscale by combining mathematical modeling with

numerical simulations. We have discovered the key mechanisms governing the steady re-

sponse, the dynamics and the stability of these microscale fluid–structure interactions (FSIs).

Inertial and unsteady effects have been of particular interest, constituting key contributions

of this thesis to the modeling and stability of flows in compliant microchannels. Specifically,

the chapter-wise accomplishments of this thesis are:

• Chapter 2: We studied the steady state and the linear stability of a previously derived

1D FSI model, which describes flow through a 2D channel with a beam-like compliant

wall on its top. At steady state, there are two pairs of competing mechanisms, i.e., the

inertial and viscous forces in the flow, and the bending and tension effect in the wall

deformation. We identified two scaling regimes for the axially averaged pressure in the

flow, and four different regimes for the maximum deformation of the top wall. Each

of these scaling regimes was validated against steady-state numerical simulations. We

then investigated the linear stability of the non-flat steady state of the 1D model. We

computed its eigenvalues with the Chebyshev pseudospectral method, and found that

the 1D FSI problem is linearly stable to infinitesimal perturbations. Many eigenmodes

were found to be highly oscillatory and decay slowly in time, which highlights the

computational challenges of simulating unsteady FSIs.

• Chapter 3: Starting from this chapter, we turned to a more realistic problem of flow

through a 3D long and shallow rectangular microchannel with a deformable top wall.

In this chapter, we provided a general discussion of the dominant mechanisms in both

the flow and the elastic deformation of the wall. Specifically, through a scaling analy-

sis taking advantage of the channel being long and shallow, we found that, even with

finite fluid inertia included (up to a reduced Reynolds number of order unity), the

flow is unidirectional with the hydrodynamic pressure varying only along the flowwise
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direction at the leading order. The inertial forces in the flow are balanced by the dom-

inant pressure gradient and the viscous forces. We also conducted a scaling analysis of

the linear elastodynamic equations that govern the solid deformation. Unlike previous

studies, we did not assume the top wall to be thin, but required that it is slender (i.e.,

its thickness is much smaller than its channel length). We found that the balance of

the dominant Cauchy stresses always occurs in a cross-sectional plane perpendicular to

the flow, which reduces the 3D elasticity problem to a 2D plane-strain problem. This

plane-strain reduction indicated that the deformation of the cross-sections at differ-

ent streamwise locations decouple from each other, and thus the deformation is fully

determined by the local pressure at the leading order, yielding a separation of vari-

ables solution for the interface displacement (at the leading order in the slenderness

parameter).

• Chapter 4: We investigated a specific example of inertialess flows through a long,

shallow rectangular microchannel embedded in a thick elastic slab. The Winkler-

foundation-like dominant mechanism of the wall deformation discovered in chapter 3

applies in this case. Specifically, we found that each cross-section deforms like a simply

supported rectangle subjected to a uniform pressure at its bottom. The solution of this

2D elasticity problem was found in terms of a Fourier series. By integrating the axial

velocity across the deformed channel’s cross-section, we derived a parameter-free flow

rate–pressure drop relation. We validated this newly derived relation against previous

experiments and found satisfactory agreement, whereas previous models did not (or

required fitting parameters).

• Chapter 5: We introduced the width-averaged deformed channel height as the effec-

tive deformed height, with which we recovered the same expression for the empirical

flow rate–pressure drop relation derived in [12]. In the inertialess flow regime, we found

that this width-averaged approach introduced controllable errors into the resulting flow

rate–pressure drop relation, compared to the approach based on the full leading-order

solution of the solid deformation. Then, we extended the use of the width-averaged

effective deformed height into the inertial flow regime, and derived a 1D reduced model
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that relates the flow rate and pressure to the wall deformation at steady state. The

model not only includes the dominant Winkler-foundation-like mechanism for the wall

deformation, but also captures weak deformation effects as regularizations to allow the

system to satisfy displacement constraints imposed at the channel’s inlet and outlet.

For weak tension effect, we found a matched-asymptotic analytical solution for the

deformation.

• Chapter 6: We extended the steady-state 1D reduced model derived in chapter 5 into

an unsteady model by including the flow unsteadiness and the solid’s inertia into the

formulation. The proposed 1D solid mechanics model combines the dominant Winkler-

foundation-like mechanism with weak tension (as in chapter 5) with weak inertia of the

wall. We showed that the reduced model can capture key features observed in exper-

iments, both for the steady and dynamic responses. More importantly, we explained

the observed FSI-induced hydrodynamic instability in compliant microchannels from

a global perspective, providing improved physical understanding. Specifically, we have

found that the non-flat steady state of the 1D FSI problem can become linearly unsta-

ble, typically at finite Reynolds number (corresponding to a reduced Reynolds number

at O(1), similar to the experimental observations). Furthermore, the unstable eigen-

modes oscillate at frequencies close to the natural frequency of the wall, indicating that

the global instability is related to wall-mode resonances. Also, in our numerical simu-

lations of the 1D reduced model, we observed that a wall resonance can be triggered

by FSIs, with the system subsequently undergoing self-sustained oscillations.

• Chapter 7: We investigated the linear non-normality of the linear problem governing

the evolution of infinitesimal perturbations around the base state of the 1D FSI system

derived in chapter 7. We considered four exemplar cases (choices of parameters) and

found that the eigenspectra of the linear system are not very sensitive to perturbations

of the linear operator. However, the results for the maximum transient energy am-

plification differed from case to case, which indicated that the system parameters can

significantly affect the linear non-normality of the system. In particular, we observed

large transient energy amplification in the case with many slowly decaying but highly
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oscillatory eigenmodes. In such cases, the solid kinetic energy can experience sub-

stantial transient growth, which would make the corresponding numerical simulations

challenging. These observations can have implications for designing novel microscale

mixing systems that exploit the interplay between (in)stability and transient growth

in microscale FSIs.

8.2 Future work

In chapters 3 to 6, we showed that the interface deformation can be modeled as the

combination of a dominant Winkler-foundation-like mechanism and weak effects (such as

tension). Specifically, the Winkler-foundation-like behavior is captured by the constant

(dimensionless) spring stiffness β, which can be obtained by solving the corresponding 2D

plane-strain problem at the leading order. In chapters 4 and 5, we considered thick-walled

and the plate-like microchannels as two examples and derived the expressions of β. However,

in different configurations, both the wall thickness and the constraints of the side walls, as

well as those on the upper surface of the compliant wall, can influence the derived expression

for β. For example, in section 4.A (see also [101]), we discussed the plane-strain solution in

a similar configuration to that of chapter 4, but the wall thickness is moderate with d ≲ w.

Also, in the experiments of Verma and Kumaran [41], the compliant wall with a thickness

of d ∼ w is pressed upon a rigid surface. Apparently, the boundary conditions of this

configuration need careful modeling, and the resulting β should have a different form from

that in the existing literature. Providing an exhaustive survey of different β expressions for

different configurations and boundary conditions is important for the design of microfluidic

systems.

Apart from the dominant Winkler-foundation-like behavior, the formulation of the weak

deformation effects also depends on the configuration of the microchannel. In this thesis,

we only discussed the weak tension effect. However, if the compliant wall is plate-like or

beam-like, bending could also play a role as another weak effect. In studies on collapsible

tubes, it has been shown that various deformation effects, such as bending, pre-tension

and stretching, can lead to a rich phenomenology of FSI instabilities [74], [179], but the
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discussions are limited to the high-Reynolds-number flows which are not relevant to the

microfluidic setting. On the other hand, in the low-Reynolds-number regime, even though

the bending effect was discussed in chapter 2, it was considered in a 2D channel and bending

was not a weak effect in this case. In other works, weak bending [38] and pre-tension [34]

have only been considered under steady flow. How such further (weak) deformation effects

would couple with the flow and affect the dynamics and stability of the FSIs in the regime

of low-Reynolds number remains to be determined in future work.

It is also worthwhile to extend the results in this thesis by considering different flow

operating conditions in different conduit geometries. In this thesis, we have only discussed

the situation in which the volumetric flux is fixed at the channel’s inlet, and the channel’s

outlet is open to the atmosphere. Alternatively, the pressure drop could be prescribed across

the channel, similarly to the works of Stewart et al. [86], [87]. Further, soft conduits are

not necessarily rectangular. For example, a microtube is also common in experiments [134],

[180], [181]. However, as long as the basic assumptions on the separation of scales (and weak

versus dominant effects in the solid) are not violated, the current 1D modeling framework

can be applied to such FSIs as well [39].

The construction of the 1D FSI model in this thesis was motivated by microfluidic ex-

periments and aimed to provide new qualitative and quantitative physical insights into the

hydrodynamics in compliant microchannels. Nevertheless, further work is needed to under-

stand the full range of dynamic behaviors possible under the proposed 1D FSI model. For

example, in the linearly unstable case, the numerical simulations of the model using differ-

ent time step sizes begin to diverge after a certain (long) integration time. This observation

reminds us of the similarly chaotic behavior observed in a 1D FSI model derived by Jensen

[84] in the context of collapsible tubes. Similar to our 1D FSI model, Jensen’s model also ex-

hibits multiple unstable modes, and its dynamics may be sensitive to initial conditions (due

to the interactions of multiple unstable modes). Therefore, understanding the nonlinear dy-

namics of the proposed 1D FSI model could be a fruitful avenue for future work. Further,

since the observed oscillations are low-amplitude and high-frequency, asymptotic analysis

could yield the stability boundaries [91]. On the other hand, an Orr–Sommerfeld-type local

stability analysis (similarly to the Kumaran family of studies, recall chapter 1) could once
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again be conducted on the proposed model to complement to the global stability analysis

from chapter 6. Investigating the connections between the local and global instabilities could

provide insight regarding what types of excitations trigger unstable global modes [86], [87],

opening the door towards more controllable “ultrafast mixing” due to FSIs in compliant

microchannels.

Finally, as a complement to the linear stability and the linear non-normality analysis of

the reduced, 1D unsteady FSI model, nonlinear non-normal analysis could provide a more

complete picture of the transient growth of initial disturbances. This understanding may

be more helpful in guiding the design and control of the dynamics of various compliant mi-

crosystems. The standard approach to the nonlinear non-normality analysis is the so-called

direct-adjoint looping method [182], which searches for optimal initial perturbations that

lead to maximum energy amplification within a given finite time window. Previous stud-

ies showed that nonlinearities lead to disturbances evolving differently from the predictions

of linear theory [183], [184]. Furthermore, since the nonlinear theory reduces to the linear

theory, when the initial perturbation’s energy is sufficiently small, then as argued by Ker-

swell [185], the nonlinear non-normality analysis “bridges the conceptual gap” between the

standard linear approach to infinitesimal perturbations and the more advanced dynamical

system approach to the nonlinear behaviors, including transient growth and instability.
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