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NOMENCLATURE

Subscripts
Phase subscript
Specie subscript
Gas phase
Liquid phase
Solid phase
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Constant in turbulent viscosity calculation
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Phase mass transfer rate
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Latent heat of fusion

Current scrap surface position

New electrode position

Constant in turbulence viscosity correction
Constant in turbulence model

Constant in turbulence viscosity correction
Constant in turbulence model

Drag coefficient
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Specific heat capacity

Inertial resistance factor of scrap
Coefficient function

Thermal (Soret) diffusion coefficient

Mass diffusion coefficient
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G Gain coefficient

G, Constant in impedance control

G, Constant in impedance control

Gy Kinetic energy produced by turbulence
Irms RMS arc current

Kers Effective thermal conductivity

M,, Molecular weight

M, Turbulent Mach number

My Constant in turbulence viscosity correction

N; Number of radiation beams intercepted by cell

Neot Total number of radiation beam emissions

B, Total arc power
Py Momentum transfer to liquid bath
Qne Phase heat transfer

Qarc,i Arc radiative heat transfer to cell

Qraator  Total arc radiative heat dissipation

R, Net rate of production of each species by chemical reaction
Sc; Turbulent Schmidt number
T, Normalized local total gas temperature gradient

Tiiquiaus  Liquidus temperature

Tsotiaus  Solidus temperature
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ag Gas acoustic velocity

ae Emissivity weighting factor

b, Emissivity gas temperature polynomial coefficients
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j Species mass diffusion
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ABSTRACT

The electric arc furnace (EAF) is a critical steelmaking facility that melts the scrap by the heat
produced from electrodes and burners. The migration to EAF steelmaking has accelerated in the
steel industry over the past decade owing to the consistent growth of the scrap market and the goal
of "green” steel production. The EAF production already hit a new high in 2018, contributing to
67% of total short tons of U.S. crude steel produced. The EAF steelmaking process involves
dynamic complex multi-physics, in which electric arc plasma and coherent jets coexist resulting
in an environment with local high temperature and velocity. Different heat transfer mechanisms
are closely coupled and the phase change caused by melting and re-solidification is accompanied
by in-bath chemical reactions and freeboard post-combustion, which further creates a complicated
gas-liquid-solid three-phase system in the furnace. Therefore, not all conditions and phenomena
within the EAF are well-understood. The traditional experimental approach to study the EAF is
expensive, dangerous, and labor-intense. Most of the time, direct measurements and observations
are impossible due to the high temperature within the furnace. To this fact, the numerical model
has aroused great interest worldwide, which can help to gain fundamental insights and improve
product quality and production efficiency, greatly benefiting the steel industry. However, due to
the complexity of the entire EAF steelmaking process, the relevant computational fluid dynamics

(CFD) modeling and investigations of the whole process have not been reported so far.

The present study was undertaken with the aim of developing the modeling methodologies and the
corresponding comprehensive EAF CFD models to simulate the entire EAF steelmaking process.
Two state-of-the-art comprehensive EAF CFD models have been established and validated for
both the lab-scale direct current (DC) EAF and the industry-scale alternating current (AC) EAF,
which were utilized to understand the physical principles, improve the furnace design, optimize
the process, and perform the trouble-shootings.

For the lab-scale DC EAF, a direct-coupling methodology was developed for its comprehensive
EAF CFD model which includes the solid steel melting model based on the enthalpy-porosity
method and the electric arc model (for lab-scale DC arc) based on the Magneto Hydrodynamics

(MHD) theory, so that the dynamic simulation of the steel ingot melting by DC arc in the lab-scale
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furnace can be achieved, which considered the continuous phase changing of solid steel, the ingot
surface deformation, and the phase-to-phase interaction. Both stationary DC arc and the arc-solid
steel interface heat transfer and force interaction were validated respectively against the
experimental data in published literature. For the given lab-scale furnace, the DC arc behavioral
characteristics with varying arc lengths generated by the moving electrode were analyzed, and the
effects of both the initial arc length and the dynamic electrode movement on the steel ingot melting

efficiency were revealed.

For the industry-scale AC EAF, an innovative integration methodology was proposed for its
comprehensive EAF CFD model, which relies on the stage-by-stage approach to simulate the
entire steelmaking process. Six simulators were developed for simulating sub-processes in the
industry-scale AC EAF, and five models were developed for the above four simulators, including
the scrap melting model, the electric arc model (for industry-scale AC arc), the coherent jet model,
the oxidation model, and the slag foaming model, which can be partially integrated according to
the mass, energy, and momentum balance. Specifically, the dual-cell approach and the stack
approach were proposed for the scrap melting model to treat the scrap pile as the porous medium
and simulate the scrap melting together with its dynamic collapse process. The statistical sampling
method, the CFD-compatible Monte Carlo method, and the electrode regulation algorithm were
proposed for the electric arc model to estimate the total AC arc power delivery, the arc radiative
heat dissipation, and the instantaneous electrode movement. The energetic approach was proposed
to determine the penetration of the top-blown jet in the molten bath based on the results from the
coherent jet model. The source term approach was proposed in the oxidation model to simulate the
in-bath decarburization process, where the oxidation of carbon, iron, and manganese as well as the
effect of those exothermic reactions on bath temperature rising was considered. Moreover,
corresponding experiments were performed in the industry-scale EAF to validate the proposed
simulators. The quantitative investigations and analyses were conducted afterward to explore and
understand the coherent jet performance, the AC arc heat dissipation, the burner preheating
characteristics, the scrap melting behavior, the in-bath decarburization efficiency, and the

freeboard post-combustion status.
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1. INTRODUCTION

1.1 Electric Arc Furnace

Steel is one of the world's most popular materials for construction due to its unique blend of
durability, workability, and affordability. The primary steelmaking in the modern steel industry
involves converting raw materials (iron ore and coal) into new liquid steel via the blast furnace
(BF) and the basic oxygen furnace (BOF) or melting the recycled scrap in the EAF. The liquid
steel is then tapped into the ladle for adding or removing specific elements and manipulating the
production environment according to the operating specification. The liquid steel is transported
afterward and poured into a cooled mold to produce the casting. The solidified steel strip is cut
into steel slabs which are fed into the reheating furnace to reheat to the target temperature for the

subsequent manufacturing. The aforementioned line of production is illustrated in Figure 1.1.

Blast Furnace Steelmaking

Figure 1.1. Modern steelmaking process [1].

The EAF, as one of the most crucial and extensively used facilities in the primary steelmaking
process, utilizes the high temperature produced by the electric arc and fuel combustion to melt the
recycled raw material, mainly composed of steel scrap. Although the proportion of electric energy
utilization in EAF has declined in recent years, it is still the main energy input for melting scrap.
Therefore, it can be acknowledged that the evolution of EAF steelmaking technology is strongly
associated with the development of electric energy. After the mid-nineteenth century, the iron and
steel metallurgy industry began to focus on the application of electrical energy in melting
technology, and various facilities used for achieving electricity-heat conversion have emerged one
after another. In 1879, William Siemens invented and patented the world's first AC EAF, which
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was only suitable for use in the laboratory. Paul Heroult made it successful for EAF to go into
operation in 1906 in France. Since that, the AC EAF has been steadily developed and was dominant
in the steelmaking industry until now. In the late 1980s, new techniques such as high-impedance
and variable-impedance were developed and further applied to AC EAF steelmaking. After
entering the 21st century, the successful utilization of neural network technology in AC EAF
systems has greatly improved the accuracy of the identification/control system during the
operation of the furnace. Those applications of new technologies largely promoted the EAF
steelmaking productivity, and at the same time reduced the interference and impact of EAF

operation on the power grid.
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Figure 1.2. U.S. EAF steelmaking share [3].
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In the past 70 years, steel scrap consumption has been increasing worldwide [2]. The steel and
foundry sectors consumed approximately one-third of the world’s steel scraps. As one of the most
critical pieces of equipment in the modern steelmaking process, EAF crude steel output accounted
for 67% of the overall U.S. production in 2018, and this number is projected to rise to about 70%
by 2040 [3] as reflected in Figure 1.2 and Figure 1.3. The EAF steelmaking process is considered
to be an energy-intensive process that consumes electrical energy at an average rate of 1.5
MMBtu/short ton. Around 140 EAFs currently operate in the U.S. and altogether consume
approximately 8.6 x 10" MMBtu/year of electricity [4]. Against this background, the improvement
of electrical energy utilization efficiency has become the focus of EAF research recently, including
maximizing arc performance and optimizing the furnace operating cost. Additionally, attempts to
align and maximize the utilization of electrical and chemical energy will aid in the melting of scrap
more efficiently and safely. In addition, the scrap supply stream for EAF is constantly changing
and evolving over time, and existing scrap commodities may become scarce and require
substitutions with new or alternative materials. Being able to adjust the furnace operations
proactively to achieve higher performance based on these new commodities will provide the
industry more flexibility and sustainability.

The majority of the EAF operates as a batch process, producing molten steel named "heats". In
this process, EAF operating cycle is known as the tap-to-tap cycle and mainly consists of the scrap
charging stage, scrap melting stage (including electrode bore-down phase and main melting phase),
liquid steel refining stage, and the tapping stage [5], as shown in Figure 1.4. A new heat begins
with the charging of the raw material through the top of the furnace. The roof and electrodes are
raised and swung to the side of the furnace to allow the scrap-charging crane to move a full bucket
of scrap into place over the furnace. The bottom of the bucket is designed as a clamshell to permit
the scrap to easily fall into the furnace. After the scrap charging stage, the roof is then swung back
into place meanwhile electrodes are lowered down to strike an arc on the scrap and start the scrap
melting stage. During this stage, the EAF utilizes electricity as the main energy source, together
with the chemical energy brought by the coherent jet burners to produce a high temperature up to
2273~3273 K to melt the charged scrap by arc radiation, heat convection, and conduction. The
scrap melting stage requires inputting the maximum electric power into the furnace to ensure that

the scrap is melted into the liquid steel in the shortest time possible, and the liquid steel will
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gradually accumulate at the bottom of the furnace creating the molten bath. Once the solid scrap
is almost melted, the liquid steel refining stage starts along with the introduction of supersonic
coherent oxygen jets to stir the bath and remove the impure species (C, Si, Mn, and P), so that the
thermal homogenization and the metallurgical parameters in the bath can be achieved according
to the desired steel grade. When both bath temperature and chemical content meet the requirements,
the present heat is ready for tapping. In the modern EAF, there will be an additional stage called
the scrap preheating stage after the scrap charging stage but before the scrap melting stage, which
utilizes the coherent jet burners to preheat and melt the scrap to improve the overall furnace

efficiency and shorten the process.

(a) Charging Stage (b) Scrap Melting Stage (c) Scrap Melting Stage
[Electrode Bore-down Phase] [Main Melting Phase]

(e) Tapping Stage (d) Liquid Steel Refining Stage

Figure 1.4. Typical EAF steelmaking process [6].

In general, the EAF steelmaking process is a complex, high-temperature physicochemical process
in which gas, solid, liquid, and arc plasma coexist, and momentum, mass, and heat transfer are
coupled. Considering that the facility is large in scale and high cost during operation, it is difficult
for researchers to obtain the necessary data during furnace operation through traditional routine

experiments and actual measurement methods, for optimization purposes. Since the end of the
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1960s, researchers have attempted to conduct studies by using numerical simulation methods to
solve conservation equations, which is known as the CFD model. However, solving the
conservation equations was a tough problem subject to the development of computer technology
at that time. Since the 1980s, the rapid development of high-performance computing (HPC) has
driven the evolution of CFD, which makes solving complex conservation equations not only
possible but efficient. Using the CFD models to analyze and study the physical process in the EAF
has gradually become an economic and efficient approach, which has prominent advantages in
terms of large parameter variation and low cost compared with traditional research methods. The
rational CFD model serves as an abstraction of objective process science and provides a way to
understand, analyze, and improve complex physical processes inside the EAF. In addition, the
CFD model has the ability to predict detailed local phenomena and visualize the different physical
quantities in the furnace, which is an advantage that traditional methods do not have. Therefore,
the CFD model can be applied to investigations including the scrap cave-in, the liquid
permeability/re-solidification, the arc reflection, the impact of the stacking of different scrap layers
on melting, the bath temperature and substance distribution, etc., which are of widespread attention

in the steel industry nowadays.

In summary, exploring the EAF steelmaking processes using CFD has become one of the research
hotspots worldwide. Considering the specificity of EAF in the steel industry, the EAF CFD model
is highly valuable in providing insights into the EAF physical processes and improving furnace

efficiency.

1.2 Literature Review

Due to the complexity of the entire EAF steelmaking process, the relevant CFD modeling and
investigations of the whole process have not been systematically reported so far. Simulations of
the entire EAF steelmaking process in the literature mainly relied on the semi-empirical models or

the dynamic process models.

The semi-empirical model is based on a statistical analysis of the data from the macroscopic
process. The black-box model dependent on the neural network is one of the common semi-

empirical models. Although the black-box model cannot reflect the nature of the metallurgical
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process, it avoids the obstacle of insufficient understanding of the process and is easy to be
implemented, which makes the model be successfully applied in the industry [7-9]. However, the
semi-empirical model has poor generality and requires large amounts of production data for
parameter correction, thus it is only appropriate for predicting results within a specific operating

range.

The dynamic process model predicts the entire EAF steelmaking process based on the overall mass
and energy balance of the furnace. Therefore, the dynamic process model can establish general
physical relationships between different physical phenomena through their natural mechanisms,
which improves its flexibility and adaptability for the application. Researchers including Cameron
et al. [10], Bekker et al. [11], Morales et al. [12], have made efforts on developing the dynamic
process model based on the heat and mass balance between substances in the system. Their models
are intended to predict the process in time but without taking them into account in space (zero-
dimensional). The model normally incorporates different equilibrium zones (solid, liquid, off-gas,
slag, walls, roof, etc.) to store their corresponding amounts of heat or mass. Any two equilibrium
zones have an interface that allows heat or mass exchange in between. More detailed physical
phenomena can be added into different zones based on the demands by solving more ordinary
differential equations. In the proposed models, the total electrical energy input through electrodes
and chemical energy input through burners needs to be predefined. The scrap temperature and its
melting rate, which controls the mass/heat transfer from the solid zone to the liquid zone, can be
estimated by the energy supply to the solid zone. Based on the prior works, MacRosty et al. [13]
and Logar et al. [14] enhanced the model to enable the consideration of the electrode regulation
and also provided a more precise approximation for arc radiative transfer of the heat to the furnace
roof and walls based on a simplified estimation on view factor. Opitz et al. [15-16] further adopted
the spatial discretization for the solid zone (24 volume elements in total) to give a more accurate
prediction of the electrode descent through the scrap pile to improve the calculation of the view

factor in radiation.
Although the dynamic process model involves some physical relationships, it highly relies on some

empirical formulas and is still over-simplified without spatial discretization. Therefore, the model

lacks generality and physical details, which may lead to inaccurate predictions of some quantities.
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To this fact, the CFD model is the optimal alternative to perform the systematical simulations and
investigations of the entire EAF steelmaking process. However, due to the complexity of multi-
physics during the process, the bulk of CFD-related research in the literature only stays in the
phase of model establishment focusing on one or two specific physical phenomena instead of the
whole process [6,17], and some key phenomena are still without appropriate CFD models to
simulate. Therefore, the existing CFD models cannot be used to evaluate the overall furnace

performance and the entire process efficiency.

The following sections review the reported CFD models/simulations according to different main
physical phenomena in the EAF to outline the current state of the art. It is noted that some non-
CFD-related numerical methods/models are also included in some topics for better readability and

reference if they are widely adopted in the field.

1.2.1 Scrap Heating and Melting

The primary use of EAF is to heat and melt solid scrap, in which the simulation of the scrap melting
process is the key as well as the most difficult aspect of establishing a comprehensive EAF CFD
model. The scrap melting process in EAF can be categorized into direct melting and indirect
melting. Direct melting mainly refers to the melting of direct-contacted objects by heat sources
such as electric arc and combustion flame, whereas indirect melting refers to melting the solid
scrap using overheated molten steel based on its convective or conductive heat transfer. The latter
can be essentially understood as the energy migration between different states within the same

substance.

Before the melting happens, the scrap undergoes the heating process first. Mandal et al. [18]
developed a CFD model to simulate scrap heating using the propane-oxygen combustion flame
and validated the model by comparing the measured temperature from the experiments with their
simulation results. The model treated the scrap pile as a porous medium and the gas flow inside
the pores of the scrap pile was simulated as the non-Darcian flow. The scrap heating simulation
was accomplished by applying the appropriate heat transfer coefficient between the hot gas and
the scrap phase. Their work only explored the scrap heating by a laboratory-scale traditional burner

and did not include the combustion flame simulation and the melting simulation. Giavani et al. [19]
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simulated the scrap heating in the Conteel process, that is the scrap heating process outside the
EAF. The scrap pile was considered as a groove-shaped computational domain to physically
represent the scrap porosity. The desired porosity can be obtained by adjusting the groove distance.
The simulation included the natural gas combustion and its heat transfer to the scrap pile and the
melting phenomenon was ignored.
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Figure 1.5. CFD modeling of the scrap preheating [18].

Among the melting simulations, the most commonly-used numerical method in CFD is the
volume-averaged enthalpy-porosity method. This method was first proposed by Voller et al. [20-
21], which treated the solid phase, the liquid phase, and the mushy zone as a unitary phase and
adopted the liquid volume fraction to distinguish the state of each other. When the liquid volume
fraction in the computational cell equals 0, the cell has the solid phase inside. On the contrary, the
computational cell is regarded as containing the liquid phase when its liquid volume fraction is 1.
When the liquid volume fraction is between 0 and 1, the computational cell belongs to the mushy
zone, which is treated as a porous medium, and its corresponding liquid phase volume fraction is
equivalent to the porosity. By adding an appropriate source term to the momentum equation to
deal with the additional pressure drop due to the presence of solid materials, the suppression of the
solid velocity can be achieved in the method.
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The application of the volume-averaged enthalpy-porosity method in the direct melting simulation
is commonly found in fields including welding, phase change heat storage, slag re-melting, and
others. Among these applications, the solid materials to be melted are usually non-porous or with
low porosity. Yan et al. [22] and Li et al. [23] simulated the evolution of the keyhole on the metal
plate during the welding process and analyzed the energy diffusion behavior inside. Yadav et al.
[24] and Saraswat et al. [25] simulated the transient melting behavior of industrial-grade paraffin
as a phase change material, and explored and evaluated its energy storage capacity during the
melting process. Karalis et al. [26-27] simulated the slag re-melting process in EAF and further
analyzed the electrode shape, immersion depth, and Joule heating effect on its re-melting
performance. Carmona et al. [28] simulated the solid aluminum heating process in a crucible by
the heat from a plasma torch, and also predicted its total melting time. It should be emphasized
that, for the high-porosity material melting like the scrap melting in the EAF, the volume-averaged
enthalpy-porosity method cannot characterize the material's porosity through its solid volume
fraction, meanwhile, the liquid flow through the porous scrap pile cannot be simulated by this
method, thus this method is not suitable for simulating the direct scrap melting by the electric arc
or the combustion flame in EAF, and the corresponding CFD method for this phenomenon has not

been reported yet.
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Figure 1.6. CFD modeling of the evolution of keyhole melting on the metal plate [23].
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The application of the volume-averaged enthalpy-porosity method in the indirect melting
simulation mainly focused on the in-bath solid steel bulk melting simulation, in which the solid
steel bulk also refers to the material with zero porosity. Arzpeyma et al. [29] simulated the melting
process of a single piece of solid steel bulk immersed in the molten bath under consideration of
electromagnetic stirring, and explored the influence of scrap size, preheating temperature, and
electromagnetic stirring direction and magnitude on the scrap melting rate. Xi et al. [30-31] used
this method to simulate the melting process of both single steel rod and multiple steel rods in liquid
steel and explored the influence of porosity on the melting rate by adjusting the distance between
rods. It should be noted that, in the non-CFD field, Li et al. [32-35] also developed a numerical
model based on the phase field method, which was also applicable to the melting simulation of

single steel rod and multiple steel rods in liquid steel.
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Figure 1.7. CFD modeling of the melting process of two steel rods in liquid steel [30].

In summary, the CFD models regarding the EAF scrap heating and melting process are relatively
limited. The scrap heating by the industrial coherent jet burner has not been reported so far. The
common-used volume-averaged enthalpy-porosity method for the melting simulation is only
suitable for materials with zero or low porosity, and there is no appropriate CFD model available
so far for the EAF scrap melting simulation. In reality, the scrap melting process is even more
complex: the direct scrap melting and the indirect scrap melting coexist, and the scrap pile collapse
always happens together with the scrap melting, which maintains the un-melted scrap settling to
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the front of burners and electrode for the consistent heating and melting. Therefore, more efforts
are needed in developing a feasible scrap heating and melting model to capture all the above key

features.

1.2.2 Electric Arc Plasma

Electric arc plasma, the name-giving part of the EAF and the most important substance in the EAF,
is usually extracted separately for detailed research. Physically, thermionic electrons excited by
the voltage difference between the graphite electrode tip and the scrap surface repeatedly collide
with gas molecules in their travel path and trigger the ionization of the gas, thereby producing a
high-temperature electric arc plasma. The intensive electrical arc plasma is considered as the key
to transforming the electrical energy into heat, accounting for 65% to 85% of the total energy input
in an EAF. The heat from the arc will be dissipated mainly in the form of convection and radiation
to serve the purpose of heating and melting the steel scrap mixes. The heat dissipations of each
mechanism in this process are usually affected by a combination of several factors, such as
operating current, arc length, and etc., and they will further determine the overall arc melting
efficiency. The majority of investigations of electric arc plasma were conducted based on the MHD
model and the Channel Arc Model (CAM).

The MHD model is most commonly found in studying the DC arc case. This model solves the
governing equations of the flow field and Maxwell's equations in every single computational cell
to predict the arc in time and space, so that detailed arc status, including density, temperature,
velocity, pressure, and etc., can be obtained at all moments in the simulation. Hsu et al. [36-37]
firstly modeled a laboratory-scale DC free-burning argon arc proving the feasibility to describe the
arc behavior based on the MHD theory. The characteristics of the DC free-burning arc were
analyzed and a related experiment was designed to measure the arc temperature distribution in the
study. A good agreement was found between the measurement data and the simulation predictions.
McKelliget et al. [38] developed a similar model to capture the arc status and anode surface current
density distribution under different arc currents. The detailed mechanism of arc heat transfer and
fluid flow behavior was also illustrated in the study. Tsai et al. [39] explored the impact of different
electrode shapes on the arc electromagnetic field. The simulation results showed that the arc

behavior was very sensitive to the current distribution on the electrode tip. When the electrode
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cone angle was about 60° or less, the arc took on the bell shape as observed in the experiment.
Lowke et al. [40] explored the mechanism of arc cathode region in detail and introduced a feasible
way to calculate the cathode current density based on arc current instead of assigning the given
current density as the boundary condition, which made the model be more universal. The study
further considered and analyzed the anode evaporation phenomenon in the simulation, which was
achieved by modifying the thermo-physical properties and electrical conductivity of the arc based
on the amount of anode material evaporated into the plasma. Gonzalez et al. [41] used a similar
method to further study this phenomenon. The results showed that the metal vapor produced was
concentrated near the anode area and the edge of the arc leading to a cooling effect on these areas,
while the current density in the cathode area and core area of the arc was almost not affected.
Morrow et al. [42] established a unified arc-electrode system based on previous work and
developed the one-dimensional theory to describe the non-thermodynamic equilibrium state near
the cathode region. Freton et al. [43] and Lago et al. [44-45] both constructed three-dimensional
models for the free-burning arc and explored the influence of the external magnetic field on the
arc behavior. Alexis et al. [46], Wang et al. [47], and Wang et al. [48] introduced the turbulence
model to arc simulations with large current, which made the simulation of DC arc in the industrial-

scale EAF to be possible.
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Figure 1.8. CFD modeling of the free-burning DC argon arc [44].
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As for the AC arc modeling, there are relatively few reports on the applications of MHD and the
start of research in this field was relatively late as well. Larsen et al. [49], Bakken et al. [50], and
Saevarsdottir et al. [51] all reported one-phase AC free-burning arc simulations in a silicon metal
furnace using a similar model as the DC arc simulations, which proves the feasibility to describe
the AC arc behavior based on the MHD theory. The AC arc model was based on the time-
dependent N-S equation and Maxwell equation, in which the electromagnetic boundary conditions
of the electrode tip and the metal surface can be dynamically adjusted according to the polarity.
The influence of different cathode current densities on the simulations was studied, and the results
found that 0.5e7 A/m? can make the results consistent with observations. Moghadam et al. [52]
developed a similar one-phase AC arc model and introduced the current-dependent parabolic
cathode current density distribution based on the industrial-scale DC arc simulation to calculate
the required electromagnetic boundary conditions. Different arc currents and different arc lengths
were studied to find the optimal arc operation to maximize the heat transfer from the arc to the
molten bath. Daszkiewicz et al. [53] and Tarczynski et al. [54] both simulated a three-dimensional
AC arc with two electrodes to investigate the discharge channel displacement. The results were
compared with the images recorded with a high-speed digital camera, which showed a good
agreement. Rehmet et al. [55-58] further simulated 3-phase AC arc discharge behavior in both
parallel electrode configuration and coplanar electrode configuration, and also conducted the

experimental validations to prove the model accuracy.

Time = 1.980e-003 s | Time = 2.0206-003 s

Figure 1.9. CFD modeling of the 3-phase AC arc discharge behavior [55].
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In addition to the AC arc modeling based on the MHD, the CAM is another commonly-used
numerical model applied in investigating the characteristics of AC arc. Although this model is not
related to the CFD simulation that is focused in this section, it is still necessary to have a brief
summary here considering its extensive applications in AC arc related modeling. This model
approximates the arc as a cylinder fixed in time and space, and derives the AC arc state variables
from the steady-state energy-balanced DC arc by introducing the arc mass/energy variation caused
by the current change. Both Saevarsdottir et al. [51] and Sanchez et al. [59] adopted this model to
obtain the share of different heat dissipation mechanisms, and Sanchez et al. also analyzed the
cases at different gas atmospheres and made a comparison. Although CAM can deliver extensive
information, the share for radiative heat dissipation of AC arc in the air predicted by this model is
about 24% which is much lower than the most values reported in research [13,14,60]. To improve
accuracy and reduce the numerical computation in CAM, Fathi el al. [61] further introduced the
average arc temperature and average arc pressure obtained from MHD-based simulations to refine
the arc state variables in approximating heat dissipation. However, for different arc operating
currents and arc lengths, the average arc temperature and pressure were all fixed at 16,136 K and
1,200 kPa respectively in all estimations, which may be unrealistic.

1.2.3 Injector/Burner System

The burner used in the modern EAF is the coherent jet burner, which is a crucial facility in the
EAF steelmaking process. The burner system is responsible for heating and melting the solid scrap
in the cold spots of the furnace by the combustion flame, meanwhile, it is also responsible for
stirring the molten bath and delivering oxygen and fluxes to the molten bath to reduce the carbon
content and impurities during the liquid steel refining stage. Therefore, the burner system usually
has both a burner mode and a lance mode for the furnace operators to switch between different

scenarios.

In contrast to the traditional burner, the coherent jet burner is composed of the primary oxygen
nozzle, the fuel nozzle, and the secondary oxygen nozzle. Three types of nozzles are arranged
alternately in the radial direction. The primary oxygen nozzle is located in the center of the burner
and is surrounded by a circle of fuel nozzles, which is further encircled by a circle of secondary

oxygen nozzles. The burner mode is mainly adopted in the scrap preheating and melting stage with
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the maximum burner power up to around 5 MW. Under this mode, the flow rate of the primary
oxygen nozzle is reduced to around 300 SCFM so that the central oxygen jet is routinely to be in
subsonic or sonic status. Instead, the corresponding flow rates through the fuel nozzles and the
secondary oxygen nozzles are significantly elevated to be around 300 SCFM, which creates a
larger flame and increases the burner power. The lance mode is mostly used in the liquid steel
refining. Under the lance mode, the primary oxygen nozzle with a high flow rate (around 1200
SCFM) produces the supersonic oxygen jet, while the corresponding flow rates of the fuel nozzle
and the secondary oxygen nozzle are relatively low (around 80 SCFM), only to generate the
shrouding combustion flame envelop to protect the central supersonic oxygen jet and slow the
momentum decay in its traveling path. This technology was introduced by Praxair in the 1970s
[62-64] and can greatly increase the potential core length of the supersonic oxygen jet. Anderson
et al. [65] proved through experiments that the jet potential core length under ideal conditions can
reach up to 50 De (De is the diameter of Laval nozzle exit), which is 2 to 3 times longer than that
of the conventional supersonic jet without the shrouding flame. The longer potential core length
ensures that the jet reaching the bath surface has a higher speed to fully stir the molten bath,
meanwhile ensures that a sufficient amount of oxygen is delivered to the bath during the liquid
steel refining stage to improve the efficiency of decarburization and impurity removal. In addition,
the burner can also be installed at a higher position from the bath surface without reducing the
burner performance, which can reduce the burner erosion due to the liquid splashing and increase
the lifetime of the burner.

At present, the CFD research on the coherent jet burner system mainly focuses on the lance mode,
which includes both supersonic compressible flow and combustion flame. This model can also be
backward compatible to simulate the burner mode, which is a simpler scenario. Based on previous
studies on the supersonic jet [66-67], Jeong et al. [68] firstly proposed a CFD model with the
standard k-epsilon turbulent model to simulate the supersonic coherent jet, and observed that the
jet potential core length was 1.8 times longer than the conventional supersonic jet. Alam et al. [69-
70] further proposed an enhanced CFD model that modified the turbulent viscosity to make it
sensitive to the gradient of the total temperature field, thereby achieving the consideration of the
impact from the shrouding flame on the central supersonic oxygen jet behavior. The simulated jet

potential core length was compared with that measured by Anderson et al. in the experiment, and
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a good agreement was found. Wei et al. [71-73] developed a similar model and further refined the
combustion reaction mechanism of methane and oxygen to obtain more accurate simulation results.
The application of CO2 and O> mixed injection in the supersonic coherent jet was also explored.
Liu et al. [74-75] evaluated the supersonic coherent jet performance at different ambient
temperatures and different preheated oxygen temperatures. The study showed that the jet potential
core length can be extended with higher ambient temperature, thereby improving the jet's ability
of oxygen delivery and bath stirring. Tang et al. [76-78] introduced a modified Weighted-Sum-of-
Gray Gases Model (WSGGM) on the basis of the above CFD model to refine the consideration of
radiative heat transfer in the simulation. The possibility of replacing CHs with blast furnace gas
(BFG) and coke oven gas (COF) was evaluated, and their corresponding economic benefits were

also analyzed.

Although the simulation of the coherent jet itself is well-explored by many researchers, the reports
regarding the coupling/integration of the coherent jet simulation into the scrap melting simulation
or the liquid steel refining simulation are still very limited, which needs more efforts when

developing the comprehensive EAF CFD model.
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Figure 1.10. CFD modeling of the supersonic coherent jet in the open air [69].
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1.2.4 Liquid Steel Refining

The liquid steel refining process in EAF is undertaken with the aim to remove phosphorus, sulfur,
aluminum, silicon, manganese, and carbon by injecting oxygen and fluxes into the liquid steel after
the scrap pile is melted into the flat bath. The oxygen injection is achieved by the supersonic
coherent jet generated by the burner system. The supersonic oxygen jet shrouded by the
combustion flame can penetrate the slag layer and reach the liquid steel bath at a high initial
velocity, which can tear a jet cavity on the bath surface and sufficiently stir the liquid steel. The
dissolved oxygen oxidizes with different elements around the region of the jet cavity to produce
different oxides. Among them, metal elements including Al, Si, and Mn are easily reacted with
oxygen to form metal oxides, which further float to the top surface of the bath to form the slag.
These metal elements also react with FeO or C, in which the former reduces Fe yielding it back to
the molten bath. It can be seen that the refining process not only involves the impingement, stirring,
and oxygen delivery of the supersonic coherent jet to the bath but also involves a variety of bath
chemical reactions and exothermic phenomena. At present, no CFD models capable of simulating
the above-mentioned complete process have been reported. Therefore, the existing literature will
be reviewed from the two perspectives including the interactions between the supersonic coherent

jet and bath, and the chemical reactions in the bath.

Hy=900 mm Hy= 1650 mm Hy=2150 mm

Figure 1.11. CFD modeling of the supersonic coherent jet penetration in liquid steel [85].

Most CFD simulations in the literature focused on using conventional subsonic or supersonic jets
to investigate the jet-bath interaction. Research including Nakazono et al. [80], Odenthalet et al.
[81], Ersson et al. [82], Mufioz-Esparza et al. [83], Alam et al. [84], and etc. have all made attempts
to utilize the VOF model to analyze the deformation of the gas-liquid interface, and evaluate the
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diameter of jet cavity and the penetration depth. The corresponding mechanism has been
systematically summarized in the above literature. However, there are only a few reported CFD
simulations using the supersonic coherent jet to investigate the jet-bath interaction. Wei et al. [85-
87] was the only group conducting the relevant research at present. Since the simulation of this
process includes but is not limited to combustion flame, supersonic compressible flow, and gas-
liquid interaction, a hybrid model was developed which integrates a CFD model and a theoretical
model together to evaluate the interaction. The CFD model was to simulate a supersonic coherent
jet in an open environment similar to the works stated in section 1.2.3. The user-defined function
(UDF) was then adopted to extract four important parameters (k4, Ve, pe, p,) from the simulation
results to input into the theoretical model. The theoretical model was a mathematical model based
on the conservation of momentum and energy, which can eventually calculate the volume of the
jet cavity on the bath and its penetration depth. The hybrid model avoids the direct simulation of
the supersonic coherent jet and its interaction with bath providing a feasible methodology in the

research field.

There were no reports on the CFD research related to the bath chemical reaction in the EAF liquid
steel refining stage. In the non-CFD field, only a few articles introduced different mathematical
models to simulate the refining decarburization process. Oltmann et al. [88] established a simple
decarburization reaction model, which considered the C-O> reaction and the C-FeO reaction. The
results can reflect the dynamic changes in the carbon content in the molten bath under different
oxygen injection rates, different initial carbon contents, and different carbon injection rates.
Matsuura et al. [89] established a decarburization and slag foaming model based on the
conservation of mass and further included the Fe-O reaction in the model to refine the reaction
mechanism. Memoli et al. [90] estimated the amount of oxygen delivery to the bath based on the
developed jet cavity model, and on this basis, the oxidation reaction of C, Si, and Al was
considered in their refining model. To sum up, the CFD-related research on liquid steel refining is
extremely limited due to many numerical constraints in the simulations of such a complex process.
More efforts are still needed to develop an appropriate methodology to achieve the fully coupled

or integrated modeling of the process.
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1.2.5 Heat Transfer and Post-combustion in Freeboard

The freeboard in EAF refers to the gas phase located above the scrap pile or liquid bath surface.
The freeboard is usually separated for the individual study to simplify the model since this region
only contains the gas phase. The combustion flame created by the burner system is submerged in
the scrap pile at the start of the melting phase and is not directly exposed to the freeboard, whereas
the arc is only exposed to the freeboard for a very short amount of time after ignition and is likewise
submerged in the scrap pile thereafter to melt the scrap. As the scrap pile gradually collapses
downwards in the later melting stage, the combustion flames and arcs are exposed to the freeboard
again, creating intense convection and radiation heat transfer inside the region. During the refining
stage, the slag progressively covers the arc while the top part of the combustion flame shrouding
the supersonic oxygen jet remains exposed to the freeboard. Because slag foaming creates a
substantial quantity of CO, and the oil, grease, and other combustible materials on the surface of
the scrap pieces create H2 which gets into the freeboard as the melting advances, the primary gas
compositions in the freeboard during the refining are CO and H». Post-combustion is to utilize the
oxygen to completely burn CO and H> to recover heat in the freeboard so that the goals of saving
energy and reducing emissions can be achieved. At present, CDF-related research for the freeboard

is mainly focused on the liquid steel refining stage.
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Figure 1.12. CFD modeling of the arc radiation in the freeboard under different slag heights [94].
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Guo et al. [79] proposed a CFD model to study the radiative heat transfer in the freeboard. The
model did not include the combustion flame and the post-combustion of CO and Hy, but instead
focused on the radiation distribution due to arc exposure. The arc was represented by a cylinder
and an appropriate heat flux was applied to the cylinder wall to assign the arc power input. The
results showed that the furnace wall temperature can reach up to 1673 K when the arc length was
0.152 m. Li et al. [91] developed a CFD model to study the fluid flow and the post-combustion in
the freeboard. Unlike Guo's model, the arc was assumed to be covered by slag, thus the arc region
was not included in the computational domain. The CO generated during the refining process was
assumed to uniformly enter from the bottom surface of the freeboard region (the top surface of the
slag layer) at a fixed mass flow rate to react with oxygen. The injector/burner was simplified as a
hole on the wall of the computational domain, and the conventional oxygen injection was
considered. Chan et al. [92] had a similar case setup but further adopted both the eddy-dissipation
concept and finite reaction rates for combustion kinetics to estimate the post-combustion in the
freeboard. Four-step reduced reactions were used to simulate the combustion of CHs and CO. The
main mechanism of NOy formation was studied. Al-Harbi et al. [93]’s freeboard simulation also
did not include the arc region but considered the supersonic oxygen jet instead to explore its impact
on the refractory lifetime in the Delta zone. The model added a layer of porous medium to represent
the slag, and improves the emission distribution of CO to the freeboard based on the position of
oxygen injection. Sanchez et al. [94]’s simulation was similar to Guo’s. The gas injection and post-
combustion were not included in the model. The arc was also represented by a cylinder to study
the radiative heat transfer in the freeboard. The influence of different slag heights on the furnace
wall temperature was explored. The results showed that the more the arc was exposed, the easier
it was to generate hot spots on the furnace wall and damage the water-cooling system. Yigit et al.
[95] developed a model that can be used to simulate the coal particle combustion in the freeboard.
The model considered the coal particle injection from the burner system and the radiation from the
electrode. The bottom surface of the computational domain (top slag surface) was treated as a wall
surface. The results analyzed the particle combustion in the freeboard and predicted the
temperature distribution on the slag surface. To sum up, different researches above have their own
focus but all reported freeboard CFD models were still unable to consider the full phenomena
including the arc radiation, the combustion and gas flow generated by supersonic coherent jet, the

appropriate CO emission from slag layer, the post-combustion of CO and H2, and etc. To
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accurately simulate the real operating conditions in the freeboard, the inclusion of the above

phenomena in the model is necessary in the author's opinion.

1.3 Motivations for Research

The EAF steelmaking process involves dynamic complex multi-physics, in which electric arc
plasma and coherent jets coexist resulting in an environment with local high temperature and
velocity. Different heat transfer mechanisms are closely coupled and the phase change caused by
melting and re-solidification is accompanied by in-bath chemical reactions and freeboard post-
combustion, which further creates a complicated gas-liquid-solid three-phase system in the furnace.
Therefore, not all conditions and phenomena within the EAF are well-understood. The traditional
experimental approach to study the EAF is expensive, dangerous, and labor-intense. Most of the
time, direct measurements and observations are impossible due to the high temperature within the

furnace. Therefore, the EAF CFD modeling is of great significance in the steel industry.

However, the CFD simulation of the entire EAF steelmaking remains at a preliminary stage
according to the literature review, that is, the modeling of some specific physics instead of the
whole process. Additionally, some appropriate CFD models have yet to be developed for some
key phenomena, which significantly restricts the possibility of extending the CFD simulation to
the entire steelmaking process to evaluate the overall furnace performance and process efficiency.
Moreover, most of the reported modeling in the literature normally relies on different fundamental
assumptions or CFD approaches, thus the direct coupling of the existing models for the multi-
physics simulation is infeasible or very computational-intensive. Good modeling methodologies
are in demand to ensure that the coupled/integrated models can accurately capture local detailed

phenomena and have high computational efficiency.

From the perspective of delivered results, the traditional semi-empirical or dynamic process model
only reveals the variations of the overall physical quantities over time and lacks the capability of
characterizing the inherent mechanisms involving spatial distribution, whereas the CFD model is
established based on the physical principles and overcomes the above pain points, which is capable
of predicting and visualizing the important phenomena, including but not limited to scrap collapse,

arc reflection, bath homogeneity, and etc. Therefore, the development of complete CFD solutions
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has attracted considerable interest in the corresponding fields recently due to the accelerated
migration to EAF steelmaking in the steel industry. With it, the exploration of more physical
quantities in the entire EAF steelmaking process becomes possible, which helps build a
fundamental understanding of the process and provides relevant information for subsequent

optimization of the process efficiency.

1.4 Research Objectives

The present dissertation follows the path of the development-validation-application to carry out
the research work. The main research tasks are as follows:
1) To design modeling methodologies to guide the comprehensive EAF CFD model
establishments for both lab-scale DC EAF and industry-scale AC EAF.
2) To develop corresponding models according to the proposed methodologies for
simulating the entire EAF steelmaking process.
3) To validate the above models against available data, and design and implement the
experiments to collect the desired data if necessary.
4) To utilize the comprehensive EAF CFD models to gain insight into the characteristics
of the EAF steelmaking process and help the industry to improve furnace design,

perform troubleshooting, and optimize process efficiency.

1.5 Organization

The dissertation contains two comprehensive EAF CFD models for simulating the lab-scale DC
EAF (illustrated in Chapter 2) and the industry-scale AC EAF (illustrated in Chapter 3). Each
comprehensive EAF CFD model consists of several models. Six simulators are also developed for
the comprehensive EAF CFD model for the industry-scale AC EAF to achieve the sub-process
simulation, and those simulators partially integrate the specific models above whose details will
be demonstrated in the later sections. Figure 1.13 shows the structure of the dissertation outlined

under three main terminologies (comprehensive EAF CFD model, model, and simulator):
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Figure 1.13. Dissertation structure outlined under three main terminologies (comprehensive EAF

CFD model, model, and simulator).
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2. MODELING OF LAB-SCALE DC EAF

The main purpose of this chapter is to establish a self-consistent comprehensive EAF CFD model
together with a direct-coupling methodology to simulate the entire steelmaking process in the lab-
scale DC EAF, that is, the process of solid steel ingot melting by the lab-scale DC arc. Two models
were developed including the solid steel melting model based on the enthalpy-porosity method
and the electric arc model (for lab-scale DC arc) based on the MHD theory. The stationary lab-
scale DC electric arc and the arc-solid steel interaction modeling were validated respectively
against the experimental data in the literature to prove the simulation accuracy. The lab-scale DC
electric arc behavioral characteristics were investigated under varying arc lengths generated by the
moving electrode. The comprehensive EAF CFD model was utilized to dynamically predict the
entire steel ingot melting by arc, which includes the continuous phase changing of solid steel, the
surface deformation of steel ingot, and the close interaction between phases. Further attempts were
made to evaluate the effects of the initial arc length on the melting efficiency and tried to provide
useful guidance for industrial manufacturing. In particular, the comprehensive EAF CFD model
was also implemented to simulate the steel ingot melting with the dynamic electrode movement
and made the corresponding comparison to the case without the electrode movement. The
comprehensive EAF CFD model in this chapter helps to understand the fundamental mechanism

of arc melting, greatly benefiting the future investigations for the industry-scale EAF.

2.1 Problem Description

The lab-scale DC EAF only involves the solid steel ingot melting by a single electrode, which is
shown in Figure 2.1. The electrode is inserted from the top of the apparatus to generate a DC
electric arc at the electrode tip, melting the steel ingot from top to bottom. The molten liquid steel
will flow down the surface of the steel ingot and accumulate at the bottom of the furnace. The
apparatus is allowed to connect with the outside atmosphere, and the working gas can be
supplemented or escaped through the electrode hole on the top of the apparatus. There is a heat
insulation layer around the furnace to prevent heat loss and enhance the melting efficiency. Both
the furnace and the steel ingot are cylindrical, and the diameter (W) and height (H) of the inner

furnace are 0.04 m and 0.03 m, respectively, while the diameter (w) and height (h) of the steel
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ingot are 0.02 m and 0.015 m, respectively. The electrode with a diameter (d) of 0.00454 m can

move up and down on its axis as needed. The arc length (1) is originally set to be 0.01 m.
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Figure 2.1. Schematic diagram of the lab-scale arc melting furnace.
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Figure 2.2. Computational domain for steel ingot melting by the electric arc.

47



Figure 2.2 shows the simulation domain considered in the present study, which only includes the
inner profile of the electrode and the furnace. Due to the axial symmetry of the current physical
problem, only half of the geometry in Figure 2.2 is adopted, and the entire simulation is solved
based on the cylindrical coordinate system (r, x) whose origin is located at the center of the
electrode tip. The structured mesh has been applied to the entire simulation domain, whose total

cell number is 454,000 determined after the mesh sensitivity study.

2.2 Modeling Methodology

The main physical phenomena of the steelmaking process in the lab-scale DC EAF involve the
DC electric arc plasma generation and the solid steel ingot melting. Additionally, the interactions
including different heat and force exchanges will occur constantly at the interface that the plasma
reaches, as shown in Figure 2.3. Obviously, the process does not involve the melting of any porous
medium material while the electrode polarity remains consistent throughout, which largely reduces
the order of physical complexity. Therefore, each of aforementioned phenomena can be captured
by one CFD model, namely the solid steel melting model and the electric arc model, and the direct-
coupling methodology can be adopted for two models, which relies on the dynamic interface
tracking approach and the source term approach to consider the instant heat and momentum

exchange at the interface.

Cathode (-)
c> Gorhorsich -‘6‘— Joule effect
[ Radiation
Conduction ‘* C Lorentz forces
=) ; electrons
absorbtion W
’ ' Convection
Conduction +
&= 4+ thermoionic emission .
+ ion neutralisation ‘ Marangoni +
Gas drag force
Plasma

Z @
@ A
e
, “@-

Anode (+)

Figure 2.3. Main physical phenomena of the steelmaking process in lab-scale DC EAF.
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At the beginning of each time step, the interface will be tracked first to locate the computational

cells available for the dynamic heat and momentum exchanges. The electric arc model will then

be solved to determine the exchange quantities at the interface, whose amounts will be assigned to

the corresponding conservation equations using the source term approach to achieve the melting

simulation of solid steel ingot. The detailed direct-coupling methodology is demonstrated as the

flow chart in Figure 2.4.
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Figure 2.4. Flow chart within the direct-coupling methodology for models.

2.3 Model Description

In order to conduct the simulation of the lab-scale DC EAF steelmaking process with the affordable

computational time and relatively good accuracy, the following hypotheses are adopted for the

comprehensive EAF CFD model in the present study:
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1)

2)

3)
4)

5)
6)

The arc is considered to be the lab-scale DC electric arc and is axisymmetric in the 2D
configuration [44,96,97].

The arc is optically thin and in local thermodynamic equilibrium (LTE) meaning the
temperatures of the electron and heavy particles are very close, which has been proven
to be true throughout most of the arc region [44,96,98-101].

The effects of heat dissipation due to the viscosity are neglected in all phases [102].
The fluids for both the gas phase and the liquid steel phase are treated as an
incompressible Newtonian fluid and the corresponding flows are assumed to be the
turbulent flow solved by the standard k-epsilon model [101].

Boussinesq’s hypothesis is applied for the buoyancy-driven liquid steel flow.

The steel vaporization is ignored.

2.3.1 Solid Steel Melting Model

The solid steel melting model simulates the gas-liquid-solid three-phase system within the lab-

scale EAF. A set of governing equations utilized to describe the system including the gas phase

and the steel phase (solid steel and liquid steel) is given as follows. The equation set is based on

the volume-of-fluid (VOF) method, which is capable of capturing the gas-steel free surface

deformation and the fluid flow during the melting. Different dynamic and thermal coefficients are

applied in different phases, the equation set is solved in every computational cell of the simulation

domain in order to obtain the continuous flow field variables for all phases.

The volume fraction conservation equation can be expressed as:

a(aqpq) + la(raqpqvq,r) n a(aqpqvaX) -0 (2-1)
ot r ar ox

where a,, p,, and v, are the volume fraction, the density, and the velocity vector component of

phase q (gas or steel), respectively. It should be noted that the sum of the volume fractions in all

phases is always unity, i.e. ¥¢_; ag = 1.

The axial and the radial momentum conservation equation are given as:
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d(pvy) 10(rpvvy)  0(pvy?)
+- +
ot T ar dx

_ Op 0 v, 10 v, OJv, i (2-2)
"ﬁ*&(zﬂaﬁ;a(”‘(ﬁ* ) )+ P+ IR S

+ Sma + Smsf

d(pvy) +16(rpvr2) L 9y

Jt r Oor 0x
_Op 10 av, d v, 0Jvy i (2-3)
= o (2 aJ*&(ﬂ(%*W) TR Sma
+Sm,sf

where p and u are the pressure and the viscosity, respectively; S, , is the additional source term
equal to pgB (T — T,f), Which is for the consideration of the buoyancy force of liquid steel in the
anode region; S, , and S, ;¢ are another two additional momentum source terms for the arc
modeling and the surface force modeling, respectively, which will be illustrated in the later section;

R* is the coefficient of the momentum sink, which is used to distinguish the anode region. The

expression of R* can be defined as:

0 (in arc plasma region)
R* ={ Chpix(1—2)2 2-4
— % (in anode region) (2-4)

and C,,;, IS the mixture zone constant; e is a coefficient with a small value to prevent zero
occurring in the denominator; A is the liquid volume fraction dependent of phase temperature T,
which can be written as:

f 0 (T < Ts,steel)
T — Ts,steel

A= — (Ts,steel <T< Tl,steel) (2'5)
lTl,steel Ts,steel

1 (T = Tl,steel)
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and T geee; aNd T gr0e; are the solidus temperature and the liquidus temperature of the steel phase.

The energy conservation equation can be expressed as:

d(pT) N la(rpvarT) N d(pCyv,T)

at r ar ox (2-6)
10 oT\ 9 oT
=2 (rkeff E) o (keff &) +Ses + Se + Sent

where T is the temperature; C, is the specific heat; k. is the effective thermal conductivity; S, ,
and S, , are the additional energy source terms, which will be defined in later sections; S, ; is the

explicit latent heat term, which is equal to:

0 (in arc plasma region)

_JLax )
Sel C_pa (in anode region) &7)

where L is the latent heat for the steel ingot melting.

2.3.2 Electric Arc Model (for Lab-scale DC Arc)

Electric arc model solves for the electromagnetic field based on the MHD theory, so that the lab-

scale DC electric arc plasma can be predicted in the gas region.

In the calculation of electromagnetic field, the electrical current density component takes the

following form:
j=oE (2-8)

where ¢ is the electrical conductivity of selected working gas; E is the electrical field intensity

dependent on the gradient of the electrical potential V, which is given by:

E = —VV (2-9)
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The self-induced magnetic field calculation is generally referred to the Biot-Savart formula,
however, Ampere’s law can also be employed to roughly measure the azimuthal magnetic

induction in an axisymmetric model. The corresponding expressions can be written below:

B=VxA4 (2-10)
04, 0A,

= — 2-11

0 0x or ( )

where A, and A, are axial and radial vector potential components, respectively. The
determinations of the vector potential components are given in Equation (2-13) and Equation
(2-14) listed below.

The current continuity equation is defined as:

10 av d av
- Ve [—) = 2-12
r6r<ar 6r>+6x(06x) 0 ( )

and the axial and the radial vector potential equations can be expressed as:

10/ 04, 0 (04,
- _ — i 2-13
r@r(r 6r>+6x<6x) HoJx ( )
19, 04 0 (04, A,
_ — = —Un] — 2-14
r@r(r 6r>+ax<6x) Holr + 23 (2-14)

where u, is the magnetic permeability in the medium.

By solving the above set of equations, the Lorentz effect and the arc heating effect can be included

by two additional source terms in corresponding governing equations, which are written as follows:

Sm,a = jBG (2'15)
-2 -2
Jx +Jr SkB(, oT GT)
_ 2 _ 2-16
Sea o +2 e ]x0x+]r6r Sr (2-16)
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where kg is the Boltzmann constant; e is the elementary electric charge; S, is the radiation heat
loss. The first term on the right-hand side of Equation (2-16) represents the heat generated by the

Joule’s effect and the second term is referred to the electronic enthalpic flux.

2.3.2.1 Interface Tracking

Dynamic interface tracking is critical which impacts the direct-coupling of electric arc model and
the solid steel melting model. To define a sharp interface between arc plasma region and anode

region, a new variable 7 is introduced in the present study:

1 (as=ts)
n= {0 (ag < ts) (2-17)

where ts is the threshold used to distinguish the cell belongs to the anode region or arc plasma
region, that is, n will be unity if the cell is an anode cell. Therefore, the interface can be represented

using the normalized gradient of n, which is written as:

Vn {1 (interface) (2-18)

Y= |Vn| + € ~ 10 (not interface)

2.3.2.2 Heat Transfer at Interface

During the steel ingot melting, there exists a low-temperature sheath on the surface of the arc and
steel ingots, where the plasma arc temperature, particle density, and voltage have large gradients,
resulting in the plasma not meeting the LTE assumption [96]. The presence of a low-temperature
sheath causes the electron temperature to be different from the heavy particle temperature, thus the
electron temperature and the heavy particle temperature cannot be defined by a unified temperature
value. Meanwhile, such a sheath also has a significant impact on the distribution of the arc current
density on the surface of the steel ingot and the heat transfer between the steel ingot and the arc.
Therefore, the special treatment of the boundary layer is required in the model. The present study
adopted the LTE-diffusion approximation to deal with the above-mentioned low-temperature
sheath [100,104], and considers the thermal effect of the arc to the steel ingot surface by adding

the additional energy source at the interface for each phase [105]. Generally, the heat transfer
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mechanism from the arc to the steel ingot surface is mainly composed of three parts: the electronic
heat, the conduction heat, and the surface radiative heat. Among them, the electronic heat is caused
by the steel ingot surface receiving the electrons from the electrode tip and releasing a large amount

of heat.

The aforementioned heat transfer mechanism at the obtained interface can be mathematically

expressed as follows [101]:

k T, —T.
Iqeh +qen — qrn = Jlo + %S) — ek, T,*  (arc plsma side)
Se,ht = I keff(TS _ Ta) . (2'19)
k e =T 5 (anode side)

where q.y, is the electronic heat; g, is the conduction heat; g, is the surface radiative heat; ¢ is
the work function of steel ingot; T, and T are the interface temperature for arc and steel,

respectively; § is the interface thickness; ¢ is the emissivity of steel ingot.

2.3.2.3 Surface Force at Interface

In addition to the gravity, the buoyancy force, and the electromagnetic force, there has extra four
surface forces that need to be discussed and further considered about their effect at the interface,
which includes the surface tension, the Marangoni shear stress, the arc plasma shear stress and the
arc pressure. It should be noted that the last force, i.e. the arc pressure, has already included in the
model by solving the corresponding momentum equations described above. Thus only the first

three forces need additional treatment.

The surface tension pressure py; at the interface is mainly due to the surface curvature, and its

direction is normal to the local free surface, and its value can be calculated by [106]:

n
L= —y[V (= 2-20

where y is the surface tension coefficient; 7 is the normal vector to the local free surface.
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The Marangoni shear stress 1, is caused by the existence of the temperature gradient, and its

direction is tangential to the local free surface, and its value can be estimated by [107]:

_ Oy adT

_ored 221
tms = 5733 (2-21)

where s is the tangential vector to the local free surface.

While the arc plasma shear stress 7, is estimated according to the interface velocity on the arc
plasma side and further applied on another side of the interface, i.e. the anode side, and its value
can be calculated as follows [108]:

(2-22)

q~|

Q

%)

Il

=
Q)| Q
S <

By adding the above surface forces as a volumetric source term S, r to the momentum

conservation equation in the appropriate direction, the force interaction at the interface can be

predicted as desired.

2.3.2.4 Electrode Movement

Except for using the stationary electrode position, the present study also includes the moving
electrode to generate the electric arc with varying arc length for the steel ingot melting, which is
one of the common operations in the arc melting manufacturing. In order to achieve electrode
movement in the model, a layering dynamic mesh was used, and the integral form of all
conservation equations mentioned above in the dynamic mesh needs to be rewritten as follows for

a general scalar ¢ on an arbitrary control volume ¥ whose boundary is moving [109]:

d — - - -
7 | PPV + qub(u—ug)-dA = fFV¢-dA+fS¢dV (2-23)
14 av av v

where i is the flow velocity, i, is the mesh moving velocity, I" is the diffusion coefficient

regarding different conservation equations, and S is the source term of a general scalar ¢.
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By adopting the layering dynamic mesh, the electrode can move up and down on its axis at the

assigned proper mesh moving velocity.

2.3.3 Simulation Conditions

The material properties adopted in the present study are listed in Table 2.1 and they are all referred
to the published literature. The properties given in the form of references in the table are
temperature-dependent values, which were added to the solver by interpolation for the simulation.
In addition, some properties of the steel ingot, such as viscosity, specific heat, thermal conductivity,
are also temperature-dependent, which were added in the same way to the solver. Other parameters

utilized in the model are all given in Table 2.2.

Table 2.1. Material properties in the model.

Parameters Symbol  Values for Arc Plasma (Argon)  Values for Steel Ingot
Density p 7200 kg/m?®
Viscosity U

Reference [103]

Specific heat Cp Reference [100]
Thermal conductivity k
Radiation heat loss S, Reference [110] -
Solidus temperature Ts steetl - 1670 K
Liquidus temperature T, steet - 1723 K
Latent heat L - 245000 J/kg
Electrical conductivity o Reference [103] 770000 S/m
Work function 7} - 4.65V
Surface tension coef. y - 1.2 N/m
Initial Temperature T 1000 K 1000 K
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Table 2.2. Other parameters in the model.

Parameters Symbol Values
Mixture zone constant Cinix 108
Constant coefficient € 0.001
Magnetic permeability Uo 1.26*10° H/m
Boltzmann constant kg 1.38*102% J/K
Elementary electric charge e 1.6*10° C
Interface threshold ts 0.95
Interface thickness ) 0.00015 m

The detailed boundary conditions for the simulation domain are indexed in Table 2.3. It should be
noted that a commonly-used free-burning DC arc configuration was adopted in the present study
to melt the steel ingot. The operating current is 200 A and the working gas is argon and assumed
to be at atmospheric pressure. The corresponding current density distribution expression for this
type of arc can be written as follows [36]:

](T‘) = Jmax exp(—br) (2'24)

where J,qx 1S the maximum current density, which can be approximated based on the
experimental measurement of the radius of the hottest part (the “white-hot”), and use the following
equation to calculate:

I

=— (2-25)

Jmax 27TTh2

where 1, is aforementioned “white hot” radius, and normally takes 0.00051 m for the 200 A arc.
And b is a constant, which can be calculated by integrating the current density in radial direction

using the expression given below:
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R¢
[=2n | j(r)rdr (2-26)

0

where R, is the arc conduction radius (cut-off radius), and normally takes 0.003 m for the

evaluation.
Table 2.3. Boundary conditions for the simulation domain.
Variables BC CD DF AF AB BE
oT oT oT oT dT oT 3500
(K) or ox or ox or 0x (at the tip)
av av av av ov Equation
V (voltge — =0 0 —=0 — =0 —_—— =
(voltge) or or 0x or 0x (2-24)
v (m/s) ou =0 - - - - -
or

2.4 Results and Discussions

2.4.1 Model Validations

2.4.1.1 Electric Arc Model (for Lab-scale DC Arc)

As the arc is the main heat source for the steel ingot melting, the accuracy of the arc simulation
needs to be proven first. Otherwise, the subsequent melting results will be meaningless.

The stationary DC electric arc modeling is validated against the temperature measurement of the
arc column published in reference. The current validation simulation only includes the electric arc
plasma region, i.e. the steel ingot is not considered for the simplification purpose. Figure 2.5
presents the temperature distribution of the free-burning plasma arc using argon as a working gas.
For a 200A-current arc, the highest temperature located just below the electrode tip can reach up
to 22000 K, while the middle of the arc column maintains a high temperature around 10000 K. A

typical bell shape of the arc plasma can be observed, which is mainly due to the strong
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impingement and dispersing of the arc plasma jet on the anode surface. Thus, the high temperature
gradually spreads along the centerline of the plasma jet and the strong diffusion of the temperature
also occurs in the radial direction. The simulation results were compared with the isotherms
measured by Hsu et al. [36]. The isotherms range from 11000 K to 21000 K and the temperature
distribution is in a fairly good agreement with the experimental data, whose percentage error is

estimated to be less than 5%.

Hsu et al.’s Exp. Current Simulation Results
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Figure 2.5. Comparison of simulated isotherms and measurement data [36].

In addition to the isotherms of the arc plasma, the axial velocity distribution and the velocity
contour are also plotted in Figure 2.6 to compare with other research works [43-44]. The velocity
contour indicates that the velocity of the arc plasma jet maintains concentrated and has a slight
diffusion in the radial direction. In the plotted axial velocity distribution, it can be seen that the arc
plasma accelerates dramatically just below the electrode tip and reach extremely fast to the
maximum velocity at 0.0008 m. Then the arc plasma velocity decays smoothly from 0.0008 m to
0.0088 m until it touches the anode surface. The current simulation results have a good agreement
with the published simulation results by other research groups, which further demonstrates the

model accuracy in the present study.
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Figure 2.6. Comparison of velocity distribution at the domain centerline [43-44].

Since the current physical problem is axisymmetric, only half of the geometry in Figure 2.2 is
adopted and the entire set of equations is solved in 2D based on the cylindrical coordinate system
(r, ). For the consideration of the potential future application, the current 2D electric arc modeling
was further enhanced to the 3D and corresponding validations were also conducted. The only
difference is 3D electric arc modeling is based on the Cartesian coordinate system (x, y, z). Figure
2.7 compares the isotherms of 2D and 3D configuration showing fairly good consistency. With the
validated 2D electric arc modeling as illustrated above, the 3D electric arc modeling was indirectly
validated. The minor mismatching of the temperature distribution at the domain centerline may be
due to the slight difference of the mesh in two simulations. Figure 2.8 also compares the 2D and
3D axial velocity of the electric arc, whose overall distributions are in line with each other. In
summary, 2D modeling based on the cylindrical coordinate has the same prediction of the electric
arc as that for 3D modeling based on the Cartesian coordinate. Both 2D and 3D model has been

validated in the present study.
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Figure 2.7. Comparison of 2D and 3D simulated isotherms.
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Figure 2.8. Comparison of 2D and 3D velocity distribution at the domain centerline.

2.4.1.2 Solid Steel Melting Model

With the validated electric arc modeling, the subsequent validation for solid steel melting model
can be conducted. The published experimental and simulation data of the keyhole PAW process
[100] was employed to validate the accuracy of the local arc-steel heat transfer and force
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interaction prediction during the steel workpiece melting so that those mechanisms can be further
applied on the arc melting simulation of the entire steel ingot. The simulation domain and operating
conditions were all modified accordingly based on the reported experimental setup, while the heat

transfer and force interaction mechanism in the model were kept the same.
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Figure 2.9. Schematic diagram of experimental setup [100].

During the melting process, the heat transfer continuously happens at the arc-solid interface, so
that the solid workpiece can be efficiently melted beneath the electric arc. Meanwhile, the force
interaction between the arc and the liquid steel results in the liquid steel to be pushed away
immediately by the high-velocity and high-pressure plasma jet, thus the keyhole solid surface is
exposed again. The exposed solid surface can further absorb the heat from the electric arc
triggering the melting again. This phenomenon occurs repeatedly throughout the entire process
leading to a keyhole created inside the workpiece until it penetrates the entire workpiece. Locally,
the steel ingot melting using the electric arc has a similar mechanism. Figure 2.10 compares the
simulated steel workpiece melting with both experimental measurement and simulation data
reported by Jian and Wu [100]. The dashed line represents the measurement position of the keyhole
solid surface profile, and the solid line is the corresponding simulation results obtained by the
group, and the temperature contour of the steel workpiece is the result predicted by the present
model. From the comparison with the reported data, the present model gives a good prediction of
the keyhole solid surface profile, which matches the measurement data and simulation results
given by Jian and Wu [100]. The overall error is less than 10%, which further proves the accurate

prediction of the heat transfer and force interaction in the model.
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Moreover, by modifying the corresponding material properties, the model also has the ability to
predict the melting process of other types of metal using electric arc since the overall heat transfer
and force interaction mechanism stays the same between the arc and the metal. Figure 2.11 shows
another validation simulation using aluminum as the workpiece based on the experiment reported
in the reference [101]. The validation was still conducted by comparing the keyhole solid surface
profile in the workpiece to prove the melting prediction to be correct. From the figure, the current
simulation results and the reported experimental data given in the figure can well match with each
other.
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Figure 2.10. Melting validation: steel as the workpiece [100].

0.005

Figure 2.11. Melting validation: aluminum as the workpiece [101].

2.4.2 Arc Characteristics with Dynamic Electrode Movement

The investigation of the electric arc with varying arc length due to the electrode movement is of
great significance for the industrial applications. Maintaining the arc length within a certain range
by moving the electrode will help to stabilize the arc, thereby obtaining better arc performance and
achieving higher arc melting efficiency. Generally, the sensor calculates the current arc length by

detecting the variance of the impedance in the solid material and returns the signal to the controller
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for consequent action if the arc length changed. For example, if the solid surface collapses due to
melting, the arc length will be elongated accordingly and the impedance value will change as well.
In this case, the controller will move the electrode downward to shorten the arc length and ensure
the arc length return to the preset value to meet the requirement of the production. This process is
a continuous regulation process, meaning the arc length is changing dynamically. Thus, it is
necessary to have a better understanding of the detailed arc characteristic during this period for
better controlling. The present study aims to conduct a quantitative analysis of the effect of
dynamic variation of arc length on the arc itself and the melting of the anode surface to provide

practical guidance for the operation.

Moving Moving

21681
20389 Moving
- 19096 Direction Direction
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(a) Flow Time =0.0 s (b) Flow Time =7.0 s (c) Flow Time = 15.0 s

Figure 2.12. Dynamic effect of varying arc length due to electrode movement on the arc

characteristics.

For the simplification purpose, the simulation domain adopted in this section includes the electric
arc plasma and the top surface of the solid steel ingot (the anode surface). In order to observe the
characteristics of the arc, it is only after the electric arc plasma is generated and stabilized that the
electrode begins to move up and down along its axis at a constant velocity. The electrode descends
continuously at 0.001 m/s between 0 to 7 seconds, then changes the direction of movement and
lifts up with the same velocity until the end of the simulation. Figure 2.12 shows the dynamic
effect of varying arc length due to electrode movement on the arc characteristics. From Figure
2.12 (a) and Figure 2.12 (b), as the electrode tip gets closer to the anode surface, the reducing arc
length makes the entire arc column be greatly compressed. As a result, the arc loses its original
bell shape and the high-temperature area beneath the electrode tip expands. Such conclusions can

be observed from the 11000 K isotherm and the 21000 K isotherm in the temperature contours.
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Under the premise of the same arc operating conditions, the energy released due to the ionization
of the gas between the electrode tip and the anode surface needs to diffuse outward in the radial
direction based on the conservation of energy if the vertical space is reduced, thus the surrounding
gas is rapidly heated up and the high temperature region becomes an M-shaped distribution.
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Figure 2.13. Near-wall gas temperature distribution at the electrode surface during the electrode

descent.
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Figure 2.13 shows the near-wall gas temperature at the electrode surface during the dynamic
descent of the electrode. It can be seen that when the tip-anode vertical distance reduces from 0.01
m to 0.003 m, the average temperature increases along the line monitor to reach up to 10000 K,
which may result in great consumption of electrode itself in the practical production. As the
electrode turns to move upwards from 7 to 15 seconds, the arc gradually returns to the bell shape.
At the last moment of the simulation (14 to 15 seconds), the electrode is lifted up over the original
arc length leading the entire arc to be stretched. In reality, such an operation increases the resistance
of the arc and cools down the arc, which can be reflected from the shrinking of the 11000 K
isotherm and the 21000 K isotherm in Figure 2.12 (c).

Furthermore, the dynamic effect of the arc on the anode surface under varying arc length is further
studied. The arc performance is evaluated by analyzing the area-averaged heat flux, pressure, and
current density on the anode surface. The changes in these variables over time are shown in Figure
2.14. From the figure, the electrode descents to the lowest point in about 7 seconds. During this
time, the area-averaged heat flux, pressure, and current density on the anode surface all show an
exponential increase or decrease, and values of those variables reach the peak at around 7 seconds.
The extremely high heat flux and current density significantly enhance the heat conduction
between the arc and the anode surface and the generation of a large amount of electronic heat on
the anode surface, causing the solid material to have the intensive melting. Meanwhile, the arc also
applies a high pressure on the anode surface resulting in the liquid steel being blown away, thereby
exposing a new molten solid surface to participate in a new round of melting. Although the short
arc length will greatly increase the melting efficiency of the arc based on the previous discussion,
the ambient gas surrounding the electrode is more easily heated to the high temperature due to the
compression of the arc column. Thus, the electrode consumption rate also increases at the same
time. For a long arc, the arc resistance value and the active power consumption are greater, which
in turn leads to the reduction of the arc melting efficiency and the poor stability of the arc.
Therefore, maintaining a relatively reasonable and stable arc length will balance the electrode
consumption rate and melting efficiency to achieve the highest economic benefit.
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2.4.3 Steel Ingot Melting with Stationary Electrode

This section first analyzes the melting of a steel ingot using the electric arc under the condition of
a fixed electrode position. An initial arc length of 0.01 mis used for the arc ignition. The simulation

results of the entire steel ingot melting are shown in Figure 2.15.
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Figure 2.15. Steel ingot melting using electric arc under the stationary electrode.

At the beginning of the melting stage, the electric arc contacts the ingot top surface in the form of
a bell shape and transfers a large amount of heat to it. The heat is Gaussian-distributed from the
surface center outwards, thus the entire steel ingot follows the melting sequence from the center
to the outside and from the top to the bottom. The red area in the contours represents molten liquid
steel. From the first three contours, the high-velocity and high-pressure plasma jet hits the liquid
steel that just melted and accumulated in the surface depression, causing it to splash or flow to the
edge of the ingot and further drip from its side surface. Since the side surface of the steel ingot is
not directly heated by the arc, it still maintains a relatively cold condition. The high-temperature
liquid steel dripping along the surface or gathering at the bottom of the crucible transfers its heat
to the cold side surface and cools down and solidifies again. Furthermore, as the steel ingot melts,
the arc melting efficiency gradually decreases with the arc length increasing. The above two main
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factors directly cause the solid volume of the steel ingot to decline in a fluctuating manner during
the melting process. On the other hand, as the liquid steel is pushed away by the plasma jet, the
solid ingot top surface is exposed allowing it to be further melted. The rest of the surface that is
still covered by the high-temperature liquid steel melts due to the heat conduction between the
solid and the liquid. The above process will be repeated at the beginning and middle melting stages
until the remaining solid part is fully immersed in the liquid steel. The last two contours show that
the remaining steel ingot is having the in-bath melting. During this period, the main method for
the in-bath melting is through the forced convection, that is, the high-temperature liquid steel in
the bath is stirred by the strong impact of the electric arc and keeps transferring heat to the

immersed solid. The electric arc only heats the liquid steel on the surface of the liquid steel bath.
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Figure 2.16. Effect of initial arc length on melting efficiency under stationary electrode.

Based on the above discussion, the effect of the initial arc length on the steel ingot melting rate
can be further explored. The positions of the fixed electrode are adjusted downward by 0.0025 m
and 0.005 m, respectively, so that the initial arc lengths can be set to 0.0075 m and 0.005 m,
respectively. The melting rate is analyzed by comparing the remaining volume of the solid steel
ingot, whose results are shown in Figure 2.16. All three melting curves show a fluctuating decline
due to the repeated melting and solidification of steel. The initial arc lengths of 0.01 m, 0.0075 m,

and 0.005 m correspond to the melting times of 4.4 s, 5.6 s, and 6.4 s, respectively. Two identical
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descending heights of the electrode position reduce the melting times by 12.5% and 21.4%,
respectively. Therefore, the initial arc length has a great impact on the steel ingot melting rate. The
three temperature contours given at 2 seconds illustrate that the smaller initial arc length can
provide higher instantaneous heat flux and current density, and effectively avoid the accumulation
of liquid steel in the surface depression (red area), thus more surface can be directly contacted with
the arc to achieve the layer-by-layer melting. Such melting behavior greatly accelerates the overall
melting efficiency of the steel ingot, which is consistent with the conclusions discussed before.
Therefore, in an actual production, it is recommended to shorten the initial arc length to effectively
reduce the arc dissipation and to enhance the arc performance acting on the solid surface, thereby

improving the melting efficiency of the steel ingot.

2.4.4  Steel Ingot Melting with Dynamic Electrode Movement

This section further considers the steel ingot melting using the electric arc under the dynamic
moving electrode. In the cases of using the fixed electrode position, the arc length increases as the
height of the steel ingot decreases. According to the previous discussion, longer arc length largely
elevates the arc resistance and is not conducive to the stability of the arc, which may easily cause

the arc extinction and have a certain impact on the stability of the entire electronic system.
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Figure 2.17. Steel ingot melting using electric arc under the dynamic moving electrode.
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Generally, moving the electrode downward based on the melting rate to ensure a relatively stable
arc length is one of the widely-accepted solutions in the actual operation and the most common
example is the electrode bore-in during the melting stage in EAF. So far, there is no relevant
literature known to the authors that has reported the numerical modeling of melting the steel ingot
using the electric arc under the dynamic moving electrode. Thus, it is necessary to conduct further
research on this. In the present study, the dynamic mesh is employed to achieve the electrode
movement in the model. The electrode descend is assumed to be at a constant velocity of 0.0015

m/s downward in the simulation. The results are shown in Figure 2.17.
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Figure 2.18. Comparison of steel ingot melting efficiency with and without dynamic moving

electrode.

The distance between the electrode tip and the ingot top surface is maintained near the given value
of the initial arc length during the entire melting stage. The relatively stable arc length enables the
electric arc to sustain good thermodynamic characteristics, so that the arc can keep its original bell
shape and melt the surface of the steel ingot with higher heat flux. Under the premise that the initial
arc length is 0.01 m, as shown in Figure 2.18, the case with the dynamic electrode movement

reduces the melting time from 6.4 s to 4.8 s, which has a total reduction of 25%.
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Figure 2.19. Axial temperature and velocity distribution at 0.0005 m above the ingot top surface
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Figure 2.20. Axial temperature and velocity distribution at 0.0005 m above the ingot top surface

without the dynamic moving electrode.

Figure 2.19 and Figure 2.20 show the axial temperature and velocity distribution at 0.0005 m

above the ingot top surface with and without considering the dynamic movement of the electrode.

Since the steel ingot itself continuously melts, the position of the ingot top surface also

continuously declines. Thus, 0.0005 m mentioned in the present section is the relative distance

from the ingot top surface at the current moment. Both figures show instantaneous temperature

and velocity distributions at 0.5 s, 1.5 s, and 2.5 s for comparison. From the charts, the case
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considering the dynamic electrode movement is able to maintain a relatively stable arc length, and
the temperature and velocity distribution at the three plotted moments are concentrated and have
a similar distribution and numerical range. On the contrary, for the case where the dynamic
electrode movement is not considered, the distribution of instantaneous temperature and velocity
reaching the ingot top surface is very different from each other. A large reduction can be found for
both curves as the arc length continues to increase. According to the data given in Figure 2.20, the
average peak temperature decreases up to 2000 K per second and the average peak velocity
decreases up to 40 m/s per second meaning the original arc performance cannot be maintained in

the sequent arc melting, which results in a significant negative impact on the melting efficiency.

2.5 Summary

The present chapter established a comprehensive EAF CFD model together with a direct-coupling
methodology, which couples the solid steel melting model and the electric arc model (for lab-scale
DC arc) together to dynamically simulate the entire steel ingot melting in the lab-scale DC EAF
steelmaking process, which includes the continuous phase changing of solid steel, the surface
deformation of steel ingot, and the close interaction between phases. The stationary DC electric
arc and the arc-solid steel interface heat transfer and force interaction were validated respectively
against the experimental data, which proved the accuracy of simulations. The relevant researches
were conducted based on the validated models and the conclusions are given as follow:

1) The DC electric arc behavioral characteristics with varying arc lengths generated by
the electrode movement were analyzed, which reveals that maintaining a reasonable
and stable arc length will balance the electrode consumption rate and melting efficiency
to achieve the highest economic benefit.

2) The effect of the initial arc length on the melting efficiency was studied, which
demonstrates that the smaller initial arc length can provide higher instantaneous heat
flux and current density and reduce the arc dissipation, meanwhile effectively avoid the
accumulation of liquid steel in the surface depression thus more surface can be directly
contacted with the arc to achieve the layer-by-layer melting, which greatly improves
the overall melting efficiency.

3) The entire steel ingot melting process using the electric arc under the dynamic moving

electrode was simulated, which illustrates that the case considering the dynamic
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electrode movement can maintain the original arc performance near the ingot top
surface in the sequent melting of the steel ingot, which results in a positive impact on

the melting efficiency.
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3. MODELING OF INDUSTRY-SCALE AC EAF

This chapter aims to establish a comprehensive EAF CFD model for simulating the industry-scale
AC EAF. Compared with the lab-scale DC EAF, the steelmaking process in the industrial furnace
iIs much more complex as it has not only arc melting but also burner-assisted preheating and
melting, and the liquid steel refining follows afterward, where the supersonic coherent jet is
adopted to stir and decarburize the bath meanwhile foaming the slag layer. Obviously, the
steelmaking process in the industry-scale AC EAF involves dynamic multi-physics, in which AC
electric arc plasma and coherent jet produced from the burners coexist creating a high temperature
and velocity environment within the furnace. Different heat transfer mechanisms are tightly
coupled and the phase change caused by melting and re-solidification constantly occur along with
the chemical reactions in the molten bath and the post-combustion in the freeboard region.
Therefore, the direct-coupling methodology proposed in the previous chapter cannot be applied
for this comprehensive EAF CFD model establishment due to the physical complexity.

An original integration methodology was proposed in this chapter relying on the stage-by-stage
approach, which developed six simulators to achieve the simulation of the entire industry-scale
AC EAF steelmaking process. The six simulators are the scrap preheating simulator, the scrap
melting simulator, the in-bath decarburization simulator, the freeboard post-combustion simulator,
electric arc simulator, and the coherent jet simulator. Five models were established for six
simulators so that each simulator can partially integrate the specific models to simulate the specific
sub-processes in the industry-scale AC EAF. The simulators can perform the quantitative
investigations for the coherent jet performance, the AC arc heat dissipation, the burner preheating
characteristics, the scrap melting behavior, the in-bath decarburization efficiency, and the
freeboard post-combustion status. Additionally, innovative numerical approaches were proposed
and used in the above models, including the dual-cell approach and the stack approach for porous
scrap pile melting and collapsing; the statistical sampling method for the total AC arc power
delivery estimation; the CFD-compatible Monte Carlo method for the arc radiative heat dissipation
estimation; the new electrode regulation algorithm for the instantaneous electrode movement

prediction; the energetic approach for the prediction of the top-blown jet penetration and stirring.
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3.1 Modeling Methodology

The present section delivers the integration methodology proposed and adopted in the
comprehensive EAF CFD model for the industry-scale AC EAF. Due to the physical complexity,
the direct-coupling methodology cannot be applied for the comprehensive model establishment in
this chapter. The entire steelmaking process in the industry-scale AC EAF is simulated according
to the innovative integration methodology given in Figure 3.1, which follows the stage-by-stage
approach. Each stage is simulated by one or two simulators and each simulator partially integrates
the specific models. The essence of the stage-by-stage approach is to use the results from the
previous stage as the initial condition for the following stage. From the figure, both the scrap
preheating stage and the scrap melting stage will use one simulator to simulate, respectively. The
liquid steel refining stage will use two simulators to simulate including the freeboard post-
combustion simulator and the in-bath decarburization simulator to reduce the computational
intensity and simulation instability caused by the interaction of the supersonic jet and the bath.
Based on the analysis of the basic multi-physics inside the furnace, five models need to be
developed in total within those four simulators, including the scrap melting model, the electric arc
model (for industry-scale AC arc), the coherent jet model, the oxidation model, and the slag
foaming model. Each of model captures a phenomenon as can be recognized from the name of
model and will be integrated with other models depending on the mass, energy, and momentum
balance. In addition to the four simulators explained before, the electric arc model and the coherent
jet model are two important models that can perform the separate simulation by themselves to
provide the necessary inputs for other simulators. Therefore, two additional simulators were
proposed regarding to those two models, and their corresponding studies are given in Section 3.3.1
and Section 3.3.2. In summary, a total of six simulators were proposed in this chapter to simulate

the sub-processes in the industry-scale AC EAF steelmaking process.

The principles of integration in each simulator are demonstrated as follows:
1) For the scrap preheating simulator, the developed coherent jet model can be directly
coupled to the gas phase of the scrap melting model by simulating the momentum and
energy from the gas injection and the oxy-fuel combustion. Integration details will be

presented in Section 3.2.3, and simulation results will be given in Section 3.3.3.
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2)

3)

4)

The scrap melting simulator further introduces the electric arc model on the basis of
the previous scrap preheating simulator, which is achieved by considering the arc heat
transfer database and the arc momentum transfer database that are determined by the
electric arc simulator. Integration details will be presented in Section 3.2.2, and
simulation results will be given in Section 3.3.4.

For the in-bath decarburization simulator, the jet penetration cavity shape, oxygen
delivery to the bath, and momentum transfer to the bath are all determined using the
energetic approach based on the results from the coherent jet simulator. The above
information defines the corresponding physical boundary and its boundary conditions
that are used in the in-bath decarburization simulator. The oxidation model can be
directly coupled to the liquid phase of the scrap melting model in the simulator to
determine different species variations over time according to the decarburization
reaction mechanisms. Details will be presented in Section 3.2.4, and simulation results
will be given in Section 3.3.5.

The freeboard post-combustion simulator relies on the coherent jet model to capture
the gas phase details, with the slag foaming model and the electric arc model
respectively determining the exposed arc length as well as the radiative arc power
delivery through the exposed arc, which is predefined as the boundary and its boundary
condition. Details will be presented in Section 3.2.5, and simulation results will be
given in Section 3.3.6.
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Figure 3.1. Integration methodology for the industry-scale AC EAF steelmaking process.
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It should be emphasized that, in the present dissertation, the word “integrate” always represents
that two models are not solved together in the same single simulation. Reversely, the word “couple”

always represents that two models are solved together in the same single simulation.

3.2 Model Description

Five models involved in the above six simulators are illustrated in this part, including the scrap
melting model, the electric arc model (for industry-scale AC arc), the coherent jet model, the

oxidation model, the slag foaming model, and their integration/coupling details.

3.2.1 Scrap Melting Model

The present section describes the scrap melting model which is the key model in the
comprehensive EAF CFD model. The hypotheses of the scrap melting model are established as
follows:
1) The proposed model is based on the FVM CFD framework and the (ideal) principles
of cell-based heat and mass transfer. The possible random processes are not considered.
2) All physical properties of both the solid phase (scrap) and the liquid phase (liquid steel)
during the melting process are assumed to be constants including density, characteristic
diameter, specific heat, thermal conductivity, and viscosity [14-16,111].
3) For a given scrap layer of the same scrap type (or a given scrap pile), the uniform
porosity distribution is applied [15-16, 111-114].
4) Only vertical scrap collapse is considered due to its dominance in the collapse
mechanism and the irregular random collapse at the edge of the melting pits is
neglected [115].
5) The chemical reactions within or between solid and liquid phases are not involved in

the present scrap melting simulation yet.

The scrap melting model can simulate the gas-liquid-solid three-phase system in the scrap
preheating simulator, the scrap melting simulator, and the in-bath decarburization simulator. It can
be coupled/integrated with the electric arc model, the coherent jet model, and the oxidation model.

The details of its connections with other models are presented in Figure 3.2.
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Figure 3.2. Connections of scrap melting model with other models.

3.2.1.1 Fluid Phases

The scrap melting model includes two fluid phases: the liquid steel phase (1) and the gas phase (g),

both of which have fluid characteristics and are modeled using the Eulerian approach.

The mass conservation equation for fluid phases is:

a(“qpq)
at

+ V- (agpq¥y) = Mg me (3-1)

where g denotes the subscript of the corresponding phase within the fluid phases; the phase volume
fraction, density, velocity vector, and flow time are represented by a,, p,, U, and t, respectively;

s me describes the solid-liquid mass transfer rate, and is only available for the liquid steel phase.

The momentum conservation equation for fluid phases is:

a(“qpqﬁq)
at

+V- (aqpqﬁqﬁq) =—a,Vp+V-T,+ I?'q,df + agpqed (3-2)
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where p denotes the pressure for all fluid phases; 7, signifies the phase stress-strain tensor; The

drag force between phases is represented by ﬁq,df. The acceleration of gravity in the vertical

direction is denoted by g in the vertical direction.

The energy conservation equation for fluid phases is:

a(a PoE ) . n ) .
qatq Ea /2 (aqvq(,DqEq + p)) =V- (KefquTq - Z hig]ig +7T, Uy |+ Qgne (3-3)

1

where the phase energy, effective thermal conductivity, and temperature are denoted by E,, K, ffq

and Ty, respectively; h; g and jl-g are the sensible enthalpy and the mass diffusion of species i, and

their product represents the energy release due to the combustion reactions and is only available

in the gas phase; Q, . specifies the heat transfer between phases.

The flow field within the EAF exhibits high-temperature and high-speed characteristics under the
typical EAF operation, thus the standard k — & turbulence model is adopted to simulate the
turbulent effect on the fluid phases, whose turbulent kinetic energy (k) conservation equation and

turbulent dissipation rate (€) conservation equation are expressed as follows:

a(“qquq)

- l’[t,q
ot + V- (agpqighy) = V- (“q (n“q +

a_> qu) + agGrq — XgPgEq (3-4)
K

0
(a+ng) +V- (“qpqang)
(3-5)

Htq &q
=V-\aglug + > Veg | + aqk—(ClgGk,q — CaePgéq)
q

&
where u, and u, , represent molecular viscosity and turbulent viscosity, respectively; oy, o, Cy,
C,¢ are all constants in the standard k — ¢ turbulence model with values of 1.0, 1.3, 1.44, and 1.87,
respectively. Gy , denotes the kinetic energy produced by turbulence. u, , and Gy , are evaluated

as follows:
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2
kq

e (3-6)
€q

Ut g = CDIpq

Grq = 2MeqSpq” 3-7)

where Cp' is a constant with the value of 0.09 and Spq Is the modulus of the mean rate-of-strain

tensor.

3.2.1.2 Solid Phase

The solid phase (s) in the scrap melting model refers to the solid scrap and is treated as a porous
medium by the dual-cell approach to achieve its dynamic collapse during the melting process. The
details of the scrap collapse simulation will be illustrated later. The dual-cell approach is a finite-
volume-based approach and relies on the local mass and energy balance calculation between the
solid phase and the gas/liquid phase. The thermal conductivity within the solid phase in between
two neighbor computational cells was ignored since both scrap porosity and furnace scale are
relatively large. The solid phase interacts with the fluid phases through the mass transfer and
heat/force interactions. The following two equations are adopted to determine the status of the

solid phase including the change of solid mass (m,) and solid energy (E):

d(ms) _

dt _ms,mt (3_8)

where my ., is the cell-based solid mass transfer rate due to the solid scrap melting or liquid steel
re-solidification. The scrap porosity (y,) in each computational cell is determined by

(1 —mg/(psV,)), where V. is the cell volume.

The change of solid energy (E;) in each computational cell is calculated through:

d(E)

pr (3-9)

Q|

N
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where Q; presents the volumetric solid-fluid phase heat transfer, which includes the solid-gas heat
transfer caused by the flame combustion, the solid-liquid heat transfer, and the solid-liquid phase

energy exchange caused by the interphase mass transfer.

Equations (3-8) to (3-9) are solved simultaneously with the conservation equations for fluid
phases to achieve the dynamic modeling of the solid-liquid-gas three-phase system.

3.2.1.3 Phase Interactions

The phase interactions in the scrap melting model involve the force interactions (drag forces) and
the interphase heat transfers (energy exchanges).

Gas

Liquid
Steel

Figure 3.3. Phase interactions within gas-liquid-solid three-phase system.
The fluid phases flowing through the porous scrap pile are exerted the drag force on itself. The
drag force can be described using the pressure drop governed by non-Darcian law for the flow

with a high pore Reynolds number to consider the inertial losses correction as a function of the

dynamic head [117]. The corresponding expression for the pressure drop is given by:

M - C y 2 - -
Vpg = — <'B—Zyqu + %pq|vq|vq> (3-10)

82



where i, Bs, and Cg denote the corresponding phase viscosity, scrap permeability, and inertial
resistance factor of scrap, respectively. The Ergun equation [118], which is a semi-empirical
correlation valid across a large range of Reynolds numbers and for flow through porous media, is

adopted to determine the latter two variables:

ysids”
="' 5 3-11
Ps 150(1 — ;)2 (3-11)
3.5(1 =)
C.,=— 3-12
S ds _)/53 ( )

where d; is the characteristic diameter of the selected scrap whose value is taken to be 0.027 m

for the shredded type based on the experimental measurement [18,112].

The drag force also takes place in between the flowing liquid and gas phase. As both liquid phase
and gas phase has the potential to be dominant for every computational cell within the domain, the

symmetric model is used to determine the liquid-gas force interaction:

5 C'DRegl/ngA

gl - -
gl 8d, (V1 — ) (3-13)

where Reg,and 4 are fluid phases’ Reynolds number and viscosity, respectively; A, denotes the

liquid-gas interfacial contact area which as determined using the symmetric model; Cj, is the drag

coefficient between the liquid phase and the gas phase and is evaluated through [119]:

24(1 + 0.15Rey,,**%7)
CD = Regl
0.44 (Reg; > 1000)

(Rey, < 1000) (3-14)

Equations (3-10) to (3-14) are solved together before every time step to define momentum source

terms in the aforementioned Equation (3-2) for the fluid resistance.

The heat transfers within the liquid-solid pair, the gas-liquid pair, and the gas-solid pair are
evaluated along with the interphase force interactions. The liquid to solid/gas heat transfer is
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mainly due to the direct contact between the hot liquid steel and the cold scrap/gas, causing the
hot liquid steel itself to re-solidify, which in turn impacts the scrap bulk density and subsequent
scrap melting patterns. The present model estimates the liquid-solid convective heat transfer

coefficient (h;) through the following as suggested by the previous research [120]:

( (0.664Re;*°Pr,*3%3)2,

(above — bath)

ds
hls N L Zy,/RelSPnll (3-15)

in — bath
(1.55/Pr; + 3.09,/0.372 — 0.15Pr;)d ( )

where Pr; and A; are the Prandtl Number and thermal conductivity of the liquid phase, respectively;
y is a scaling factor taken as 0.01 for typical EAF conditions. The gas-liquid heat transfer
coefficient ( hy; ) is determined from a Nusselt correlation derived from the theoretical

consideration by Ranz-Marshall [121], which is expressed as:

(2 + 0.6Re,, > Pr,**%) A,

gl dl (3-16)

where d; is the characteristic diameter of the liquid steel which is taken to be 0.001 m.

The gas-solid convective heat transfer coefficient (hy;) is critical in the present model since it
dominates the scrap heating and melting rate and is affected by the combustion flame produced
from the coherent jet burner and the overall gas flow status, thus the details are provided later in
Section 3.2.3 for better readability.

3.2.1.4 Melting/Re-solidification

The numerical modeling of solid scrap melting and liquid steel re-solidification is achieved by the
solid-liquid mass transfer. The triggering of the mass transfer is judged according to the phase
temperature. For a target computational cell, the solid phase mass is completely transferred to the
liquid phase when the temperature of the solid phase (T5) is higher than the liquidus temperature

(Thiquiaus)- Instead, the mass transfer path is reversed from the liquid phase to the solid phase when
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the liquid phase temperature (T;) is lower than the solidus temperature (T,iiqus)- The above

mechanism is quantitively expressed as:

dmg

. dt (Ts = Tliquidus)

My me = dm, (3'17)
_W (T < Tsotiaus)

where mg and m, refer to the phase mass within the target cell and the negative sign denotes the

opposite mass transfer direction.

The latent heat during the melting and re-solidification process is modeled by the effective specific
heat capacity method assuming a non-isothermal phase change to prevent the singularity [15,122].
A higher effective specific heat capacity value in the melting range between solidus temperature
and liquidus temperature is assigned to consider the extra supplied or extracted heat for the state

change of a substance. The effective specific heat capacity (C, .¢5) in the present model is given

by:

( Cp,s (T < Tsolidus)
heo s
fusion
Cp,eff = ! Cp,s + T u_l T (Tsolidus <T< Tliquidus) (3'18)
liquidus solidus
Cp,l (T > Tliquidus)

where C, ¢ and C,; are the specific heat capacity for the solid phase and the liquid phase,

respectively; heygion IS the latent heat of fusion.

3.2.1.5 Scrap Collapse

Normally, the burners or electrodes are usually immersed inside the scrap pile to operate during
the scrap heating or melting to maximize heat transfer efficiency, thus the scrap begins to melt
near the heat source forming the cavities in the middle and lower parts of the pile, which
consequently causes the scrap to collapse. The collapsed scrap refills the cavities generated and
keeps absorbing the heat along to be melted, which triggers the next collapse. This melting-

collapse-melting loop keeps settling the upper un-melted scrap down to the front of burners or
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electrodes to melt, hence ignorance of scrap collapse cannot make the simulation be in line with
the actual condition, which may result in the inaccurate melting results. Scrap collapse should be

included as an essential feature in the scrap melting model.

According to Guo et al. [123], the scrap collapse mechanism can be subdivided into irregular
random collapse and vertical collapse. The former mainly refers to the scrap slippage at the edge
of the melting pit. The scale and frequency of this mechanism are relatively small and the process
is random, which makes it difficult to be described and simulated using a mathematical model,
therefore this collapse mechanism is not included in the model. The present study only considers
the vertical collapse dominant in the scrap collapse mechanism, that is, a rapid scrap collapse in

the vertical direction due to insufficient support to the upper scrap by the bottom.
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Figure 3.4. Sketch diagram of stack approach.
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The present study proposed a numerical approach, the stack approach, which is compatible with
the dual-cell approach, to dynamically implement the scrap collapse simulation in the scrap
melting model. The basic principle of the stack approach is to scan the entire computational domain
containing the fully-structured mesh layer by layer to locate the cells with zero solid volume
fraction and fill them by settling the upper solid phase within the same stack. Figure 3.4 and
Figure 3.5 demonstrates the schematic theoretical diagram of the aforementioned stack approach.
To guarantee the mass conservation of solid phase when moving downward, the fully-structured
mesh for the computational domain should have the same cell layer height (h.) and bottom
projection shape, so that all cell volumes within the same stack can be consistent. Each execution
of the stack approach makes the solid phase settlement occur between two adjacent cells. The
continuous collapse can be achieved by executing the stack approach multiple times within a time

step.
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Figure 3.5. Application of stack approach for dynamic scrap collapse simulation.

The detailed algorithm for the stack approach is given below and the corresponding flow chart is
shown in Figure 3.6:

1) Label all computational cells in the form of two-dimensional arrays (i, j), where i is
the vertical stack number, and j is the horizontal layer number whose smallest value
locates at the bottom of each stack.

2) Determine n; for the stack i, which indicates the first solid-phase-empty cell (solid-
phase volume fraction = 0) closest to the bottom of the stack.

3) Move all solid-phase quantities in cells within the stack i meeting the horizontal layer

number j > n; a cell down, which is mathematically expressed as:
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Msjy = Msgeny U= oM+ 1L +2,..) (3-19)

Esqipy = Bsjeny U=momi+ Ly +2,..) (3-20)

4) Loop step (2) to (3) until cells in the stack i with j > n; are solid-phase-empty cells to
complete the performance of scrap collapse within this target stack.

5) Repeat the above steps for all stack until the entire scrap pile collapsed.

Label all cells in the form of
two-dimensional arrays (1)

v

[ Loop stacks within the domain ]47

[ Loop cells within the current stack i ]17

Move solid-phase quantities in cells
with j = n; according to
Maagy = Mageny U=Mem +1n+2,.)

Es(l.l}.) =Esijyny j=n.m+Ln;+2.)

Collapse
completed within the
current stack?

Collapse
completed within the
scrap pile?

Solve for all other conservation equations
for the flow field based on updated scrap pile

Figure 3.6. Algorithm of stack approach.
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The scrap collapse simulation using the stack approach is triggered at beginning of each time step
to update the solid phase distribution. The new scrap pile distribution is used for solving all other

conservation equations in the current time step.

3.2.2 Electric Arc Model (for Industry-scale AC Arc)

The present section describes the electric arc model developed for the comprehensive EAF CFD
model. The electric arc simulator mentioned above is based on this model, which can perform a
separate industry-scale AC arc simulation to determine the arc heat transfer database and the arc
momentum transfer database for the scrap melting model. The real physical phenomena involved
in the AC arc are complicated thus the following hypotheses were made when establishing the
mathematical model in order to balance the computation time and the result accuracy:

1) The electric arc plasma is treated as an incompressible Newtonian fluid with
temperature-dependent thermodynamic properties [44,46,47,125].

2) The electric arc plasma is optically thin and in a state of local thermodynamic
equilibrium (LTE), that is, the temperature of the electron can be approximated as the
temperature of heavy particles [44,46,47,125]. This assumption is valid in most regions
within the arc column, except in the fine sheath close to the cathode/anode surface since
the electron temperature there needs to be higher to maintain a conductor path between
the arc column and the surface. To simplify the fine sheath modeling, the electrical
conductivity of computational cells in the first layer adjacent to the cathode/anode
surface is modified to be the same as that of the cathode/anode material so that the fine
sheath can be considered as the Ohmic conductor to ensure the transition between the
arc column and the cathode/anode surface [44,47,125].

3) The electric arc plasma is considered to be axisymmetric in the 2D configuration with
the non-deformable flat electrode tip and scrap surface for the simplification purpose.
Therefore, the catholic white-hot spot is assumed to be fixed at the center of the
cathode/anode surface for a better boundary condition allocation and future quantitative
analysis [49,52].

4) The gravity effect is ignored for all cases in the electric arc simulator since the
magnitude of electric arc plasma weight is much smaller compared with that of the
axial pressure gradient during arcing [44,46,47,49,52,102,125].
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3.2.2.1 Governing Equations

A set of time-dependent governing equations is proposed based on the above hypotheses to
describe the AC electric arc plasma under the cylindrical coordinate.

The mass conservation equation is:

d(p) 19d(rpv.) 09(pvy)
i el 3'21
ot +r or + 0x 0 ( )

where p, v, t represent the density, the velocity vector component, and the flow time, respectively.

The momentum conservation equation is:

(pvy)  10(rpvvy)  9(pvy?)
+= +
Jat r ar 0x

(3-22)
_ 6p+6<2 0vx)+10 (avx+avr> 4B
= Tox T ox\Pox) Trar\"HF\or T ok JrBe
d(pvy) la(rpvrz)_l_a(pvxvr)
ot r ar 0x
(3-23)

dp 10 av, d dv, 0v, 2Uv,
= ——+——(2ru—) +=— —~ — jxB
6r+r6r< TH 6r>+6x(‘u(ax+6r> rz Jx7e
where p and u represent the pressure and the viscosity, respectively; j and By are the current

density component and the azimuthal magnetic induction, respectively, and their product reflects

the plasma acceleration effect on the flow field caused by the Lorentz force.

The energy conservation equation is:

d(pT) 10@pCyv,T) 0(pCyvyT)
+= +
at T or ox
10 aT\ 0 T\ Jj>+j.°2 Skgy 0T 9T\ (3-24)
75(”‘#@)*&("#%)*—0 +5?(xa+fra)
— ST
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where T is the temperature; C, is the specific heat; k. is the effective thermal conductivity; o is

the electrical conductivity; kp is the Boltzmann constant whose value is 1.38 x 10723 J/K and e
is the elementary charge whose value is 1.6 x 1071° C. Last three terms included in this equation
represent the Joule heating effect, the electronic enthalpic flux, and the radiation loss of plasma

itself (S,.), respectively.

Based on the estimation from Alexis et al. [46], and Wang et al. [47], Qian et al. [124], the industry-
scale arc with the high current has a large temperature and velocity gradient, and its Reynolds
number R, can reach up to 2.7 x 10°. Therefore, the standard k — & turbulence model is adopted
to describe the turbulent effect of plasma as suggested by the above researchers. The turbulent
kinetic energy (k) conservation equation and its dissipation rate (€) conservation equation can be

expressed as:

0(pk) | 10(rpuk) | apvik) _ 9 (ter %) J1o (e ok

dx o, Ox ror o Or

Jat r ar 0x "~ ox ) mpETG (3-25)

0(pe) | 19(rpve) | 3(pvec)

at r Or 0x (3-26)
_ 10 ( Uerr E)e) n d (,lleff a&') + & C.GC—C
Cror 4 o, Or) 0x\ o, 0x k( 1 2P€)

where oy, o, C;, C, are all constants whose values are 1.0, 1.3, 1.44, and 1.87, respectively; pi.s¢
represents the effective dynamic viscosity which is the sum of the molecular dynamic viscosity
(u;) and the turbulent dynamic viscosity (u;); G represents the volumetric generation of turbulent
energy. u; and G above are defined as:

k2
U = CD,D? (3-27)
0V, 2 v\ 2 Up\ 2 v, dv, 2
— X =z = 3-28
G “eff{zl(ax) +(6r) +(r)l+(6r+6x) (3-28)

where Cj, is a constant equal to 0.09.
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For the time-varying electromagnetic field excited in the AC electric arc system, the electric field
and the magnetic field are governed by Maxwell's equations and can be expressed in the form of

the A — ¢ formula as Equations (3-29) to (3-30) and Equations (3-31) to (3-32), respectively:

v-E=21 (3-29)
€o
94
P _p, 22 (3-30)
E Vo 3
. ., OF
_ ok (3-31)
VXH=]+¢ T
L1 ,
H=—Vx4 (3-32)

Ho

where E, q, & represent the electric intensity vector, the volume charge density, and the electric
constant, respectively; ¢ and A are the electrical potential and the magnetic vector potential,

respectively; H and J are the magnetic intensity vector and the current density vector,
respectively; u, is the vacuum permeability.

By substituting Equation (3-30) into Equation (3-29) and Equation (3-32) into Equation (3-31),
following two equations can be obtained after derivation:

0 5 q
V2 +&(|7-A) = (3-33)
5 924 S S o7
V24 — ot =7 = k] +V (\7 A+ pogg §> (3-34)

where Equation (3-33) represents the variation of the electric field in the form of electrical
potential and Equation (3-34) represents the variation of the magnetic field in the form of
magnetic vector potential. In order to satisfy the one-to-one correspondence between the amount

of time-varying electromagnetic field and the dynamic potential, the Lorenz gauge condition below
is introduced to the above equation set:
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R 9
VAz—M%gﬁ (3-35)

so that Equation (3-33) to Equation (3-34) can be further derived as:

0%¢ q
V29 — pogo 97 (3-36)
) 924 )
V2A — pogo Fr —Hol (3-37)

After applying the scale checking proposed by Rehmet et al. [126-127] on the current case, the
second term on the left-hand side in both equations above can be eliminated since their magnitudes
are much smaller than other terms. Additionally, the plasma is normally treated as a sufficiently
conducting media (q = 0), so that Equations (3-36) to (3-37) can be further simplified and
expanded under the cylindrical coordinate as:

10 do d ([ Op
- _r iy S 3-38
rar(ar 6r)+0x(06x) 0 ( )

10 ( an> d (an

_ _ — — i 3-39
ror\' or 0x (')x) HoJx ( )

16( E)Ar)_l_a(aAr)_ ) +Ar
ror\ or) Tox\ox /) HIr T2 (3-40)

where Equation (3-38) and Equations (3-39) to (3-40) are known as the current continuity
equation and the axial and the radial vector potential equations. They are in the same form as the
generalized Patankar conservation equations, thus can be solved together with the other
conservation equations, including mass, momentum, energy, and turbulence, to describe the AC

electric arc plasma. The electrical current density component takes the following form:

j=oF (3-41)
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and in order to close the system of equations, the azimuthal magnetic induction needs to be
addressed as well. By calculating the Ampere’s law using the radial and axial potential gradient
obtained from Equation (3-40), the azimuthal magnetic induction can be approximated as below:

04, 04,

= 3-42
0 0x or ( )

and it is adopted to determine the Lorentz force which is described as the product of the electrical

current density and the azimuthal magnetic induction.
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Figure 3.7. Variation of electrode polarity over time.

Considering that the electrode continuously reverses its polarity as shown in Figure 3.7, which
causes the electrode and the scrap to serve as the cathode/anode and anode/cathode in turn, the
current density (j) of a parabolic distribution determined by the instantaneous current is

successively applied on the electrode tip/scrap surface. The current density (j) is given as:

r\? -
jry =12 Il - (R_C> l (= Re) (3-43)
0 (r > R¢)
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where J. is taken as the average current density within the cathode white-hot spot
(4.4 X 107 A/m?) [46-47]; r is the distance from the axis of the computational domain; R is the
cathode white-hot spot radius (or the cutoff radius) which can be defined as:

i

— (3-44)

R, =
¢ usf

where i is the instantaneous value of current as a function of time and presented in the form of a

sinusoidal waveform equation which is written as:

where Iy 1S the root mean square (RMS) of current; £ is the frequency of current; @ is the phase

shift from a certain reference point and is taken as zero in this study.

It is noted that the high frequency of AC arc polarity variation (50 - 60 Hz) leads to an unaffordable
total computational time for the scrap melting simulator if directly coupling the electric arc model
into the gas phase of the scrap melting model. Therefore, the integration follows the method
described below: a large number of separate industry-scale AC arc simulations will be performed
first by the electric arc simulator, which is based on the electric arc model, according to the
common-used electrical conditions to determine the arc heat dissipation database and the arc
momentum transfer database. Afterward, the scrap melting simulator can directly retrieve the arc
heat dissipation and momentum transfer amounts from the database and distribute them to the
desired computational cells when simulating the scrap melting by the arc. The following two

sections detail the evaluation of the arc heat dissipation and the arc momentum transfer.

3.2.2.2 Arc Heat Dissipation

During the arcing, the arc terminations keep wandering over the electrode tip surface and the
scrap/liquid surface randomly. As shown in Figure 3.8, the twisted arc column in between releases
a large amount of heat, which is normally dissipated in the form of convection (Q.), radiation (Q,),
and electron flow (Q.), so that the solid scrap burden melts, accompanied by significant heating

of the surrounding gas.
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Figure 3.8. Arc heat dissipation mechanism.

Within the arc-scrap-gas system, the total arc power generation (Q,) will eventually go to the
scrap/liquid steel or the surrounding gas by the aforementioned three heat dissipation mechanisms

and their relationship can be mathematically expressed as:

Qo =0:+0Qr+0Q, (3'46)

In the present study, the Cassie-Mayr arc model is employed to determine the arc resistance R
which is treated as a dynamic electric component in the AC circuit [46,128], and the corresponding
simplified electrical schematic diagram is given in Figure 3.9. Therefore, the arc resistance

together with the arc power generation can be governed by the following two equations:

Gora - 3-47
dt - T ( 271-0.50-0.51a1'50-SBT4R—a) ( = )
Qu = ui = iR? (3-48)

where T represents the cooling constant of the arc; [, represents the arc length; ogg is the Stefan—
Boltzmann constant; « is equal to one for high current values; u and i represent the arc voltage
and the arc current, respectively. The heat dissipation due to each aforementioned mechanism can

be estimated by the following equations [59,61]:
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Qc = T[razpava (hq — hf) (3'49)

Q, = mr,2l,S, (3-50)
5k,T
Q, =i [oan +5 5a, Uan] (3-51)

where 75, pq, Vs, hq, hy are the arc radius, the arc density, the arc velocity, the arc specific
enthalpy, and the surrounding gas specific enthalpy, respectively; i and T, are the arc current and
the arc temperature; 0, and U,, are the work function for the anode and the anode voltage drop

equal to 4.75 V and 10 V, respectively.
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Figure 3.9. Simplified electrical schematic diagram for three-phase AC EAF.

It should be noted that the amount of arc radiative heat dissipation can also be obtained by
subtracting the amount of convection and electron flow from the total arc power generation in
order to strictly meet Equation (3-46). In the evaluation of AC electric arc plasma, the time-
averaged characteristics are considered to be more representative and meaningful than the
instantaneous ones since they can objectively reflect the average performance of arc over a period

of time. Therefore, the data sampling method for time statistics is introduced here to evaluate all
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AC arc state variables including density, velocity, specific enthalpy, and temperature from the
above arc simulation. Those state variables are assessed in the main body of the arc column, which
is defined as the region where arc temperature is higher than 8000 K as suggested by Rehmet et al.
[127] and Bowman et al. [129]. To guarantee the accuracy, 10,000 samples covering 50 cathode
half-cycles and anode half-cycles are taken during the simulation in order to get the time-averaged
values. Equations (3-47) to (3-51) will adopt those variables for the estimation of different arc
heat dissipation mechanisms. In order to ensure that the state variables used are all time-averaged,
both the arc current and the arc voltage in the above estimations are also referred to the
corresponding RMS values. The arc is assumed to be cylindrical and its radius is calculated through

the equation below:

S (3-52)
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Figure 3.10. Comparison of surface-to-surface radiation, source-to-surface radiation,

and source-to-cell radiation.

Additional attention should be paid to where different arc heat dissipation methods are received.
The convective arc heat dissipation and electron flow are treated to be only received by the
scrap/liquid surface beneath the electrode tip. While for the arc radiative heat dissipation, the heat
normally can be received by all surfaces within the furnace consisting of solid scrap/liquid surface,

furnace wall, and roof when they are visible to arc. The conventional CFD-compatible radiation
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models, including the Surface to Surface (S2S) model, the Discrete transfer Surface (DTRM)
model, the P1 model, and the Discrete Ordinates (DO) model, are only capable of simulating the
radiative heat transfer between the physical boundaries of the computational domain. In the present
case, the scrap/liquid surface appears as a series of interior cells instead of the physical boundaries
of the computational domain, thus the area and normal vector angle of a specific surface cannot be
discretized to be the cell-based variables as shown in Figure 3.10 (c). Therefore, the
aforementioned models cannot be employed to predict the arc-to-surface radiative heat transfer
here. The present study adopts one idea from the previous research [130], applying the Monte
Carlo (MC) statistical method to estimate the arc heat dissipation within the EAF, but further
modifying it to be CFD-compatible. The strategy developed in the present model is illustrated as
follows:

1) The center point of the electrode tip is configured to be the point that can randomly
emit a certain number of radiation beams in the three-dimensional direction. The
random emission of radiation beams is achieved by randomly selecting the azimuth and
zenith angles under the spherical coordinate system.

2) The receiver cells include the cells marked as solid scrap surfaces, liquid bath surfaces,
and the cells adjacent to the wall and roof that are not covered by scrap pile.

3) For a given radiation beam (e.g. beam #1), if the distance between the receiver cell
center and the beam is smaller than the cell size, the cell is considered to have the
potential to capture the current beam. On the straight-line propagation path of each
beam, there may exist multiple receiver cells, all of which meet the criteria for capturing
the current beam, but only the one closest to the emission point can serve as the receiver
cell that ultimately captures the given radiation beam.

4) The above emission-decision-reception procedure for beam #1 is a complete evaluation
period, and similar evaluation periods are adopted for all the rest of the radiation beams.
After all beams are emitted and evaluated, the amount of arc radiative heat transfer Q, ;
on each receiver cell i can be computed through the number of radiation beams
intercepted by cell i (N;) divided by the total number of radiation beam emissions

(N¢oe), Which is written as:
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Qai =7—0r (3-53)

It should be noted that the larger the total number of radiation beams emitted, the higher the
accuracy of this methodology, but it requires more computing power. The total number of radiation
beams used in the present model is 50,000 to balance the result accuracy and the simulation speed.

3.2.2.3 Arc Impingement on Liquid Bath

Once the electrodes penetrate the scrap pile and reach the liquid bath, one of the arc terminals
shifts to the liquid bath surface, and the direct contact results in the arc impingement effect (Figure
3.11) on the liquid bath, which causes the bath surface disturbance and further strengthens the

liquid-solid convective heat transfer accelerating the in-bath scrap melting process.

Electrode
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Figure 3.11. Arc impingement on liquid bath.

The above phenomenon is simulated by applying the corresponding momentum transfer P; on the

liquid bath surface beneath the electrode tips:

2
pava

Pi

(3-54)

p=m

where p, and v, are average AC arc density and velocity depending on the electric inputs.
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3.2.2.4 Electrode Regulation

The typical control strategies of electrode regulation in the industry-scale EAF include the constant
current control strategy, the constant impedance control strategy, and the constant power control
strategy, among which the constant impedance control strategy is commonly used due to its strong

anti-interference and high sensitivity.

The electrode regulation control strategy in the present model is based on the constant impedance
control, whose basic principle is to keep the difference (&) between the measured arc voltage and
the measured arc current at zero. Billings [131] deduced the similarity relation between the arc
voltage measurement value and the arc length, expressed as a function of coefficient D', and
introduced the gain coefficient K of arc to link the arc current change and the arc length change.

The above relation can be mathematically given as:
@ = (G,D' + G,G)Al, (3-55)

where Al, is the change of arc length. From the above expression, the essence of the constant
impedance control strategy is to control the arc length to keep its deviation at a constant value (i.e.
to make ¢ be zero by having the change of arc length Al, be zero). Therefore, the present electrode
regulation strategy refers to using the instant arc length as the main value to control the electrode
movement instead of calculating the impedance directly.

The strategy of achieving the constant impedance control is illustrated as follows and the
corresponding sketch diagram is given in Figure 3.12:
1) Evaluate both the old electrode position from the previous time step (h,') and the current
scrap surface position beneath the electrode tip (h;) at the beginning of the time step.
2) Estimate the vertical height of the electrode from the difference between the old and new

electrode positions, where the new electrode position (h;) is given by:
he = ht, + ((ht, —hy) — 1) (3-56)

and [, is the preset arc length suggested by the electrode manufacturer for AC EAF:
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I, = ((u—40)/11.5) (3-57)

3) Move the electrode to the new position to complete the electrode regulation in the current

time step, and the new electrode position will be involved in the evaluation of the arc heat
dissipation.

Electrode

Electrode

Previous Time Step

Current Time Step

Figure 3.12. Constant impedance control for electrode regulation.

The above strategy ensures the electrode moves downwards as the scrap gradually melts beneath

the electrode tip, meanwhile maintaining the distance between the electrode tip and the scrap
surface equal to the preset arc length.

3.2.3 Coherent Jet Model

The coherent jet model developed for the comprehensive EAF CFD model is presented in this
section, which is involved in all simulators except the electric arc simulator to:
1) Simulate the burner heating and melting process in the scrap preheating simulator and

the scrap melting simulator by integrating the model into the gas phase of the scrap
melting model,
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2) Conduct a separate jet-only simulation in the coherent jet simulator to investigate the
coherent jet performance or to define the physical boundary and its boundary
conditions for the liquid steel refining;

3) Simulate the coherent jet and post-combustion for the gas region during the liquid steel

refining stage in the freeboard post-combustion simulator.

3.2.3.1 Shrouding Combustion Flame

In contrast to the traditional burner, the coherent jet burner used in the modern EAFs creates the
central jet shrouded by the combustion flame. The coherent jet burner is usually composed of the
primary oxygen nozzle, the fuel nozzle, and the secondary oxygen nozzle. Three types of nozzles
are arranged alternately in the radial direction. The primary oxygen nozzle is located in the center
of the burner and is surrounded by a circle of fuel nozzles, which is further encircled by a circle of
secondary oxygen nozzles. The coherent jet burner has both lance mode and burner mode. The
lance mode is mostly used in the refining stage to agitate the liquid bath and deliver oxygen to the
bath for the decarburization process. Under the lance mode, the primary oxygen nozzle with a high
flow rate (around 1200 SCFM) produces the supersonic oxygen jet, while the corresponding flow
rates of the fuel nozzle and the secondary oxygen nozzle are relatively low (around 80 SCFM),
only to generate the shrouding combustion flame envelop to protect the central supersonic oxygen
jet and slow the momentum decay in its traveling path. The burner mode is mainly adopted in the
preheating and melting stage with the maximum burner power up to around 5 MW. Under this
mode, the flow rate of the primary oxygen nozzle is reduced to around 300 SCFM so that the
central oxygen jet is routinely to be in subsonic or sonic status. Instead, the corresponding flow
rates through the fuel nozzles and the secondary oxygen nozzles are significantly elevated to be
around 300 SCFM, which creates a larger flame and increases the burner power.

The shrouding flame around the central oxygen jet, as stated above, is the essential characteristic
of the coherent jet compared to the conventional jet, greatly preventing entrainment of the ambient
gas into the central oxygen jet and improving the jet potential core length, as shown in Figure 3.13.
To simulate the shrouding flame created by the non-premixed combustion, the species transport
model and the eddy-dissipation model with a 2-step natural gas-oxygen combustion mechanism

are adopted to calculate the local mass fraction of each species (i) and the heat release from the
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combustion reactions, assuming that the mixing rate of the flow turbulence with the fuel and

oxidizer is slower than their burning rate in the reaction zone.
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Figure 3.13. Comparison of conventional jet and coherent jet used in liquid steel refining stage.

The conservation equation of each species in the gas phase is expressed by:

d(agpgYi,) R - - S
Tg +V- (agpgvgyl-g) =~V agfi, +V- Z higlig | + agRir, (3-58)
i=1

where Yzq is the local mass fraction of each species;fig is the mass diffusion in turbulent flows
due to gradients of concentration and temperature and can be calculated through:

> Heg VT,

Jig = =\ PgDim, + Set, VY, — DT,igT_g (3-59)
where Di,mg, Sce, and DT,ig are the mass diffusion coefficient for each species in the mixture, the

turbulent Schmidt number, and the thermal (Soret) diffusion coefficient, respectively; Rl-q is the

net rate of production of each species by chemical reaction and can be estimated through the

smaller value of the following two expressions (the eddy-dissipation model):
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7, VN
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Ri,rg = v’i,rng,igABpg (3-61)

:]g

where V’i,rg and v’mg are the stoichiometric coefficients for reactant i and R in reaction r, while
v”j'rg is the stoichiometric coefficient for product j in reaction r; Mw,ig and MW,RQ are the
molecular weight of species i and R, while Mw_jg is the molecular weight of product j; A and B

are the empirical constant equal to 4.0 and 0.5 in the model; Y;Rg and ng are the mass fraction of

a particular reactant R and a particular product species P.

The Discrete Ordinates (DO) radiation model is used to capture the radiative heat transfer due to
the shrouding combustion flame in the gas phase. The corresponding conservation equation to

calculate the radiation intensity (1) in the given beam direction (5) and the position (7) is given by:
4 41
> oy o > = /ZO-Tg O—S - oy > oy 7
V-[I(#35)s]+ (a+ ay)l(7,5) =an — + Ef 1(7,5")¢p(5-5")dN (3-62)
0

where agg, n', o, ¢, and Q' denote the scattering coefficient of the gas, the refractive index of the
gas, the Stefan-Boltzman constant, the phase function, and the solid angle, respectively; a

represents the absorption coefficient, which is defined through:

In(1—-¢')
S

(3-63)

a =
where the total emissivity (&) over the path length (s) above is determined by the weighted-sum-

of-gray-gases model (WSGGM) which considers the particular absorption bands for the

combusting flow in the gas phase:
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I
e = Z ag;(Ty) (1- e‘k’ipgs) (3-64)
i=0
where k'; is absorption coefficient of the ith fictitious gray gas; P, denotes the sum of the partial
pressures of all absorbing gases; a.; is the emissivity weighting factor which is dependent of gas

temperature and is estimated through:

I

e = Z ag;(Ty) (1- e‘k’ipgs) (3-65)

i=0

where b, ; ; is the emissivity gas temperature polynomial coefficients.

3.2.3.2 Turbulence Viscosity Correction

The previously introduced standard k — € turbulence model does not account for the influence of
temperature gradients on the turbulent mixing zone within the gas phase, thus the mixed growth
rate of the shear layer near the shrouding flame cannot be correctly captured for the coherent jet.
The temperature corrected method is adopted in the current model to modify the gas turbulence
viscosity (u;) based on Alarm’s research work [69] to make the gas flow be sensitive to the

shrouding flame. Therefore, the gas turbulent viscosity in Equation (3-6) is modified as:

0.09p,k,°

3-66
e (3-66)

,ut,g

where C; is characterized as a function of the gas temperature and velocity field, as follows:

CiT,*
Cr = 1+—m-F 3-67
' 1+ Cof (My) &-67
where C;, C, and ¢ above are constantly equal to 1.2, 1.0 and 0.6, respectively; T, and f(M,) are
the normalized local total gas temperature gradient and the function considering the influence of

turbulent Mach number, respectively, and they can be estimated as follows:
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f(Mr) = (M‘rz - 1'02) H(M‘r - M‘L’O) (3'69)

where T; 4, H(x), and My, represent the local gas total temperature, the Heaviside function, and a

constant equal to 0.1 [132], respectively; M is the turbulent Mach number defined as follows:

M, = (3-70)

where a, is the gas acoustic velocity.

3.2.3.3 Gas-solid Heat Transfer

The coherent jet model is integrated into the gas phase of the scrap melting model to simulate the
scrap heating and melting by the coherent jet burner, thus the gas-solid heat transfer needs to be

considered.

Obviously, the heat for melting the solid scrap mainly comes from the combustion flame produced
by the coherent jet burner. The convective gas-solid heat transfer adopted in the present model is
referred to the studies from Wakao et al. [133] and Mandal [113] to account for the effect of porous
scrap pile on the heat transfer coefficient. Two different temperature ranges are considered in the
estimation of the heat transfer coefficient based on the gas temperature and flow status: if the gas
temperature is lower than 1373 K, the gas-solid heat transfer coefficient (hg) is determined

through:

2+ 1.1P1, 3% Re %)

s = Kq y (T, < 1373K) (3-71)
S

where K, is the gas thermal conductivity. While if the gas temperature is higher than 1373 K, the

gas-solid heat transfer coefficient is defined through the volumetric heat transfer coefficient (hvgs)

derived by Furnas [134] and Kitaeve et al. [135] through the experimental works:
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Af (w)|vy| T,
hy, o = hysAgs = AL (T, > 1373K) (3-72)

Vgs 0.75
s

where Ay, is the gas-solid interfacial contact area; A is a coefficient related to the material type

which is taken as a constant 160; f (w) is also a coefficient dependent on material porosity and is

taken as 0.03 for the scrap melting in EAF.

It is noted that, based on the research by Mandal [18], the result difference between the case with
and without gas-solid radiative heat transfer is 4% after 1-hour burner heating, and the result
difference at 5 min (same as the operating time in the present study) is only about 1.3%. Moreover,
the coherent jet burner under the burner mode has a much higher operating flow rate compared
with the burner studied in the reference paper, thus the gas-solid convective heat transfer is
dominant. Therefore, the present work did not consider the gas-solid radiative heat transfer.

The above two equations are also solved before every time step to define energy source terms for
the aforementioned Equation (3-3) and Equation (3-9) to achieve the dynamic energy exchange
between the gas phase and the solid phase.

3.2.3.4 Jet Penetration in Liquid Bath

The adoption and integration of the coherent jet model in the in-bath decarburization simulator are
illustrated in this sub-section. The complex phenomena of the in-bath decarburization during the
liquid steel refining stage can be classified into three categories based on their major physical
principles, including (1) the supersonic coherent jet above the liquid steel bath; (2) the interaction

between the coherent jet and the liquid steel; (3) the in-bath stirring and decarburization.

Due to the numerical instability of simulation and the extremely high computational costs, the
attempt to concurrently capture all those phenomena within a single simulation is difficult as
expected. The integration of the coherent jet model in the in-bath decarburization simulator is
based on the energetic approach, whose procedures are described as below and shown in Figure
3.14:
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1) The separate jet-only simulation is firstly performed by the coherent jet simulator,
which is based on the coherent jet model, in an open space under the actual high
ambient temperature conditions inside the furnace to obtain the jet characteristics.

2) A theoretical interface is then calculated to represent the jet penetration cavity inside
the liquid steel bath according to the previous jet-only simulation results. This method
is based on the energy balance between the injected jet and penetrated bath.

3) The computational domain of the bath region with the above-estimated jet cavity is
established for the in-bath decarburization simulator and the boundary conditions
including the oxygen delivery and mass transfer through the cavity surface are also
estimated from the previous jet-only simulation results so that the in-bath
thermodynamic and kinetic coupled multiphase reacting flow simulation can be
performed.
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Figure 3.14. Integration of coherent jet model in the in-bath decarburization simulation.
The shape of the jet penetration cavity interface is assumed to be a revolution paraboloid based on

the suggestions from Memoli et al. [90], which is more precise for the coherent jet with high

momentum, as its penetration depth is greater than the radius of its cross-section. The three-
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dimensional mathematical expression of a revolution paraboloid in Cartesian coordinate can be

written as:

(3-73)

where c is the constant need to be defined by a given volume of the jet penetration cavity and the
penetration depth.

The volume of the jet penetration cavity V can be determined by calculating liquid steel replaced
by the gas flow based on the impulsive balance at the cavity interface if ignoring the impact of the

liquid steel surface tension [136]. The expression of the jet cavity volume can be written as:

272

(3-74)
49ps

where p; and p, are the density of primary oxygen jet and liquid steel, respectively; v; and d; are
the primary oxygen jet velocity and diameter when at bath surface, which can be determined

through the supersonic coherent jet modeling of a given distance from the nozzle exit to the bath.

Jet penetration depth D refers to an empirical formula derived by Ishikawa et al. [136], which
describes the penetration depth created by the turbulent jet. For the supersonic coherent jet, the
constants in the formula need to be modified accordingly. The empirical formula shows the
relationship between the jet penetration depth of a single-hole or multi-holes nozzle and the burner
operating conditions, which can be expressed as:

oL

D=y, e_yho cos @ (3-75)
0

Yny, = 02 (\/§nd) (3-76)

where L is the axial distance between the nozzle exit to the bath surface; 6 is the angle of the jet

inclination; V is the volume flow rate of primary oxygen jet; n is the number of the nozzle and
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equal to 1 for the current study; d is the nozzle exit diameter for primary oxygen jet; o, and o, are
two constants originally equal to 1.77 and 1.67 in Ishikawa et al.’s work and those two parameters
used in the present study are corrected specifically through experiments for the given type of

coherent jet burner.

The actual liquid steel refining stage has the slag layer covering the liquid steel bath to protect the
arc and reduce heat radiation loss. The coherent jet needs to pass through the slag layer before
reaching the liquid steel bath. During this period, the jet will lose some of its momentum. Therefore,
the jet penetration depth should be shorter than the one without the slag layer. In the current model,
the slag layer is assumed to be converted equivalently to a corresponding liquid steel layer to

include its effect on the jet penetration depth. The equivalent slag layer height h can be estimated

by:
hs = _hsl (3‘77)

where pg; and hg; are the values for slag layer density and slag layer height, respectively. The

actual jet penetration depth D, reads as:

Dget = D — hy (3-78)

Once the constant c is determined by solving Equations (3-73) to (3-78), the theoretical parabolic
jet cavity interface can be defined and included as the physical boundary of the computational
domain for the in-bath decarburization simulator, which eliminates the direct consideration of
supersonic jets and its interaction with the liquid surface in the simulation largely shortening the
total computational time. The estimation of the three-dimensional jet penetration cavity based on
actual burner operating conditions is illustrated in Figure 3.15 and the computational domain with
five jet penetration cavities established according to the actual burner arrangement provided by the
industry is given in Figure 3.16. This computational domain will be used for the in-bath

decarburization simulator.
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Figure 3.16. 3D computational domain with jet penetration cavities for
the in-bath decarburization simulator.
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The exchange of energy and substance occurs intensively between the gas phase and liquid phase
when the supersonic coherent jet impinges on the liquid steel bath forming the jet penetration
cavity. Therefore, the jet penetration cavity surface, as the physical boundary of the computational
domain, needs to establish appropriate boundary conditions to consider the energy and substance
transfer during the jet impingement. In the present study, both jet momentum transfer and delivery
of the oxygen were considered. Based on the energy balance on the cavity surface, the jet

momentum transferred to the liquid steel bath P ,,,; can be expressed as:

2

[i f 11702 (2) dzl (3-79)

apo,’A

— 2 —
Ps,avg - apoz UOZ A= p
s

where « is the transferable percentage of the jet total momentum at liquid steel bath, which is 0.06
according to the reference [137]; v, is average jet velocity along cavity centerline; A is the cavity

surface area; Az is the length of the cavity centerline, which is equal to z; — z,.

The amount of oxygen delivered to the liquid steel m,, 4,4 through the jet cavity can be estimated

by calculating the average oxygen distribution along the cavity centerline:

1 &
Mo, avg = Ej my,(z) dz (3-80)
Z2

3.2.4 Oxidation Model

The present section describes the oxidation model developed for the comprehensive EAF CFD
model to simulate the decarburization process during the liquid steel refining stage in the in-bath
decarburization simulator. Figure 3.17 shows the detailed mechanism and phenomena of the in-
bath exothermic oxidation reactions during the liquid steel refining stage.

The oxidation model can be directly coupled to the liquid phase of the scrap melting model to
consider a liquid steel-oxygen two-phase reacting flow system, in which the oxygen enters the
domain through the pre-defined jet penetration cavity surface to react with carbon and other

impurities. The injected oxygen results in two main effects on the system including the stirring of
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the liquid steel bath and the bath temperature rise due to the oxidation exothermic reactions, which
will be detailed in the following two sections.

Liquid Bath
Supersonic x
Coherent Jet Qin @ <
\ g <\@ Qin
Splashed
Droplet Liquid Bath
T Slag Layer

Oxides Liquid Bath

Liquid Bath
Flow

Qin
Figure 3.17. Exothermic oxidation reactions in liquid bath.

3.2.4.1 Reaction Mechanisms

The present study considered the species (elements) including carbon (C), iron (Fe), and

manganese (Mn) as a mixture in the liquid phase, whose corresponding oxidation reactions are
listed in Table 3.1.

Table 3.1. Oxidation reaction mechanism in the oxidation model.

Reaction # Chemical reaction equation
[A] C +0.50,(g) = CO(g)
[B] Fe + 0.50,(g) = FeO
[C] Mn + 0.50,(g) = MnO

The order of the above reactions is evaluated according to the Ellingham diagram given in Figure

3.18, that is, the oxidation tends to react first if its product oxide has a larger absolute value of free
energy of formation.
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Figure 3.18. Ellingham diagram for determining the reaction orders.

The species variation over time in the liquid phase is handled by the species transport model

coupled in the scrap melting model, whose conservation equation of each species is expressed by:

d(aipiY)) S >
T L4V (apBYy,) = =V -y, (3-81)

where Y;, is the local mass fraction of each species; fl ; Is the mass diffusion in turbulent flows due

to gradients of concentration and temperature and can be calculated through:

Ji = —(pibiy + 2L\ vy, — Dy, (3-82)
i Y| im; SCtl i Ti; Tl

where D; , , Sc;, and Dy, are the mass diffusion coefficient for each species in the mixture, the

turbulent Schmidt number, and the thermal (Soret) diffusion coefficient, respectively.

Oxidation reactions take place in the computational cells that contain the oxygen. The oxidation

rates of carbon, iron and manganese at high carbon content are mainly limited by the cell-based
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amount of oxygen. If the oxygen is sufficient, the rate equations can be written as suggested by

Wei and Zhu [138]:

_ W d[%C] _ 2776Q02x
100 M, dt  22,400°°¢

B Wi d[%Mn] _ annQOZx
100 My, dt 22,400 ~M"

(3-83)

(3-84)

where W; and Q,, is the mass of liquid steel and the volume of oxygen in the corresponding cell,

respectively; M; is the mole mass of each substance; n; is the efficiency factor of each substance,

which is a function of total mixing of the system and can be estimated based on the work done by

Shukla et al. [139]; x; is the oxygen distribution ratios of each substance and is assumed to be

proportional to the Gibbs free energies of corresponding oxidation reactions:

_ AG,
" AGe + AGr, + AGyy

Xc

~ AGan
XMn = G AGry + AGan

where the Gibbs free energies AG; of respective substance can be defined as:

P
AGe = AG2 + RTIn[— <]
ac " ap,

Areo ]
. 0.5
aFe aOZ

AGp, = AGP, + RTIn[

Apno

0.5]
aMTl ’ aOZ

AGy, = AGY, + RTIn|

(3-85)

(3-86)

(3-87)

(3-88)

(3-89)

where AG? and a; is the standard Gibbs free energy and the activity of each substance in the bath

respectively; R is gas constant; P, is the partial pressure of carbon monoxide.
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At low carbon content, the oxidation rate of carbon is no longer controlled by the oxygen contained
in the cell. Instead, the mass carbon transfer rate to liquid steel will directly impact the

decarburization rate, which can be expressed as:

W d[%C]
S dt

= —pskcAinter ([%C] — [%C]e) (3-90)

where A;p:er 1S the bubble inter-surface area; [%C], is carbon equilibrium concentration in the
molten bath; k. is the carbon mass transfer coefficient through the oxygen bubble surface which
can be calculated by [140]:

ke = 0.59+[Dc - (urer/dp)]*® (3-91)

where D is the diffusion coefficient of carbon; u,.; is relative velocity of liquid steel; dg is the

bubble diameter.

The product oxides (CO, FeO, and Mn0O) formed through Reaction (A) to Reaction (C) gradually
float upwards with the liquid flow until reaching the top surface of the domain (i.e. the lower
surface of the slag layer), where they will be eliminated by the degassing approach to represent
their absorption by the slag layer. The absorption amounts are used in the slag foaming model to
predict the slag forming height. The demonstration of the oxide absorption process is given in

Figure 3.19 for better readability.
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Figure 3.19. Oxygen injection through jet penetration cavities and absorption of oxides.
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3.2.4.2 Bath Temperature Rise

The liquid bath temperature will rise during the liquid steel refining stage due to the exothermic
oxidation reactions. The bath temperature is treated as one of the crucial criteria to determine the
time for tapping, whose range is normally from 1900 K to 1950 K. The amount of energy released
to the bath can be estimated dependent on both oxidation rates and the oxidation enthalpies of each

reaction, and the latter is a function of bath temperature, which is given in Figure 3.20.
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Figure 3.20. Oxidation enthalpies for each reaction [141].

The rate of cell-based energy generation due to the oxidation exothermic reactions is the sum of

all three oxidation reactions considered, can be expressed as follows:

dEreac d [%i]
= W ———— 3-92
dt Z AH W dt (3-92)

where AH; is the oxidation enthalpy; W; is the weight of the liquid phase. Equation (3-92) is used
to define the energy source term, which is added to the liquid phase energy conservation equation

of the scrap melting model used in the in-bath decarburization simulator.
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3.2.5 Slag Foaming Model

The present section describes the slag foaming model developed for the comprehensive EAF CFD
model to estimate the slag foaming effect and the consequently exposed arc length for the

freeboard post-combustion simulator.

3.2.5.1 Slag Foaming Height

The slag is a layer of melt that floats on the surface of the liquid steel bath during the liquid steel
refining stage. The typical slag compositions in the EAF steelmaking process involve CaO, FeO,
Al>03, SiO2, MgO, and MnO. The initial height of the slag layer is relatively thin but will gradually
elevate over time, which is mainly due to the absorption of CO in the slag layer leading to the so-
called foaming effect. The foamed slag layer divides the entire furnace into the freeboard region
and bath region, which can be simulated by the freeboard post-combustion simulator and the in-
bath decarburization simulator, respectively. Previous researchers have derived an empirical
equation to calculate the slag foaming height from the foaming index () and the superficial
velocity (v,) [142]:

Hp =5 v, (3-93)

Considering that the foaming effect is mainly caused by CO, the superficial velocity can be
estimated through the total CO absorption amount by the slag layer simulated from the in-bath
decarburization simulator to achieve the model-to-simulator integration. The foaming index
denotes the average gas traveling time in the foamed slag layer, which is dependent on the slag
properties and can be calculated through the following empirical formula as suggested by Jiang
and Fruehan [143]:

(3-94)

In the above formula, o, and p, express the slag surface tension and the slag density, respectively,

which are dependent on the temperature as presented in Table 3.2.
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Table 3.2. Temperature-dependent slag surface tension and density [144-145].

Species Surface Tension a; (MN/m) Slag Density pg (kg/m?)
Ca0 791 -0.094 T (K) 3240 - 0.2 T (K)
FeO 504 + 0.098 T (K) 1950 + 1.86 T (C)

Al, 0, 1020 - 0.177 T (K) 3040 — 1.15 (T - 2303) (K)
Si0, 243 +0.031 T (K) 2510 -0.213 T (C)
MgO 1770 -0.636 T (K) 3600
MnO 988 — 0.179 T (K) 5400

The slag viscosity has a significant effect on the slag foaming process, while the contents of CaO
and MgO in the slag impact the slag viscosity. At the beginning of the foaming stage, the presence
of CaO and MgO makes the solid particles in the slag easier to be accumulated, which extends the
residual time of the bubbles in the slag, so that the foaming height elevates with the slag viscosity
increase. However, the further increase of viscosity, in turn, makes CaO and MgO over-saturated
which is not conducive to the continued occurrence of the slag foaming process. The current model
estimates the slag viscosity before the over-saturation of CaO and MgO happens according to the

following equation:

1000 B

—) (3-95)

us = AT exp(

where T is slag temperature; the relationship of A and B follows the expression below:
—InA = 0.2693 B + 11.6725 (3-96)
and B can be further evaluated through:

X B + X-n0B + X B
B = MnoBmMno caoBcao Mgo~MgO (3_97)
Xcao + Xmgo + Xumno
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B, = By + B1X; + B,X? + B;X? (i = MnO,Ca0,MgO0) (3-98)

where X; is the mole fraction of its corresponding oxide and B; (j = 0,1,2,3) is determined by:

(3-99)

Xm

In the above expression, the values for the coefficients a;, b;, and c; can be referred to Table 3.3,

while X;, and X, can be further calculated through:

Xm = Xcao + Xmgo + Xreo + Xuno (3-100)

Xa = Xai,o0, (3-101)

Table 3.3. Coefficient values [146].

. a; b; G

: All Mg Ca Mn Mg Ca Mn
0 13.2 15.9 41.5 20.0 -18.6 -45 -25.6
1 30.5 -54.1 -117.2 26 -104.6 130 -56
2 -40.4 138 232.1 -110.3 -112 -298.6 186.2
3 60.8 -99.8 -156.4 64.3 97.6 213.6 -104.6

3.2.5.2 Exposed Arc Length

The slag foaming model helps to evaluate the exposed arc length used in the freeboard post-
combustion simulator, so that the arc radiation predicted by the electric arc simulator can be
correctly assigned through the determined exposed arc, which is presented as a small cylinder
beneath the electrode tip as shown in Figure 3.21. The exposed arc exists in the freeboard region
when the slag foaming is insufficient, that is, the total arc length (the distance from the electrode

tip to the liquid bath) is higher than the slag foaming height. Inversely, there will be no arc exposure
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if the slag foaming height is higher than the total arc length. The above statement is mathematically
expressed as:

>0 (with arc exposure)

lewp = la = Hy = { < 0 (noarc exposrue) (3-102)

where [, is the exposed arc length; [, is the total arc length determined in Section 3.2.2; H is

the slag foaming height.
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(b) Arc Immersed in Slag Layer

Figure 3.21. Exposed arc to freeboard.

3.3 Results and Discussions

The present part includes six sections. The first two sections present the results from the electric
arc simulator and the coherent jet simulator, which investigate the AC arc heat dissipation (Section

3.3.1) and the coherent jet performance (Section 3.3.2), respectively. Afterward, the results of the
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rest four simulators are provided in the subsequent four sections (Section 3.3.3 for scrap preheating
simulator, Section 3.3.4 for scrap melting simulator, Section 3.3.5 for in-bath decarburization
simulator, and Section 3.3.6 for freeboard post-combustion simulator) to achieve the simulation
of the entire steelmaking process in the industry-scale AC EAF according to the integration

methodology demonstrated in Section 3.1.

3.3.1 Electric Arc Simulator

This section presents the results from the electric arc simulator, which performs a separate

simulation of industry-scale AC electric arc plasma for investigating its arc heat dissipation.

3.3.1.1 Simulation Conditions

A typical view consisting of one of the three electrodes and the scrap surface is presented in Figure
3.22. After the arc ignition, the electrode will continuously reverse its polarity according to the
current half-cycle to which it belongs so that both electrode and scrap surface successively act as
cathode/anode and anode/cathode to generate the AC electric arc plasma in between. The arc
terminations of both the electrode side and the scrap side normally wander over its corresponding
surface centered on the electrode, meanwhile, the twisted arc column between the arc terminations

releases a large amount of heat to the surroundings showing as the aureole region in observation.

)
0

-

Electrode

olid Sera

Figure 3.22. Schematic diagram of computational domain for AC arc modeling.
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To capture and investigate the described AC electric arc plasma and its heat distribution
mechanisms, it is appropriate to restrict the computational domain to within the yellow region
marked in Figure 3.22. In the present study, the entire computational domain is considered to be
axisymmetric, hence only half of the domain is included in the simulation. As shown, the domain
is connected to the furnace atmosphere through CD and DE. The electrode tip AE and the scrap
surface BC are all treated as flat surfaces. The electrode diameter (d) and scrap surface diameter
(w) are 1.2 m and 2.0 m, respectively. The arc length (l) is fixed as a constant and variant values
are allocated to it case-by-case. The simulation is conducted under the cylindrical coordinate (r, x)
with the origin at the center of the electrode tip. A structured mesh has been developed for the
entire computational domain; and after a mesh sensitivity study, a mesh with a total of 467,880

was selected.

Table 3.4. Boundary conditions.

AB BC CD DE EA
Vx 0 0 (p = Latm) 0 0
(mls) P=
Vr _ _
(m/s) ovr/or = 0 0 (p = 1atm) 0 0
T(K) oT/or=20 2000 2000 2000 4000
Eqn.(3-43) (Cathode) Op/0x = 0 (Anode)

o (V) Op/or=20 Op/or =0  Op/ox =0

O0p/0x = 0 (Anode) Eqn. (3-43) (Cathode)

Time-dependent conditions for the variables (u, v, T, ¢) must be assigned along the boundaries
of the computational domain ABCDE to solve the mathematical model proposed. As illustrated,
only half of the domain is included due to the axisymmetric condition. Therefore, zero fluxes are
set for all variables along the radial direction at the axis of symmetry AB. The domain connects to
the furnace atmosphere through CD and DE, thus CD is set as a velocity inlet with 2000 K, the
same as the temperature of furnace atmosphere; while DE is defined as the pressure outlet with

2000 K as well. The temperatures along the scrap surface BC and the electrode tip surface AE are

124



held as constants equal to 2000 K and 4000 K respectively based on the real EAF conditions [49].

The complete set of boundary conditions are summarized in Table 3.4.

As reported by Ramirez and Trapaga [148], all material properties in the above conservation
equations in Section 2.1.2 should be temperature-dependent in the simulation. Therefore, the
values of all material properties in the present AC arc modeling are considered to be functions of
arc temperature field and are taken from literatures [103,110,147]. Details are indexed in Table
3.5. All material properties are added to the solver by the linear interpolation between two given
points in the plots and are consistently updated at every iteration based on the instantaneous arc

temperature field before solving all conservation equations.

Table 3.5. Material properties.

Material Properties Units Values in Air/Argon
p kg/m?
Cp j/kg-K
Reference [103]
K W/m-K
u kg/m-s
Sr W/m?3 Reference [110]/ Reference [147]
o A/N-m Reference [103]

3.3.1.2 Validations

To prove the validity of the modeling methodology, the simulator is used to simulate both DC arc
in the air and AC arc in the argon and compare the results against either the published experimental

data or simulation results in the literature.

The stationary DC arc modeling in air with arc length equal to 0.07 mis presented. The arc velocity
predicted by the simulation is compared to the arc velocity measured by Bowman [149] in his
experiment. In the experiment, the steel ball was released above the horizontal arc and the ball was

deflected horizontally after contacting the arc. The ball’s landing location was recorded to derive
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the arc axial velocity. The arc velocities for three different measurement positions (0.02, 0.038,
and 0.055 m) and three different arc currents (520, 1150, and 2160 A) reported by Bowman are
plotted as points in Figure 3.23.
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Figure 3.23. Comparison of simulated arc axial velocity and measurement data [149].
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Figure 3.24. Arc temperature field for 1150 A current case.
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Based on the experiment setup, the same computational domain is adopted in the simulation with
consistent arc operating conditions and working gas. To model the DC arc, the electrode tip is
fixed as the cathode with the application of the estimated current density illustrated above. The
scrap surface is fixed as the anode. The arc velocity along the electrode centerline is obtained from
the simulation and plotted as the line to compare with the experimental raw data. As can be seen
from Figure 3.23, the axial velocity of the arc reaches a peak near the anode and then gradually
decreases to the cathode. The overall arc axial velocity is significantly affected by the current. The
higher arc current results in higher overall arc axial velocity. This is because the higher arc current
contributes to higher current density through the entire arc column, which in turn leads to a larger
Lorentz force in the working gas and a significant acceleration. Furthermore, doubling the arc
current from 520 A to 1150 A can elevate the peak axial velocity from 1000 m/s to 1500 m/s, while
further doubling the arc current only gives a slight increase of the peak axial velocity from 1500
m/s to 1600 m/s. The present simulation results have a good agreement with the reported three
groups’ data with an average percentage error of 4.9%. Figure 3.24 shows the simulated arc
temperature field at 1150 A current. It can be seen that the simulated horizontal arc roots from a
sharp-edge tubular cathode surface. The high-temperature and high-speed plasma jet hits the
surface of the anode and disperses in the vertical direction. According to the previous definition of
the main body of the arc column (the region where arc temperature is higher than 8000 K), the
simulated arc shape and behavior are very close to that in the photo taken in the experiment [149],
which further proves the accuracy of arc modeling in the present study.

The AC arc modeling in argon with arc length equal to 0.01 m is presented here and is compared
with the published simulation results by Larsen et al. [49] for the arc temperature field. The
simulation setup in the present study is consistent with that in the reference paper including the
dimensions of the computational domain and the boundary conditions. The RMS arc current is set
to be 70 kA according to the real operating conditions. Four snapshots of the simulation results are
plotted and compared to the work by reported by Larsen et al. in Figure 3.25. The isotherms range
from 9000 K to 19000 K are marked out in the plotted arc temperature contours for the comparison.
The first two snapshots correspond to the cathode half-cycle near the positive current peak (i = 86
kA and 43 kA) and the others correspond to the anode-half cycle near the negative current peak (i
=-79 kA and - 42 kA).
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Larsen et al.”s Work Current Simulation Result
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Figure 3.25. Validation of AC arc in Argon.
(@) current = 86 kA, (b) current = 43 kA; (c) current = -79 kA; (d) current = -42 KA.

As can be seen from the four snapshots, the high temperature caused by the combination of the
Joule heating effect and the electronic enthalpic flux first occurs near the upper surface (the
electrode tip) in the cathode half-cycle. When the instantaneous arc current increases, the red
region in the temperature contour increases then slowly reduces as the instantaneous arc current
decreases. This is because the working gas at this moment is sufficiently ionized, enabling the
plasma to maintain the conductivity as well as the high temperature. Due to this characteristic, the
high-temperature region keeps a similar shape even when the instantaneous arc current is reduced
from 86 kA in Figure 3.25 (a) to 43 KA in Figure 3.25 (b). During this period, the AC arc
resembles the DC arc and is stiffened by the plasma jet directed to the bottom surface (the scrap
surface). After the instantaneous arc current passing the zero point, the bottom surface now
becomes the cathode. The AC arc goes into the anode half-cycle, thereby making the region near
the upper surface gradually cool down and the region near the bottom surface start to heat up. The
corresponding arc temperature fields at - 79 kA and - 42 kA near the minimum arc current can be
found in Figure 3.25 (c) and Figure 3.25 (d). It should be noted that the arc behavior in the anode
half-cycle is observed to be extremely unstable in reality. The present prediction still gives a DC-
arc-like behavior in the anode half-cycle but with the smaller high-temperature region in the
contour. This is considered to be a limitation of the proposed model but subsequent estimates of

arc heat distribution are still generally acceptable. To sum up, the overall comparisons of the four
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plots illustrate that the simulated arc temperature fields are in a fairly good agreement with

Larsen’s works and the average percentage error is less than 11.8%.

With the validated arc modeling, AC arc state variables can be obtained from the arc simulations
by data sampling methods for time statistics so that the arc power delivery, arc performance, and

arc heat dissipation can be further estimated quantitatively and the results will be presented in the
following sections.

3.3.1.3 AC Arc Power Delivery

This section discusses the results of the total AC arc power delivery obtained in the present study.
As described above, due to the continuous reversal of the electrode polarity, AC arc roots are
alternately generated on the electrode tip surface and the scrap surface, resulting in the arc behavior
different from the DC case. The sinusoidal waveform of the arc current is considered to be the

direct cause of the electrode polarity reversal.
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Figure 3.26. Instantaneous arc current/voltage variation over time (arc length = 0.4 m and RMS
arc current = 60 kA).

Figure 3.26 demonstrates both instantaneous arc current and arc voltage variations over time
within 6 cycles for the ideal case when the arc length is 0.4 m and the RMS arc current is 60 kKA.
As can be seen from the plot, the arc current appears as a sinusoidal waveform while the arc voltage

appears as a more square-shaped waveform which is commonly found in the literature. They both
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have the same frequency and are positive at the anode half-cycle and negative at the cathode half-
cycle. Figure 3.27 gives the corresponding instantaneous arc power delivery variation over time
calculated based on the arc current and arc voltage. For the present case (arc length = 0.4 m, RMS
arc current = 60 kA), the AC arc power delivery can reach a maximum value of 41.9 MW near the
peak of the arc current and drop to zero at the current zero points. Therefore, the RMS arc power
delivery from a time-averaged perspective is 29.6 MW.
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Figure 3.27. Instantaneous arc power delivery variation over time (arc length = 0.4 m and RMS
arc current = 60 kA).

The arc current and the arc length are considered to be two major factors impacting the final total
arc power delivery. Figure 3.28 illustrates the relationship between the total arc power delivery,
arc length, and RMS arc current. The X-axis in the plot represents the arc length covering the range
from 0.25 m to 0.5 m which is the common arc length during the real EAF operation as suggested
by Sanchez et al. [59]. The Y-axis is the RMS arc current covering the range from 30 kA to 80 kA.
At a given arc length and the RMS arc current, the corresponding amount of total arc power
delivery is given in the Z-axis. It can be seen that increasing the arc length elevates the total arc
power delivery since the longer arc increases the arc resistance, resulting in a higher voltage drop
to deliver higher power based on Equation (3-48). On the other hand, increasing the RMS arc
current also has a positive effect on the elevation of total arc power delivery. Therefore, from the
point with the lowest arc current and the shortest arc length to the point with the highest arc current

and the longest arc length, the total arc power delivery represented by the surface in Figure 3.28
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shows a gradual increase from 10.4 MW to 46.7 MW. In addition, the faster growth of arc power

delivery appears when having higher arc current or longer arc length.
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Figure 3.28. Relationship between the total arc power delivery, arc length, and RMS arc current.

3.3.1.4 AC Arc Performance

Simulation results in Figure 3.29 shows the contours of time-averaged AC arc state variables
including arc density, arc velocity, arc specific enthalpy, and arc temperature after 10,000 times
data sampling covering 50 cathode half-cycles and anode half-cycles in total. All contours are from
the case whose arc length is equal to 0.4 m and RMS arc current is equal to 60 kKA. It can be seen
that the AC arc state variables obtained by the data sampling method consider the impact from the
anode half-cycle and the cathode half-cycle at the same time. The rapid polarity reversal allows
electrons and positive ions to continuously transfer between the electrode tip surface and the scrap
surface, thereby forming a conductive arc column. Within this column, the flow field is
significantly affected by the Lorentz force and Joule heating effect. The electrode tip surface and
the scrap surface are connected by high-temperature and high-speed flow. The high temperature
increases the specific enthalpy of the working gas and reduces its density which further aggravates
the influence of the Lorentz force on the flow field. Therefore, under the comprehensive impact
from various factors, the conductive arc column has the characteristics of high temperature, high
velocity, high specific enthalpy, and low density, which are depicted in Figure 3.29. With the
aforementioned 8000 K temperature isotherm to define the main body of the arc column [127,129],

the averaged AC arc state variables can be evaluated within the defined arc column, whose average
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arc radius is calculated to be around 0.044 m. Under the current arc operating conditions, the
average arc density, velocity, specific enthalpy, and temperature within the defined arc column are
also found to be around 0.017 kg/m?, 929 m/s, 6.06 < 107 J/kg, and 10718 K, respectively. By using
the approach described in Section 2.2 to estimate the arc heat dissipation in the present case, the
share of convection is 19% and the share of electron flow is 3.5% and the share of radiation is

77.5%. The estimation results coincide with the reported values in the literature [129].

In the next two subsections, the effects of arc length and RMS arc current on the AC arc state
variables as well as the arc heat dissipation are further investigated and illustrated to understand

the potential impact on the arc operation.
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Figure 3.29. Time-averaged AC arc state variables (arc length = 0.4 m, RMS arc current = 60
kA). (a) Density filed; (b) Velocity field; (c) Specific enthalpy field; (d) Temperature field.

3.3.1.5 Effect of Arc Length

In this group, the study is conducted for arc length from 0.25 m to 0.5 m with a fixed RMS arc

current equal to 60 kA. Figure 3.30 shows the arc column shape under different arc lengths, which
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is defined by 8000 K isotherm from the time-averaged temperature field on the right-hand side of

each plot.
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Figure 3.30. Effect of arc length on AC arc performance.

As can be revealed, increasing the arc length stretches the arc column leading to the reduction of
arc radius. When the electrode tip and the scrap surface are relatively close, the narrow gap in
between facilitates ionization and rapid heating of the working gas. However, when the distance
between the electrode tip and the scrap surface is extended, the above effect will be weakened and
the arc radius will be directly reduced. The dark blue line in Figure 3.31 indicates the trend of arc
radius decreasing. It can be seen that extending the arc length from 0.25 m to 0.5 m decreases the
arc radius from 0.0516 m to 0.0373 m, with a percentage decrease of about 27.7%. Figure 3.31
also demonstrates the consequences of changing the arc length on other AC arc state variables
including the average arc density, velocity, specific enthalpy, and temperature. With a longer arc
length, the arc temperature is reduced from 11469 K to 10365 K along with the decrease of arc
velocity from 1034.2 m/s to 890.7 m/s and the arc specific enthalpy from 6.81x10" J/kg to
5.76 X107 J/kg. However, the arc density is increased from 0.0157 kg/m? to 0.0178 kg/m®, which
is because the physical property of arc density is inversely proportional to arc temperature. Figure
3.32 illustrates the variations of AC arc heat distribution under different arc lengths. It can be seen
that, as the arc length is increased from 0.25 m to 0.5 m, the share of arc heat dissipation by electron
flow is slightly decreased, while the share of arc radiative heat dissipation is increased from 52 %
to 86 % accompanied by the decrease of the share of arc convective heat dissipation from 43 % to
11 %. Further extension of the arc length slows down the growth of the radiation share and the

reduction of the convection share, which may also cause arc instability or even arc extinguishing
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in the actual EAF operation process. The changing trend of the share for different arc heat
dissipation mechanisms with the arc length is consistent with the actual arc operation conventions:
a short arc is used initially when the electrode first bores down to minimize arc radiation to the
roof and side walls from the exposed arc while leveraging convective heating of the gasses near
the arc and scrap; a longer arc is used after the electrode has bored down into the scrap when the
radiated power will be dissipated to the surrounding scrap more effectively and convective transfer

decreases in efficiency due to the long arc length and the reduced effective scrap porosity.
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Figure 3.31. Effect of arc length on AC arc state variables.
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Figure 3.32. Effect of arc length on AC arc heat dissipation.
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3.3.1.6 Effect of Arc Operating Current

In this group, the study is conducted for the effect of RMS arc current from 30 kA to 80 kA. The
different arc column shapes under different RMS arc currents are given in Figure 3.33 and the arc

length is fixed at 0.4 m for all cases.

Obviously, a higher RMS arc current increases the radius of the arc column since a larger cathode
white-hot spot appears on the electrode tip/scrap surface, thereby ionizing a larger area of gas and
obtaining a higher arc temperature. The variation of arc radius in value is indicated by the dark
blue line in Figure 3.34. From the plots, the arc radius grows from 0.0247 m to 0.0530 m when
the RMS arc current is increased from 30 kA to 80 kA. Similar to the previous group, Figure 3.34
also demonstrates the impact of changing the RMS arc current on other AC arc state variables.
With a higher RMS arc current, the arc temperature is increased from 10199 K to 10928 K along
with the increase of arc velocity from 636.9 m/s to 1076.4 m/s and the arc specific enthalpy from
5.64 %107 J/kg to 6.25x 107 J/kg. On the contrary, the arc density is decreased from 0.0182 kg/m®
to 0.0166 kg/m?®, which is due to the arc temperature increasing as explained above.
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Figure 3.33. Effect of RMS arc current on AC arc performance.

The effect of RMS arc current on heat dissipation is illustrated in Figure 3.35. It can be seen that
the changing trends of the share of convection and radiation are opposite compared with the results
in the previous group. With the quantitative analysis, increasing the RMS arc current from 30 kA
to 80 kA elevates the share of arc convective heat dissipation from 8% to 24% but reduces the

share of arc radiative heat dissipation from 88% to 72%. This is because the higher arc current
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reinforces the Lorentz force and Joule heating effect applied on the flow field. As a result, the arc
plasma have stronger impingement on the cathode/anode surface which increases the share of
convection while reduces the share of radiation. Additionally, continuously increasing the RMS
arc current also slows down the decrease in the radiation share and the increase in the convection
share, which can be reflected by the slopes of two curves. In reality, such operations may also

result in the splashing of slag/liquid steel near the electrode and the waste of electrical energy.
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Figure 3.34. Effect of RMS arc current on AC arc state variables.
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Figure 3.35. Effect of RMS arc current on AC arc heat dissipation.
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3.3.1.7 AC Arc Heat Dissipation Database and Arc Momentum Transfer Database

This section discusses the variation of share for different AC arc heat dissipation mechanisms with
the comprehensive effects of both arc length and arc operating current. The results are used to
generate the AC arc heat dissipation database. The study covers the arc length from 0.25 m to 0.5
m and the RMS arc current from 30 kA to 80 kA. The share for different AC arc densities and
velocities varied with those two variables are also plotted in Figure 3.36 and Figure 3.37, which
can be used to generate the arc momentum transfer database.
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Figure 3.36. Variations of arc density/velocity with different arc lengths and RMS arc currents.

As it can be observed in Figure 3.37 (a), the amount of arc heat dissipated by the convection is
reduced with the increase of arc length and with the decrease of RMS arc current. This is because
both longer arc and lower arc operating current weaken the arc plasma impingement on the
cathode/anode surface, thus the highest share of arc convective heat dissipation appears with a
high current and short arc. The amount of share for arc heat dissipated by the electron flow is
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revealed in Figure 3.37 (b). Adjusting the RMS arc current has a limited impact on its share. This
is because the increase in the total arc power delivery is much greater than the increase in the
power lost by the electron flow with the same RMS arc current increasing. Instead, increasing the
arc length has a more obvious impact. With a 0.25 m increase of arc length, the share of arc heat
dissipation by electron flow is reduced from 5% to 3%. Figure 3.37 (c) gives the share variation
of arc heat dissipated by the radiation, and its amount occupies the largest part among the three arc
heat dissipation mechanisms. It can be seen that its share is increased with the increase of arc
length and with the decrease of RMS arc current, which is totally opposite with that in the arc
convective heat dissipation. Overall, the share of arc radiative heat dissipation lies in the range of
46% to 93%, with the mean value of 69.5%.
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Figure 3.37. Variation of the share for different heat dissipation mechanisms with different arc

lengths and RMS arc currents. (a) Convection; (b) Electron flow; (c) Radiation.

One of the main tasks of the present study is to deduce the relationship between arc operating
current, arc length, and the shares of different arc heat dissipation mechanisms. The results will be
used to generate the AC arc heat dissipation database and integrated into the scrap melting model

to dynamically allocate the share for different arc heat dissipation mechanisms according to the
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instantaneous arc operations, so as to correctly predict the scrap melting rate. Based on the three
plots given in Figure 3.37, the aforementioned relationship between the shares for three AC arc
heat dissipation mechanisms and the arc length and the RMS arc current can be derived by surface

fitting and they can be mathematically described by the following generalized equation:
Ptc (Igys, D) = Alpys® + BI? + Claysl + Dlgys + EL+ F (3-103)

where A4, B, C, D, E, F are constants, whose values are different for each arc heat transfer
mechanism and can be found in Table 3.6. As previously mentioned, Equation (3-103) will be

integrated into the scrap melting model so that it can be called at the beginning of each time step.

Table 3.6. Coefficients in the equation.

A B C D E F
Convection -3.27E-05 3.071 -0.012 0.0116 -2.79 0.5252
Electron Flow  -5.40E-08 0.1972 -2.21E-05 2.08E-05 -0.2271 0.09313
Radiation 3.27E-05 -3.268 0.01202 -0.01162 3.017 0.3817
3.3.1.8 Summary

The present study validated the electric arc simulator against experimental data with 4.9% average
percentage error. A statistical method based on data sampling was proposed to determine the AC
arc state variables from results in order to approximate and evaluate the arc heat dissipation. The
analysis of arc performance was conducted under different arc operating currents and arc lengths
and generated the AC arc heat dissipation database and the arc momentum transfer database for
the scrap melting model. The main conclusions from the parametric study are given below:

1) Increasing the arc length elevates the total arc power delivery since the longer arc
increases the arc resistance, and increasing the RMS arc current also has a positive
effect on the elevation of total arc power delivery. The faster growth of arc power
delivery appears when having a higher arc current or longer arc length.

2) Longer arc length has a positive impact on increasing the arc radiation but a negative

impact on increasing the arc convection and electron flow. Therefore, a short arc should
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be used initially when the electrode first bores down to minimize radiative heat
dissipation to the roof and side walls from the exposed arc. A longer arc should be used
after the electrode has bored down into the scrap to make the radiated power dissipate
to the surrounding scrap more effectively.

3) The higher arc current reinforces the Lorentz force and Joule heating effect applied on
the flow field leading to the arc plasma having stronger impingement on the
cathode/anode surface and increasing the share of convection but reducing the share of

radiation.

3.3.2 Coherent Jet Simulator

This section presents the results from the coherent jet simulator, which performs a separate
simulation of the coherent jet produced from an industry-scale burner to investigate its jet

performance.

3.3.2.1 Simulation Conditions

The computational domain used in the coherent jet simulator is shown in Figure 3.38, which
contains 3 million computational cells in total determined from the mesh sensitivity study. Total
computational time is around 15 hours if using 80 cores in the high-performance computing (HPC)

cluster to obtain the converged results.
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Figure 3.38. Computational domain for separate coherent jet simulation.
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The simulation domain is a cylindrical-shaped vessel originating from the exit of the converging-
diverging nozzle where the nozzle structure is ignored. The dimension of the vessel is much larger
than the burner, which can be used to simulate the supersonic coherent jet behavior in the open
space. Therefore, the other walls of the vessel are set as outlets except for the wall where the nozzle
exit is located. The present study investigates the jet performance under the lance mode, in which
the primary oxygen nozzle with a high flow rate produces the supersonic oxygen jet, while the
corresponding flow rates of the fuel nozzle and the secondary oxygen nozzle are relatively low,
only to generate the shrouding combustion flame envelop to protect the central supersonic oxygen
jet and slow the momentum decay in its traveling path. The boundary conditions used are given in
Table 3.7.

Table 3.7. Boundary conditions for lance mode.

Name Parameter Value
Stagnation pressure 929,000 Pa
Mach number 2.1
Primary oxygen nozzle
Total temperature 300 K
Oxygen mass fraction 100%
Flow rate 0.006383 kg/s
Secondary oxygen nozzle Total temperature 300 K
Oxygen mass fraction 100%
Flow rate 0.01277 kg/s
Fuel nozzle Static temperature 300 K
CH4 mass fraction 100%

3.3.2.1 Validations

The validation of the coherent jet simulation is based on the experiment by Anderson et al. [65],
including the establishment of the identical geometry and the use of the same operations for the

burner as in the experiment. Since the referred experiment only includes the burner without
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considering the solid scrap and the liquid steel, the initial volume fractions of both solid and liquid
phases in this numerical validation are set to zero. The jet potential core length produced by the
burner is defined as the jet travel length when the axial velocity of the central jet drops to 90% of
the initial velocity. Anderson et al. measured the impact of the shrouding flame on the jet potential
core length in the ambient air to reflect the sensitivity of the jet performance to the shrouding flame.
The validation in this section quantifies the modeling accuracy of the coherent jet by comparing
the jet potential core length under two different operating conditions according to the experimental

setup.
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Figure 3.39. Coherent jet validation — axial velocity distribution.

The comparison between the simulation results and the measured data of the axial velocity
distribution for both coherent jet and conventional jet is shown in Figure 3.39, the corresponding
coherent jet velocity, temperature, and density contours are given in Figure 3.40. The conventional
jet without the shrouding flame is easy to have direct contact with the environment so that the
shear layer at the boundary of the central jet tends to have higher vorticity, resulting in more intense
fluid mixing and turbulence effects that entrains more ambient gas into the central jet, which in

turn makes the decay of central jet momentum. The above effects significantly reduce the jet
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potential core length of the conventional jet compared with that of the coherent jet. From the
comparison, the jet potential core length of the coherent jet is 48 De (where De is the diameter of
the convergent-divergent nozzle exit), which is 2.5 times longer than that of the conventional jet.
The average difference between the simulation results and the measured data is 5.9%, which
indicates a good accuracy in the coherent jet modeling including the turbulence viscosity

correction and the shrouding flame combustion simulation.

K]

(c)

OOO0O0O0O0O bt abd b ININY
YounooNeEa oo ws
ANSEOSOONOOWOORNO

=

&
30
oS
&Ho

Figure 3.40. Coherent jet validation — (a) temperature distribution; (b) velocity distribution; (c)

density distribution.

3.3.2.3 Effect of Freeboard Ambient Temperature

The utilization of burners to generate coherent jets in the refining stage mainly aims to deliver
more oxygen and jet kinetic energy to the bath for better stirring and decarburization. The main
body of the coherent jet during this stage is exposed to the freeboard region, which may be
impacted by the freeboard environment leading to further impacts on the delivery of oxygen and
kinetic energy. Generally, the difference in the freeboard environment is eventually
comprehensively reflected in the variations in the freeboard ambient temperature. Therefore, this
section evaluates the jet performance under different freeboard ambient temperatures from 300 K
to 1922 K to reveal the relevant impacts.
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Figure 3.41 shows the variations of jet potential core length under 5 target freeboard ambient
temperatures. The jet potential core length is extended with the increase of freeboard ambient
temperature, in which the jet potential core length at 1922 K is 1.2 times longer than that at 300 K.
In addition, the correlation between the freeboard ambient temperature and the jet potential core
length grows exponentially, that is, compared with the low ambient temperature, the increase in
the jet potential core length is much larger in the high ambient temperature for each degree
elevation of ambient temperature. The results can be explained by the fact that the turbulent
viscosity and density of ambient gas are significantly reduced in the high ambient temperature
environment, meanwhile, the heat transfer between the shrouding combustion flame and the
environment is strengthened instead, leading to more effective protection of the center jet. The
aforementioned combined effects allow the center jet to travel farther in the freeboard
consequently, as can be seen from both Figure 3.42. A high-temperature freeboard environment
can often be obtained by properly installing the burner for sufficient post-combustion, which is
beneficial to prolong the jet potential core length while reducing the emissions of carbon monoxide.
However, the excessive freeboard temperature often means higher heat loss, which may be caused
by the large arc exposure to the freeboard region. This scenario can cause potential damage to the
water-cooling panel system on the furnace side wall, which is studied in detail in the subsequent
Section 3.3.6.
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Figure 3.41. Comparison of jet potential core length under different ambient temperatures.
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Figure 3.42. Coherent jet simulation results under different ambient temperatures.

3.3.2.4 Effect of Fuel Input

The main difference between the supersonic coherent jet and the supersonic conventional jet lies
in the combustion flame envelope around the central jet, while the fuel input directly impacts the
combustion flame status. To this fact, it is necessary to evaluate the effectiveness of fuel input to
determine the optimal flow rate of the given burner from the industry collaborator. The present
study considers eight different fuel inputs at the freeboard ambient temperature of 1922 K, and the
fuel input is represented through the different percentages of the given total primary oxygen
volumetric flow rate. The jet potential core length varied with the fuel input amount is given in

Figure 3.43 and the corresponding CFD simulation results are shown in Figure 3.44.

It can be seen that the low fuel input makes the burner difficult to form an effective flame envelope
to protect the center jet, thus a large amount of the gas entrainment from the ambient disturbs the
center jet leading to a short jet potential core length. With the gradual increase of fuel input, a
stable flame envelope is generated promoting the increase of jet potential core length. When the
fuel/primary oxygen volumetric flow ratio exceeds 6.5%, the growth of the core length slows down

considerably. Further increase of the fuel input by 10% can only extend the jet potential core length
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by 0.8%, which lacks the economy of the burner operation. Therefore, under the current high
ambient temperature conditions, the fuel input plays an important role in determining the jet
potential core length, and insufficient fuel input significantly reduces the coherent jet performance,
leading to poor oxygen delivery and bath stirring intensity.
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Figure 3.43. Comparison of jet potential core length under different fuel input.
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Figure 3.44. Coherent jet simulation results under different fuel input.
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3.3.2.5 Summary

The present study validated the coherent jet simulator against experimental data with 5.9% average
percentage error. The investigations were conducted for the given burner to reveal the effects of
freeboard ambient temperature and the fuel input on the jet potential core length. The main
conclusions from the parametric study are given below:

1) The turbulent viscosity and density of ambient gas are significantly reduced in the high
ambient temperature environment, meanwhile, the heat transfer between the shrouding
combustion flame and the environment is strengthened instead, leading to more
effective protection of the center jet. Therefore, the relatively high freeboard ambient
temperature increases the jet potential core length and improve the jet performance
during the refining stage, which can achieve a better oxygen delivery and jet kinetic
energy to the bath.

2) Under the current high ambient temperature conditions, the fuel input plays an
important role in determining the jet potential core length, and insufficient fuel input
significantly reduces the coherent jet performance, leading to poor oxygen delivery and
bath stirring intensity. For the given burner, the optimal fuel input can be achieved

when the fuel/primary oxygen volumetric flow ratio exceeds 6.5%.

3.3.3 Scrap Preheating Simulator

This section presents the results from the scrap preheating simulator, which couples the scrap
melting model and the coherent jet model to simulate the scrap preheating stage, that is, the scrap

preheating and melting by the industry-scale coherent jet burner.

3.3.3.1 Simulation Conditions

The simulator are used to simulate a 150-ton NLMK industrial AC EAF. Figure 3.45 and Figure
3.46 shows the internal structure of the target furnace and the corresponding computational domain
which is established according to the actual dimensions.

Complex geometric structures, including burner station, furnace lid, and wall, bottom refractory

surface, are appropriately simplified to ensure the quality of the full-structure mesh. The optimal
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mesh contains 0.6 million computational cells in total after conducting a mesh sensitivity study.
Considering that electrode melting is not involved in the study, the three electrodes located in the
center of the furnace are not presented in the computational domain. Four burners are distributed
90 degrees apart on the four corners of the furnace wall so that the scrap can be melted from the

surrounding cold spots to the center of the furnace.
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Figure 3.46. Computational domain with scrap charged.
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Table 3.8. Baseline burner condition (3.2 MW under burner mode).

Name Parameter Value
Flow rate 210 SCFM
Primary oxygen nozzle Total temperature 300 K
Oxygen mass fraction 100%
Flow rate 210 SCFM
Secondary oxygen nozzle Total temperature 300 K
Oxygen mass fraction 100%
Flow rate 250 SCFM
Fuel nozzle Static temperature 300 K
CH4 mass fraction 100%
Table 3.9. Key parameters in scrap melting model.
Parameters Value
p Steel density 7500 kg/m?®
Cps! Cpy Steel specific heat 696.4 j/kg-K
Tsotidus Solidus temperature 1670 K
Thiquidus Liquidus temperature 1809 K
Rfusion Latent heat of fusion 275000 j/kg
K; Steel thermal conductivity 35 W/(m-K)
U Steel viscosity 0.007 kg/m-s
ds Solid phase characteristic diameter 0.027 m
d; Liquid phase characteristic diameter 0.001m

For the baseline case, the power of each burner is 3.2 MW, and its corresponding operating

conditions are shown in Table 3.8. The scrap used for preheating consists of a single scrap type
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and assumes a uniform distribution throughout the entire pile. According to the plant data, the
initial scrap charge for the baseline simulation is 70 tons of scrap without the external preheating

(T; = 300 K), and the key material parameters in the model are shown in Table 3.9.

3.3.3.2 Validations

3.3.3.2.1 Gas-solid Heat Transfer

The validation of the gas-solid heat transfer and scrap heating simulation is based on experiments
by Mandal et al. [112]. The experiment was carried out in a laboratory-scale cubic furnace, which
is filled with scrap initially. The experiment only focuses on the process of scrap heating using a
single traditional burner and tries to avoid the occurrence of scrap melting. A single conventional
burner was inserted through the hole in the middle-lower part at the front wall of the cubic furnace,
and a number of thermocouples were inserted from the side of the furnace to record the temperature

variation inside during the experiment.
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Figure 3.47. Gas-solid heat transfer validation — thermocouple temperature reading comparison.
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Figure 3.48. Gas-solid heat transfer validation — (a) melted region at 35 s;
(b) melted region at 90 s.

The validation in this section establishes the identical geometry as the furnace used in the
experiment, and uses the same burner operations to heat the scrap, and compares the thermocouple
temperature readings with the simulation results at the same measurement locations. Figure 3.47
shows the comparison of the thermocouple temperature readings over time at monitoring point 1
and 2 for the shredded scrap heating case under 8.3 kW burner power. The temperature readings
for both monitoring points rise rapidly in the first 100 seconds and a turning point occurs at around
100 seconds. The temperature gradually stabilizes after 100 seconds and the final temperatures for
monitoring point 1 and 2 are 916.4 K and 736.7 K, respectively, after 1000 seconds of heating. It
can be revealed from the comparison that the simulated heating curve is consistent with the
experimental data, and the average difference of the final thermocouple temperature prediction is
about 2.1%. The simulated scrap melting region is also demonstrated in Figure 3.48. Based on the
statement from Mandal et al., a small melting cavity was observed in front of the burner within a

few minutes during the experiment but grew no larger afterward. The simulation results show a
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similar growth rate of the melting cavity. The cavity can be fully developed within 60 seconds,
and its size at 90 seconds remains close to the size at 60 seconds. The shape of the cavity matches
the photos (35 s and 90 s) provided in their research, indicating a good accuracy of the gas-solid
heat transfer and scrap heating simulation.

3.3.3.2.2 Non-immersed Burner Preheating

A non-immersed burner preheating experiment was designed and implemented in an industrial-
scale 150-ton NLMK AC EAF to collect the necessary data for the simulator validation. The
furnace operations were altered specifically in the trial with the intention of achieving parameter
controls and data measurements, which was different from the normal furnace setup in NLMK: 50
tons of shredded scrap was charged into a cold and empty furnace with the roof open; the surface
of charged scrap was about 0.6 m away from the burner vertically; only one 3.2 MW burner was
adopted for the scrap preheating and the three electrodes were powered-off and swung together
with the furnace roof to one side; the coherent jet burner was on for 5 minutes to conduct the

consecutive scrap preheating during the trial.
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Figure 3.49. Scrap preheating trial using coherent jet burner — (a) experiment; (b) CFD results.
Figure 3.49 (a) shows a photograph of scrap preheating using the coherent jet burner taken during

the experiment, and the corresponding CFD result from the simulator is given in Figure 3.49 (b).

The operating conditions for burner and scrap are consistent in both experiment and simulation. It
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can be seen that the high-temperature flame produced by the burner gradually heated and melted
the scrap forming a cavity inside. The inner surface of the cavity was bright yellow whose
temperature was much higher than elsewhere away from the cavity. The flame was deflected after
hitting the cavity and was producing a thick plume of fume during the whole trial. The CFD result

correctly reflects the phenomena observed in the experiment.
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Figure 3.50. Scrap melting cavity at 500 s — (a) experiment; (b) CFD results.
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Figure 3.51. Scrap temperature distribution at 500 s — (a) by industrial high-temperature thermal
camera FLIR TG297; (b) by CFD simulation.
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The evaluation of the simulator accuracy is conducted by comparing the final melted cavity
diameter after 5 minutes of consecutive burner preheating and the results are given in Figure 3.50.
The observed melted cavity diameter is about 0.84 m to 0.91 m in the optical image while the
simulated melted cavity is smaller with a diameter of 0.7 m. The percentage error is estimated to
be 16.7% to 23.1%. The error is mainly due to ignorance of the jet pushing effect on the scrap

surface, which can further enlarge the cavity size.

Figure 3.51 shows the thermal images for the comparison of scrap temperature distribution at 500
s. The thermal image was taken by the handheld industrial high-temperature thermal camera FLIR
TG297 with an accuracy range from 100 °C to 1030 °C (373 K to 1303 K) under the high-
temperature mode. The color scale of the simulation result was re-arranged to fit the provided
accuracy. The color observed from the thermal image was bright white inside the melting cavity

with a similar diameter estimated previously in the optical image.

3.3.3.2.3 Immersed Burner Preheating

Generally, the height of the scrap charged for the EAF typical run is higher than the vertical height
from the burner to the furnace bottom, allowing the burner to be immersed in the scrap pile to
maximize heat transfer efficiency during operation. The burner starts to preheat and melt the front
scrap from the lower part of the pile forming a cavity, which makes the upper scrap collapse into
it under the effect of gravity and continue to be heated and melted. To reproduce the actual
phenomenon described above, the burner in this experimental validation was also immersed in the
scrap pile to operate to evaluate the simulation results of scrap melting and collapse. Considering
the economy of the experiment, only one burner (burner #4) was used for melting while the other
three burners were turned off. To facilitate observation and measurement, the height of the scrap
pile was controlled at the position just immersing the burner station, and the electrode power
supply was off with all electrodes swung to the side along together with the furnace lid. The scrap
type used in this experiment is shredded scrap whose average porosity is 0.86 and the entire

experiment lasted 12 minutes.

Due to the interference of heavy high-temperature dust and reflected flame radiation when

operating the burner, it was difficult to observe the evolution of the melting pit growth during the
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experiment. Therefore, in the present experimental validation, the shape of the melting pit was
recorded and measured 2 minutes after the burner was turned off and the dust had dissipated in the
freeboard region (i.e. the 14" minutes from the burner ignition). Figure 3.52 (a) shows a thermal
image also taken with a handheld industrial high-temperature thermal camera FLIR TG297. The
figure demonstrates a bright-yellow pit melted under the burner, whose temperature inside is
estimated to be above 1303 K, and a large amount of high-temperature dust still rises up from the
melting pit. The edge of the pit is purple-yellow, while the majority part of scrap pile outside the
melting pit still remains dark-purple indicating the scrap there was not heated by the burner yet.
Figure 3.52 (b) shows the corresponding figure captured using an optical camera. By measuring
the distance from the front edge of the melting pit to the furnace wall, 12 minutes of consecutive
burner operation created a melting pit with a diameter of 1.1 m along the x-direction. The diameter
of the melting pit perpendicular to the x-direction is relatively hard to be measured due to the block

by rising high-temperature dust in the figure.
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Figure 3.52. Experiment observation — (a) thermal image; (b) optical image.

Figure 3.53 shows the results of the CFD simulation using the same conditions according to the
experimental setup. The figure indicates that the shape, size, and position of the simulated melting
pit are relatively consistent with the actual observation in the experiment. With the same range of

the temperature scale, the color inside the melting pit shows as bright-yellow, the edge is purple-
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yellow, and the rest of the scrap pile outside the melting pit is dark-purple. The present scrap
temperature distribution is similar to that given in the thermal image above. The results also reveal
that the upper part of the melting pit was slightly larger than the lower part after the scrap collapse
showing a U-shape. The diameter of the melting pit is measured in the same x-direction, whose
value is 1.24 m and is slightly larger than the experimental observation. The difference in diameter
comparison is 12.7% which shows relatively good model accuracy in predicting scrap

preheating/melting rate and scrap collapse.
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Figure 3.53. CFD results — (a) thermal image; (b) optical image.

3.3.3.3 Baseline Results

To explore the scrap preheating stage in NLMK EAF, the NLMK baseline condition is first
simulated in the present study, i.e. 70 tons scrap of ambient temperature (300 K) preheated by four
3.2 MW burners for 10 minutes in a full-scale industrial EAF, whose preheating duration is close
to the typical burner operation time in NLMK first bucket charge for preheating. Electrode melting
is not included in this simulation hence the analysis can focus on the preheating/melting results

only caused by the burners.

Figure 3.54 shows the simulated evolution of the melting pits in front of four burners during the
scrap preheating stage, with each plot interval of 100 seconds. The scrap pile is colored with solid

phase temperature and the streamlines in the freeboard region are colored with gas phase
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temperature. From the results, the burners immersed near the lower part of the pile gradually
preheat and melt the scrap in front of them, so that the un-melted scrap above can collapse and
form a melting pit. Over time, the diameters of the melting pits increase, and the hot combustion
gas that is not sufficiently heat-exchanged with the scrap rises through the openings of the pits into
the freeboard region to mix and heat the cold gas there. Under the current baseline conditions, the
scrap temperature rise, the melted percentage, and the burner efficiency at 10 minutes are 65.83 K,
3.8%, and 79.56%, respectively. These three indicators are the three main evaluation indexes to
judge the quality of the burner preheating process, which are also used for subsequent analysis and
optimization. The scrap temperature rise is calculated based on the volume-average temperature
of the entire scrap pile. The melted percentage is the ratio of the melting pit volume to the initial
scrap pile volume. The burner efficiency is defined as the ratio of the total gas-solid heat transfer
amount to the total burner power input. The former two evaluation indexes mainly reflect the scrap
heating and melting efficiency, while the latter one mainly reflects the burner performance. The
main purpose of the present study is to provide the operational guide for NLMK based on the CFD
simulation results to improve both scrap heating/melting efficiency and burner performance.
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Figure 3.54. Evolution of melting pits in front of four burners (baseline).
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3.3.3.4 Effects of Single Factors on Scrap Preheating Characteristics

This section investigates the effects of three main single factors (burner power, scrap initial
temperature, and scrap porosity) on the scrap preheating characteristics based on the control
variates. Quantitative analysis is performed by comparing three evaluation indexes (scrap

temperature rise, melted percentage, and burner efficiency) introduced before.

3.3.3.4.1 Burner Power

Burner power is considered to be the most crucial factor affecting the scrap preheating stage.
Practical EAF operation tends to increase burner power to accelerate the scrap heating and melting
rate per heat, which may not be cost-effective. To this fact, three commonly-used burner powers
(2.4 MW, 3.2 MW, and 4.0 MW) are selected to evaluate the corresponding preheating results in
a full-scale furnace under the same scrap pile conditions (porosity 0.81, initial scrap temperature
300 K).

Figure 3.55 shows the variations of the above three evaluation indexes in a 10-minute burner
operation. Under the same burner power, both the scrap temperature and the size of the melting pit
increase with time, while the burner efficiency gives an opposite trend. This can be explained by
the fact that the larger melting pit increases the effective traveling distance of the hot combustion
gas to its front solid scrap, and the long traveling distance further weakens the gas momentum,
thereby reducing the gas-solid heat transfer rate. Additionally, the larger opening of the melting
pit also makes it easier for the hot combustion gas to escape to the freeboard region, resulting in
potential energy loss. Under different burner powers, increasing burner power helps to speed up
the heating and melting of the scrap pile, but reduces the burner efficiency. As the burner power
increased from 2.4 MW to 4.0 MW (1.6 times increase in the total burner power input), the scrap
temperature increases by 1.1 times at 10 minutes, the melted percentage increases by 1.56 times,
and the burner efficiency averaged within 10 minutes decreases by 7.8%. This is mainly due to the
fact that the elevation of the total burner power input is greater than the increase in gas-solid heat
transfer amount, and a portion of the input power cannot be effectively used to heat and melt the
scrap pile. Therefore, higher burner power can accelerate the scrap heating and melting, but it is

less economic if considering the burner efficiency.
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Figure 3.55. Impact of burner power — (a) scrap temperature rise; (b) melted percentage;

(c) burner efficiency.
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Figure 3.56 shows a comparison of both final melting pit size and gas temperature in the freeboard
region at 10 minutes under different burner powers. The melting pit size is larger and the gas

temperature in the freeboard region is likewise higher when the burner power is increased.
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Figure 3.56. Comparison of final melting pit at 600 s — (a) 2.4 MW; (b) 3.2 MW; (c) 4.0 MW.

3.3.3.4.2 Initial Scrap Temperature

Initial scrap temperature impacts the furnace performance in the scrap preheating stage. The
external heating or ambient temperature change can affect the initial scrap temperature. This group
investigates the effect of different initial scrap temperatures (300 K, 450 K, and 600 K) on three
evaluation indexes under the same burner power (3.2 MW) and scrap porosity (0.86). From Figure
3.57, when the initial scrap temperature is increased by 2 times, the scrap temperature rise at 10
minutes decreases slightly but the melted percentage increases instead by 1.12 times. This is
because the higher initial scrap pile temperature reduces the temperature difference between solid
and gas, resulting in a lower total gas-solid heat transfer amount and a slower scrap heating rate.
On the other hand, higher initial scrap pile temperatures make the scrap require less energy to be
melted within the same amount of time, leading to a larger melted percentage. The trend in burner
efficiency analysis is similar to that in the scrap temperature rise analysis. The higher initial scrap
temperature reduces the burner efficiency, and the time-averaged burner efficiency decreases by
3.64% within 10 minutes of burner operation when the initial scrap temperature is elevated from
300 K to 600 K. Therefore, there also has the pros and cons when charging the scrap with a high
initial temperature in the EAF, that is, the higher initial scrap temperature benefits the faster

melting rate, while the lower initial scrap temperature is good for improving the burner efficiency.
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Figure 3.57. Impact of initial scrap temperature — (a) scrap temperature rise; (b) melted

percentage; (c) burner efficiency.
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Figure 3.58 shows a comparison of both final melting pit size and gas temperature in the freeboard
region at 10 minutes under different initial scrap temperatures. At higher initial scrap temperatures,

the pit size is larger and the gas temperature in the freeboard region is higher.
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Figure 3.58. Comparison of final melting pit at 600 s — (a) 300 K; (b) 450 K; (c) 600 K.

3.3.3.4.3 Scrap Porosity

The EAF scrap supply stream is constantly evolving with the market. Different types of scrap tend
to have different porosity, which can affect the basic physical properties of the charged scrap pile
and lead to differences in melting and burner efficiency. Analysis of the effect of scrap porosity
helps understand how to proactively adjust furnace operations to achieve higher furnace
performance and provide greater flexibility and sustainability to the furnace steelmaking process.
Therefore, this group investigates how the scrap with different scrap porosity (0.76, 0.81, and 0.86)
impacts three evaluation indexes under the same burner power (3.2 MW) and room temperature
(300 K). From Figure 3.59, under the same amount of charged scrap (70 tons), the elevation of
the scrap porosity (i.e. using less dense scrap) improves the void passage rate of the hot combustion
gas and the gas residence time inside the scrap pile, so that the gas-solid heat transfer rate is
significantly increased and the scrap can be melted faster. Meanwhile, under the same total burner
power input, a higher gas-solid heat transfer rate also means a higher burner efficiency. After 10
minutes of burner melting, 1.13 times increase in the scrap porosity can boost both the melted
percentage and the burner efficiency by 1.19 times. Therefore, no matter from the perspective of
scrap melting efficiency or burner energy utilization, it is recommended to use less dense scrap

(such as busheling) for melting when the capability of the crane and furnace allows.
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Figure 3.60 shows a comparison of both final melting pit size and gas temperature in the freeboard
region at 10 minutes for different scrap porosity scenarios. A higher porosity has a larger scrap
pile volume and a higher scrap pile height. It can also be seen that the scrap pile with higher
porosity gives a longer gas residence time in the scrap pile, a larger melting pit size, and a lower

gas temperature in the freeboard region.

— 1.8e+03 1.3e+03
I: 1200

/ L1000

— 1500

1000
— 800

Burner #2

Scrap Temp. (K)

— 600

3.0e+02

Bumer #3

0.0e+00

(a) Porosity = 0.76 (600 s) (b) Porosity = 0.81 (600 s, Baseline) (c) Porosity = 0.86 (600 s)

Figure 3.60. Comparison of final melting pit at 600 s — (a) y; = 0.76; (b) ys = 0.81,
(c) ys = 0.86.

3.3.3.4.3 Scrap Blockage

This sub-section discussed a special scenario in the actual EAF operation, that is, the scrap
blockage in front of the burner during the scrap preheating stage, which may be caused by the
scrap collapse or the improper scrap charging. The present study assumes that the scrap blockage
is caused by a solid cubic scrap, whose distance is 0.4 m away from the furnace wall. The scenario
with and without the scarp blockage is compared under the same burner power (3.2 MW), scrap
porosity (0.86), and initial scrap temperature (300 K). The scrap blockage has a significant impact
on the burner efficiency as shown in Figure 3.61 (a). The burner efficiency is reduced by 22.5%
after 5 minutes of burner operation compared with the baseline case. Moreover, the short effective
heat penetration distance due to the scrap blockage makes it difficult to heat scrap piles deeper in
the middle and back, which reduces scrap heating rate as can be seen from Figure 3.61 (b). The
serious flame deflection can also be detected as given in Figure 3.62 (b), which is known as the
flame back-blow. The flame back-blow results in a broad region of local high temperature on the
sidewall near the burner, with the peak temperature up to 2431 K.
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From Figure 3.61 (c), the flame back-blow raises the average temperature of the side wall 3 times
with the current 3.2 MW coherent jet burner, causing serious ablation of the burner and
surrounding refractories. Moreover, the flame back-blow may even overheat the water-cooling
panel above the burner, triggering the temperature-control alarm to stop the furnace from operating,
which has a substantial impact on productivity. Therefore, maintaining a uniform distribution of
scrap porosity in the furnace can effectively reduce the probability of scrap blockage, thereby

better-protecting facilities and avoiding occurrences of safety accidents.
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Figure 3.62. Scrap cavity and sidewall temperature distribution with and without scrap blockage.

3.3.3.5 Optimization of Scrap Preheating Stage

Generally, the scrap preheating stage is not only affected by a single factor, thus the optimization
should always comprehensively consider the impacts of multiple factors to ensure the conclusions
are representative. To this fact, the present study adopts the orthogonal design method, which is a
mathematical method for multi-factor and multi-level optimization. Compared to the full design
method, the orthogonal design method evenly selects representative points according to the
orthogonality, which is relatively efficient and accurate. Based on the studies of single factors in
the earlier sections, a three-level orthogonal design structure with 3 main factors (burner power,
initial scrap temperature, and scrap porosity) same as before is considered to optimize the NLMK
burner preheating process. The factor configurations and the corresponding levels are given in
Table 3.10:
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Table 3.10. Factor configurations for optimization.

Factor # Descriptions Level 1 Level 2 Level 3
1 Burner Power (MW) 24 3.2 4.0
2 Scrap Porosity 0.86 0.81 0.76
3 Initial Scrap Temperature (K) 300 450 600

The Lo (3%) orthogonal design table is used to determine the permutations for basic conditions of
both burner operation and charged scrap in each case according to the orthogonality of factor

configuration [243], and the corresponding detailed trial information is given in Table 3.11:

Table 3.11. Lo (3% orthogonal design table for CFD simulations.

Trial # Burner Power (MW) Scrap Porosity Initial Scrap Temperature (K)
1 2.4 0.86 300
2 24 0.81 450
3 24 0.76 600
4 3.2 0.86 450
5 3.2 0.81 600
6 3.2 0.76 300
7 4.0 0.86 600
8 4.0 0.81 300
9 4.0 0.76 450

Nine trials in total are conducted in the present orthogonal design and three main evaluation
indexes (burner efficiency, scrap temperature rise, and melted percentage) same as before is used

to evaluate the CFD simulations of each trial, whose results are given in Table 3.12:
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Table 3.12. CFD simulation results presented by three evaluation indexes.

Trial # Burner Efficiency Scrap Temperature Rise (K) Melted Percentage
1 89.37% 50.99 3.57%
2 81.83% 51.39 3.18%
3 74.05% 51.05 2.82%
4 85.65% 67.29 4.66%
5 77.071% 65.28 4.27%
6 72.96% 67.27 3.12%
7 80.27% 85.11 6.21%
8 76.04% 86.04 4.76%
9 67.14% 86.83 4.08%

In the present multi-objective optimization, the results of three evaluation indexes corresponding
to each trial are quite different, thus determining the weight of each evaluation index is critical in

the selection of the optimal burner and scrap conditions.

The range analysis and the matrix method are adopted here to calculate the contributions of each
factor to three evaluation indexes so that the effect of each factor on the final optimization can be
considered. The range analysis results are listed in Table 3.13, where K; is the average CFD results
of each evaluation index for the given factor level i, and G is the extreme difference of K; within
three factor levels. The higher G value, the more dominant the factor is in impacting the

corresponding evaluation index.
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Table 3.13. Range analysis results.

Burner Power

Scrap Porosity

Initial Scrap Temperature

K, 0.818 0.851 0.795
Burner K, 0.786 0.783 0.782
Efficiency 0.745 0.714 0.771
G 0.073 0.137 0.023

K, 51.141 67.797 68.008

Scrap K, 66.615 67.569 68.501
Temg?sr:ture Ks 85.991 68.382 67.148
G 34,851 0.813 1.352

K, 0.032 0.048 0.038

Melted K, 0.040 0.041 0.040
Percentage 0.050 0.033 0.044
G 0.018 0.015 0.006

The range analysis results are visualized in Figure 3.63. As can be seen that adjusting the scrap

porosity impacts the burner efficiency more than the other two factors. Burner power has absolute

dominance in raising the scrap temperature, whose G value can reach to 34.851. The effect of the

three factors on the melted percentage is steadily diminishing, but the burner power still maintains

the greatest impact.
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The matrix method is demonstrated below to find the optimal burner and scrap conditions from
the given factor configuration. A three-layer data structure, as shown in Table 3.14, is built up and
three key matrixes including the experimental evaluation index layer matrix (M), the factor layer
matrix (F), and the level layer matrix (L) are established accordingly to calculate the weight matrix
(w). For the evaluation of burner efficiency as an example, the corresponding matrix definitions

and calculation procedures are given below.

Table 3.14. Three-layer data structure for optimization.

1% Layer Experimental Evaluation Indexes
2" Layer Factor A, Factor A, Factor A,
3" Layer Aq1, Aqz, Ass Azq, Agz, Aps Azq, A3z, Azz

The experimental evaluation index layer matrix (M,): assuming there are i factors in total for the
optimization and each factor has m levels, the average value of the evaluation index at the j level

of factor 4; is denoted as K;;. In the present study, the larger the evaluation index, the better the

burner melting results, thus establishing the matrix M; as follow:

K11 0 01 70817505502 0 0

Ki, 0 0 0.785586825 0 0

Kiz 0 0 0.744814524 0 0
0 Ky 0 0 0.850963786 0

M=o Ky o0]= 0 0.783095242 0 (3-104)

0 Ky 0 0 0.713847823 0
0 0 K 0 0 0.794552541
0 0 Ks 0 0 0.78206593
0 0 K 0 0 0.77128838

The factor layer matrix (F;): the elements in the matrix can be then determined through 1/ ¥, K;;

from the values in M;:
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0 0
K11+ Ky + K3
1
F, = 0 0
! Ki1 + Kip + Ki3
1 (3-105)
0 0
0.425911275 0 0
= 0 0.425911275 0
0 0 0.425911275

The level layer matrix (L,): the elements in the matrix can be then determined through G;/ ¥'!_, Gij

based on the range analysis results to compute the ratio of the extreme difference of factor A4; to

the total of all extreme differences:

G,
G+ G, + G,
G, 0.311883272
Li=|—2 |- [0.588301002] (3-106)
Gy + G2+ G3| (099815726
Gs
G, + G, + G,

The weight matrix (w;): the weights of three factors within all three levels can be determined by

multiplying three matrixes above:

10.1085930187
0.104353113
0.098937141
0.213220915

w; =M FL; =} 0.1962155 (3-107)

0.178864587

0.033778529
0.03324769

L0.032789508H

For the evaluations of scrap porosity and initial scrap temperature, the same procedure can be

performed to calculate w, and w;:
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wy = MyF,L, =

w3 = M3F3L; =

1 0.23631742 1

0.307823259
0.397359412

0.007309772
0.007285178

0.007372853
0.012210119

0.012282225

10.012039761-

10.1217630517
0.153180371
0.191400643
0.148217997
0.125294203
0.102858986
0.049123841
0.051115629

10.057045279-

(3-108)

(3-109)

The final weight matrix used to determine the optimal burner and scrap conditions is given as:

1 0.15555783 7

0.188452248
0.229232399

0.122916228

w ==X (w; +w,; +w;) =]0.109598294

Table 3.15. CFD results comparison before and after the optimization.

0.096365475
0.031704163

0.032215181

10.033958183-

(3-110)

Burner Efficiency

Scrap Temp. Rise (K)

Melted Percentage

Before Optimization 79.56%
After Optimization 80.27%
% of Improvement 0.01%

65.83

85.11

29.29%

63.42%
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From Equation (3-110), the comprehensive contribution rates of each factor on the scrap
preheating results are given in Figure 3.64 with the burner power having the greatest impact at
57.3%, the scrap porosity contributing 32.9%, and the initial scrap temperature remaining a
relatively minor impact at 9.8%.
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Figure 3.64. Comprehensive contribution rates of each factor on burner preheating results.
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To achieve a better scrap preheating, a higher burner efficiency with a higher scrap temperature
rise and a larger melted percentage is preferred for the final results. Considering the above
contribution rates of each factor, the optimal burner and scrap conditions are suggested to be 4.0
MW burner power with 0.86 scrap porosity and 600 K initial scrap temperature for NLMK EAF,
which means increasing the original burner power by 1.25 times, the original initial scrap
temperature by 2 times, and the original scrap porosity by 1.06 times. The CFD results comparison
before and after the optimization is presented in

Table 3.15. It is noted that the scrap temperature rise and melted percentage have been
significantly improved while the burner efficiency enhancement stays almost the same. The

evolution of melting pits after optimization is given in Figure 3.65.

3.3.3.6 Summary

This section presents the results from the scrap preheating simulator, which simulates the scrap
preheating stage. The non-immersed and immersed burner preheating experiments were first time
conducted in an NLMK industrial furnace to validate the scrap preheating simulator, whose
differences are of 12.7% to 23.1% showing a relatively good model accuracy. The simulator was
applied to help NLMK investigate its burner preheating/melting characteristics, and the orthogonal
design method was adopted to optimize the process. The main conclusions from the parametric
study and optimization are given below:

1) The burner efficiency decreases over time during the entire scrap preheating stage. For
the baseline NLMK burner and scrap conditions, it is reduced from 84.02% to 77.96%
within 10 minutes of operation.

2) Under different burner powers, higher burner power can accelerate the scrap heating
and melting, but it is less economic if taking the burner efficiency into account.

3) Higher initial scrap temperature makes the scrap require less energy to be melted within
the same amount of time, leading to a larger final melted percentage. However, the
corresponding reduced gas-solid heat transfer rate results in a lower scrap heating rate
and burner efficiency. Therefore, the higher initial scrap temperature benefits the faster
melting rate, while the lower initial scrap temperature is good for improving the burner

efficiency.
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4)

5)

6)

7)

8)

Using less dense scrap improves the void passage rate of the hot combustion gas and
the gas residence time inside the scrap pile so that the gas-solid heat transfer rate is
significantly increased. Therefore, no matter from the perspective of scrap melting
efficiency or burner energy utilization, it is recommended to use high-porosity scrap
for melting.

Adjusting the scrap porosity impacts the burner efficiency more than the burner power
and the initial scrap temperature does. Burner power has absolute dominance in raising
the scrap temperature and relatively the greatest impact on the melted percentage.
Although the scrap blockage does not impact the burner efficiency within a short time,
it still needs to be avoided during the operation. The scrap blockage not only makes it
difficult to heat the scrap pile deeper in the middle and back, which reduces scrap
heating rate but also causes the flame blow-back, which leads to a serious ablation of
the burner and surrounding refractories as well as the water-cooling panel overheat
above the burner

For the comprehensive contribution rates of each factor on the scrap preheating stage,
the burner power having the greatest impact at 57.3%, the scrap porosity contributing
32.9%, and the initial scrap temperature having a relatively minor impact at 9.8%.

For NLMK EAF, it is suggested to increase the burner power by 1.25 times, the initial
scrap temperature by 2 times, and the scrap porosity by 1.06 times, which can improve
overall scrap temperature rise and melted percentage by 29.29% and 63.42%,

respectively.

3.3.4 Scrap Melting Simulator

This section presents the results from the scrap melting simulator, which couples/integrates the
scrap melting model, the electric arc model, and the coherent jet model to simulate the scrap

melting stage, that is, the scrap melting by both AC electric arc and coherent jet burner.

3.3.4.1 Simulation Conditions

The scrap melting simulator simulates the baseline case in an industry-scale NLMK 150-ton AC

EAF with three electrodes of 0.3 m radius and four coherent jet burners mounted on the furnace
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wall. The computational domain is constructed according to the real furnace dimensions and is
given in Figure 3.66. Some complicated structures are simplified for a better mesh quality. The
full structure mesh is generated in the entire computational domain with a total element number of

0.6 million after the mesh sensitivity study.
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Figure 3.66. Computational domain of industry-scale NLMK AC EAF.

The baseline case refers to the typical run in NLMK EAF, which charges 65 tons of scrap mixes
for the first bucket and another 20 tons of scrap mixes for the back-charge. 20 tons of hot heel is

left at the bottom of the furnace as the initial.

The operation conditions of the coherent jet burner and the electrodes are extracted from real
industrial data in order to reproduce the case by the simulation. Four burners are under the burner
mode during the melting stage with the burner power input of 3.8 MW/each. The instant phase
current and phase voltage, together with the corresponding arc power and arc length calculated
from the electric arc model, are shown in Figure 3.67. This figure also reflects the real NLMK
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furnace operation timeline, including the first-time electrode bore-in (0 — 350 s), the scrap melting
stage for the first bucket (350 s — 900 s), the back charge of the second bucket (900 s), the second-
time electrode bore-in (900 — 1250 s), and the main scrap melting stage and the liquid steel refining
stage (1250 — 2400 s).
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Figure 3.67. Electrical inputs — (a) phase current and phase voltage;
(b) arc power and arc length.

Table 3.16 summarizes the key properties and model parameters involved in the baseline
simulation. The present CFD simulations were performed in the commercial software package
ANSYS Fluent with intensive model re-developments using user-defined functions (UDFs) to
achieve the scrap melting and collapse simulation, the phase interactions, the arc heat dissipation

simulation, the electrode regulation, the arc impingement, and the coherent jet simulation.
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Table 3.16. Key properties and parameters in the model.

Name of Parameter Value
Steel density (p) 7500 kg/m?®
Average scrap bulk density (pj) 900 kg/m3
Steel specific heat (C, s/ Cp,) 696.4 j/kg-K
Solidus temperature (Tsoriqus) 1670 K
Liquidus temperature (Ty;qyiqus) 1809 K
Latent heat of fusion (hsysion) 275000 j/kg
Steel thermal conductivity (K;) 35 W/(m-K)
Steel viscosity (u;) 0.007 kg/m-s
Solid phase characteristic diameter (d;) 0.027 m
Liquid phase characteristic diameter (d,) 0.001m

3.3.4.2 Validations

This section presents experiments designed and implemented in the NLMK 150-ton EAF to
validate the scrap melting simulator. It should be emphasized that the furnace operation in the
experiments was altered with the specific intention of achieving parameter controls and data

measurements, which is different from the normal furnace setup in NLMK.

The process of scrap melting by the coherent jet burner in the scrap melting simulator is the same
as that in the scrap preheating simulator, which has been validated in Section 3.3.3. The
experimental validation in the present section is to validate the process of scrap melting by the

electric arc.
The experimental validation for scrap melting by the electric arc considers the melting in the

electrode bore-down phase since this process is relatively controllable, and the visualization and

data achievement of the melting process is relatively simple. Validations include the comparisons
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of both the electrode descending speed and the final electrode pit size. The electrode descending
speed can indirectly indicate the scrap melting rate near the electrode region, while the final
electrode pit size can reflect the arc radiative heat transfer to the scrap surfaces which is parallel
to the electrode during the bore-in. The stronger the arc radiation, the larger the size of the electrode

pit.

To limit the variables and reduce the unnecessary factors in the experiments, all burners were off
to ensure that the arc is the only source of energy input for melting. About 70 tons of the shredded
scrap or 50 tons of the busheling scrap were charged for melting separately. A total of five trials
with different amperage set points and nominal voltages were performed to record the scrap
melting rate under different electric inputs. The corresponding trial information is provided in
Table 3.17.

Table 3.17. Summary of trial information for scrap melting by the electric arc.

Trial # Scrap Type Porosity Amperage Set Point Tap & Nominal Voltage
1 Shredded (70 tons) 0.86 53 kA Tap 18 with 856 V
2 Shredded (70 tons) 0.86 55 kA Tap 22 with 1019 V
3 Shredded (70 tons) 0.86 52 kA Tap 16 with 759 V
4 Busheling (50 tons) 0.91 53 kA Tap 18 with 856 V
5 Busheling (50 tons) 0.91 55 kA Tap 22 with 1019 V

Figure 3.68 shows the real-time data recorded in trial #1 and trial #4 as examples, including the
electrode position and the mean current and voltage variation over time. For trial #1, the
experimental data are analyzed as follows:

1) The electrode was firstly lowered by the operator to the position close to the scrap
surface at a uniform speed. When the distance of the gap was less than a certain
threshold, the arc was ignited, connecting the electrode and the scrap surface together,
making the electric circuit detect the current. This moment was designated as the
starting point (the 58th s).
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2)

3)

4)

After crossing the starting point, the electrode regulator took over the control of the
electrode movement. The electrode gradually descended dependent on the scrap
melting rate until the end of the electrode bore-down phase. During this period, the
current gradually climbed to the amperage set point and remained steady. The voltage
variation followed a similar pattern.

When the trial was near the end of the electrode bore-down phase (the 650th s), the
operator manually lifted the electrode and extinguished the arc to end the melting
process, which was shown as the liner rising of electrode position to the starting
position and the sharp drop of current and voltage values to zero.

In the late of the electrode bore-down phase, the scrap pile may collapse due to the
unstable bottom structure, which was reflected as the large fluctuations in the recorded
data at the 498th second. To reduce the unnecessary factors in the validation, the data
after the scrap collapse was not considered as the valid data for the validation, thus the
valid data was taken from the 58th s to the 498th s for trial #1. For the trials without

the scrap collapse, the valid data ended after the electrode lift-up.
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Figure 3.68. Experimental data — (a) trial #1 using shredded scrap;

(b) trial #4 using busheling scrap.
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Figure 3.69. Observations of the final electrode pit size.
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Figure 3.69 presents the observation of the final electrode pit size by the optical images and the
thermal images, among which the thermal images were captured with the FLIR TG297 portable
industrial high-temperature thermal camera with an accuracy range of 100 to 1030 degrees Celsius.
Since the gas inside the electrode pits is significantly heated during the bore-in, the pit region
appears bright white in the thermal images. Aligning the measurement center of the thermal camera
with the furnace center, the average temperature around the pit region is about 939 K (1230 F).

It is noted that the position offset of the measurement center may cause a certain deviation in the
measured value due to the long distance from the measured object. Outside the electrode pit region,
the measured temperature is significantly reduced to the ambient temperature around the furnace
wall. The comparison of CFD results and observations for the final electrode pit size is given in

Figure 3.70 with an average difference of about 9.18%.
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Figure 3.70. Comparison of CFD results and observations for final electrode pit size.

Figure 3.71 shows the comparison of CFD results and experimental data for the real-time electrode
position. The comparisons define the electrode position at the starting point of the valid data as 0.
It can be seen that the electrode descending speed slowed down as the electrodes gradually bored
into the scrap pile, which was caused by the repeated melting and solidification of liquid steel
underneath the electrode tip. The re-solidified liquid steel fulfilled the pores in between scrap
pieces leading to the reduction of the permeability and the increase of the scrap bulk density. In
the comparison, the average difference is about 15.39%. The error is caused by a relatively large

difference in the electrode position within the first 100 s. Considering that the newly-ignited arc is
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unstable during this period, Equation (3-57) may need to be adjusted accordingly to take the arc

instability into consideration, so that the relationship between the arc voltage and the arc length

can be correctly estimated to improve the electrode position prediction at the beginning of the

simulation.
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Figure 3.71. Comparison of CFD results and experimental data for real-time electrode position.

3.3.4.3 Scrap Melting Behavior

The results of a case study for the NLMK EAF scrap melting process under the typical run is

illustrated in this section. The evaluations and discussions of the scrap melting behavior, the

electric arc performance, and the burner performance are included.
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Figure 3.72 plots a series of results to show the overall scrap melting process. For the first bucket
charge, the electrode bore-down phase takes about 300 s, which is in line with the observations in
the plant. Under the effect of arc convection and radiation, only a small amount of scrap under or
around the electrode melted in the first 300 s. The four burners heat and melt the scrap
simultaneously from the surrounding cold spots by the combustion flame. The melted amount
during this period only accounts for 7.7% of the total scrap charge. The electrode bore-down phase
follows the main melting phase, which lasts 600 s (300 s to 900 s). During this phase, the central
electrode pit and the surrounding burner melting cavities are further enlarged by arc radiation and
flame convection. In the meantime, the arc continues to heat the bottom liquid bath so that the
scrap pile is also melted by the hot liquid bath from the bottom, which results in insufficient support
to the upper scrap, further causing the scrap to collapse. After 900 s, the second bucket of scrap is
charged. Newly-charged scrap fills the central electrode pit and the melting process restarts from
the electrode bore-down phase and follows the same inside-out, bottom-up melting pattern until
the end (900 s to 2500 s).
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Figure 3.72. Simulated scrap melting process.
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The above-described scrap melting process is quantitatively reflected in Figure 3.73, including
the remaining scrap mass and the real-time electrode position. It can be seen that the melting rate
of the main melting phase is much greater than that of the electrode bore-down phase. This is
because most of the liquid steel formed beneath the electrode is in direct contact with the cold
scrap and gas when dripping downwards, thereby causing its gradual re-solidification along the
traveling path. Therefore, during the electrode bore-down phase, the liquid steel does not drop
directly to the furnace bottom and merges with the liquid bath. After the electrode bore-down
phase, a large amount of melted scrap starts to raise the bottom bath level, which is indicated by

the corresponding electrode rising.
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Figure 3.73. Variation of scrap mass and electrode position.

Figure 3.74 shows the scrap melting profile (900 s) observation at the end of the first bucket
melting but before the second bucket charge. There is still a large amount of un-melted scrap
attached to the furnace wall and the melting profile is very irregular since the process is too
dynamic. The diameter of the central electrode pit is estimated to be about 3.3 meters to 4.3 meters.
Compared with the results at 900 s in Figure 3.72, the simulated scrap melting profile is relatively

regular, with an average diameter of 3.5 m, and the difference is ranging from 6.1% to 18.6%.
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Figure 3.74. Observation of scrap melting profile at 900 s.
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Figure 3.75. Simulated scrap collapse during melting.

Figure 3.75 shows the simulated scrap collapse process. The scrap collapse is first detected at 450
s after charging, i.e., the 450th s for the first scrap bucket charge and the 1350th s for the second
scrap bucket charge. In the initial stage of the collapse, it mainly occurs within a radius of about
1.7 meters from the center of the electrodes, after which it gradually extends to the entire scrap
pile. The collapse around the three electrodes is mainly caused by the bottom diameter of the

central electrode pit being larger than the upper diameter, while the overall vertical scrap collapse
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is mainly caused by the in-bath melting of the scrap pile. As melting and collapse progress, the
scrap melting profile at the vertical cross-section takes on a U-shape. It can also be seen from the
results that the in-bath scrap melting in the refining stage is slower than expected. This is the main

reason for 10 tons of un-melted scrap still remaining in the liquid bath at 2500 s.

Therefore, the stage-by-stage simulation methodology is recommended to capture the entire EAF
steelmaking process, i.e., extracting the last-moment result of the melting stage as the initial
conditions for the refining stage simulation. More details of the liquid steel refining simulation

will be illustrated later.

3.3.4.4 Electric Arc Performance

Figure 3.76 shows the variation of the arc radiation distribution overtime on the furnace roof and
wall estimated by the Monte Carlo method described above, the quantitative representations of

which are given in Figure 3.77.
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Figure 3.76. Simulated arc radiation distribution on furnace roof and wall.
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Figure 3.77. (a) variation of share of arc heat dissipation; (b) variation of arc radiation

distribution.

Taking the second bucket charge as an example, in about 50 s (900 s to 950 s) after arc ignition,
30% to 40% of the arc heat can be dissipated through convection (25% to 35%) and electron flow
(5%) to directly melt the scrap under the electrode tip, while 60% to 70% of the arc heat is radiated
to the surroundings. During this period, the arc is completely exposed on the freeboard above the
scrap pile leading to only 45% of the arc radiation being effectively absorbed by the scrap surface
and the rest being lost to the furnace roof and wall. As the electrodes bore down into the scrap pile
(950 s to 1150 s), the visibility of the arc to the furnace wall and roof gradually decreases, and
most of the arc radiation is blocked by the scrap pile, causing its arc radiation absorption to increase

significantly (45% to 98%). When there is no visibility between the arc and the furnace wall (1000
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s), the share of arc radiation to the furnace wall is reduced to 0. At this time, only part of the furnace
roof above the central electrode pit can receive arc radiation through the pit opening. When the
electrode descents to the lowest position, the arc length and current reach the maximum values and
remain relatively stable. Since then, about 80% to 85% of the arc heat can be transferred to the
surrounding by radiation, and the rest of the arc heat directly heats the bath below the electrode
tip. As the scrap collapses and the central electrode pit gradually expands, the share of arc radiation
received by the furnace roof increases again (1150 s to 1500 s) and then remains stable at around
13%. From 1500 s onwards, the furnace wall becomes visible to the arc again, and the share of arc
radiation it receives also begins to climb. The arc radiation received by the scrap surface gradually

decreases in stead during this process.

Subsequent optimization of electrical energy utilization efficiency should focus on increasing the
arc radiation to scrap surfaces while reducing arc radiation lost to the furnace roof and wall during
melting. A feasible approach is to increase the electrode bore-down speed to reduce the arc heat
loss in the initial stage of melting. In addition, the simulation results also show that the highest
proportion of radiation to the furnace roof is at the beginning of the electrode bore-down phase,

which can reach up to 30%, thus the arc reflection occurs frequently at this moment.

3.3.4.5 Burner Performance

Figure 3.78 shows the streamlines of the combustion gas produced by four coherent jet burners,
colored by the gas temperature. The scrap pile in the furnace is adjusted to be grey-white for better
readability. It can be seen that the combustion gas has the characteristics of high temperature and
speed inside the burner melting cavities. Intense heat and momentum exchanges with the porous
scrap pile occur when the combustion gas is pushed into it, causing the scrap temperature to
increase fast while the gas temperature and velocity are significantly reduced. Due to its lower
density, the combustion gas eventually meets in the freeboard region with the effect of buoyancy,
and its remaining temperature further heats the freeboard region. As the melting progresses, the
volume of the burner melting cavities is growing, and more high-temperature combustion gas
directly enters the freeboard region through those big cavity openings without good heat exchange
with the scrap pile. This results in a progressive drop in the burner efficiency, while the freeboard

temperature rises instead.
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Figure 3.78. Streamlines from burners (colored by gas temperature).

The above process is quantitatively shown in Figure 3.79, including the variations of burner
efficiency, gas temperature, and liquid temperature. For the first bucket charge, the burner
efficiency decays from an initial 90% to 75% within 900 s. A second bucket charge then refills the
melting cavities in front of the burners, enhancing the heat exchange between the combustion gas
and the scrap pile, resulting in a short increase in burner efficiency. As melting progresses, the
burner melting cavities gradually expand again, whereupon the burner efficiency also begins to
decline. It is noted that the burner melting cavities merge with the central electrode pit at about
1700 s, from when the burner efficiency drops dramatically. This is because there is no more scrap
in front of the burners to absorb the heat released by the combustion flame. Accordingly, a large
amount of high-temperature combustion gas directly enters the freeboard region, causing the
freeboard temperature to rise sharply, which can be seen in Figure 3.79 (b).
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Therefore, for the actual EAF operation, it is recommended to adjust the burner operation from the
burner mode to the lance mode after 1700 s, because the lance mode only uses a small fuel flow
rate (about 100 SCFM) to generate a flame envelope to protect the central supersonic oxygen jet,
and the main function of the burner at this time is to deliver the oxygen to the bath instead of
melting the scrap, which can improve the chemical energy utilization and also improve the in-bath

scrap melting rate.
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Figure 3.79. (a) variation of burner efficiency; (b) variation of gas/liquid temperature.

3.3.4.5 Summary

This section presents the results from the scrap melting simulator, which simulates the scrap

melting stage, that is, the scrap melting by both AC electric arc and coherent jet burner in an
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industry-scale EAF. The experimental validations of the scrap melting by arc were first time

designed and implemented for the industry-scale NLMK 150-ton EAF, and a relatively good

agreement was found by comparing the results with the experimental observations. The simulator

was applied to investigate and reveal the physical principles in the scrap melting stage, and the

major conclusions were made as follows:

1)

2)

3)

4)

The electrode bore-down phase takes about 300 s and only 7.7% of the total scrap
charge is melted in this phase due to the re-solidification of the liquid steel during
dripping.

The scrap melting in the main melting phase follows the inside-out, bottom-up melting
pattern until the end. During this phase, the first scrap collapse normally happens at
450 s after charging. The collapse around the three electrodes is mainly caused by the
bottom diameter of the central electrode pit being larger than the upper diameter, while
the overall vertical scrap collapse is mainly caused by the in-bath melting of the scrap
pile. The scrap melting profile normally takes on a U-shape at the vertical cross-section.
After arc ignition, 60% to 70% of the arc heat is radiated to the surrounding
environment, of which only 45% of the arc radiation is effectively absorbed by the
surface of the scrap steel, and the rest is lost to the furnace roof and furnace wall. The
arc radiation absorbed by the scrap surface gradually climbs to 98% as the electrodes
bore down into the scrap pile, then decrease and is stable at 80% to 85% as the scrap
collapses and the central electrode pit gradually expands.

The burner efficiency decays from an initial 90% to 75% for the first bucket charge. A
second bucket charge can make a short increase in burner efficiency, but as the burner
melting cavities gradually expand again, the burner efficiency begins to decline again.
At about 1700 s, the burner efficiency drops dramatically since there is no more scrap
in front of the burners to absorb the heat released by the combustion flame. Therefore,
a large amount of high-temperature combustion gas directly enters the freeboard region,

resulting in a fast rising of the freeboard temperature.
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3.3.5 In-bath Decarburization Simulator

This section presents the results from the in-bath decarburization simulator, which
couples/integrates the scrap melting model, the coherent jet model, and the oxidation model to

simulate the in-bath decarburization process in the liquid steel refining stage.

3.3.5.1 Simulation Conditions

The baseline case of the in-bath decarburization simulator is performed in the liquid bath region
of an industry-scale SDI AC EAF with four coherent jet burners and a door lance aiming to stir
the bath and deliver the oxygen for refining. Four coherent jet burners are distributed 90 degrees
apart on the four corners of the furnace and the door lance is inserted into the bath through the slag
door located at the rear of the furnace to auxiliary the refining, thus five jet penetration cavities in
total are generated on the bath surface as shown in Figure 3.80. The procedure of jet penetration
cavity estimation has been detailly illustrated in the earlier sections. The slag layer is not included
in the computational domain, that is, the top surface of the domain is the bottom surface of the slag
layer. For a better mesh quality, complicated structures are simplified, and the total element

number is 0.3 million after the mesh sensitivity study.

Coherent Jet

Coherent Jet Burner #4
Burner #3 ————

Coherent Jet
Burner #2

Figure 3.80. Computational domain for in-bath decarburization simulation.
All four coherent jet burners used in the refining stage are under the lance mode, whose the primary

oxygen nozzle with a high flow rate (around 1200 SCFM) produces the supersonic oxygen jet,

while the corresponding flow rates of the fuel nozzle and the secondary oxygen nozzle are
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relatively low (around 80 SCFM), only to generate the shrouding combustion flame envelop to
protect the central supersonic oxygen jet and slow the momentum decay in its traveling path. The
initial liquid bath temperature is obtained from the previous scrap melting simulation, which is
1850 K in the present study. Other key parameters used in the simulation are given in Table 3.18.

Table 3.18. Key parameters in the model.

Name of Parameter Value
Slag layer density 4350 kg/m®
Slag layer height 0.381m
Angle of jet inclination 40° from horizontal

3.3.5.1 Validations

3.3.5.1.1 Jet Penetration Depth

The validation of the jet penetration cavity estimation was done by comparing the predicted jet

penetration depth with the measurement data provided by the industry collaborator Linde.
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Figure 3.81. Validation for the estimated jet penetration depth.

With the fixed burner operating conditions, different jet penetration depths were first measured in

the water model under the successive increasing distance between the jet nozzle exit and the liquid
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steel bath surface, and then converted into the data for the real EAF operations. Six sets of available
data were obtained for the present validation. It can be observed that when the nozzle-liquid surface
distance is greater than the jet potential core length, the jet penetration depth can be significantly
decreased due to the sharp-reduced jet momentum when reaching the liquid bath surface. Instead,
if the nozzle-bath distance is less than the jet potential core length, the jet maintains the same axial
velocity but the area of the jet mixing zone in the radial direction increases with the increase of the
nozzle-bath distance. This results in a reduction of the jet maximum pressure gradient in the mixing
zone, thereby reducing the jet penetration ability inside the liquid steel bath. The comparisons
between the model predictions and the measured data for six sets are given in Figure 3.81 with a

percentage error of less than 10%.

3.3.5.1.2 Results at Tapping

The validation of the in-bath decarburization simulator was conducted by comparing the industrial
data and the simulation results at tapping in an SDI typical run. The instant oxygen concentration
and bath temperature were measured by the test rod inserted through the slag door once a time
before and after the refining, in which the measured oxygen concentration was converted to the

corresponding carbon content by the system automatically.

Table 3.19. Comparison of results at tapping (800 seconds).

Total [%C] Reduction Tapping Temperature
Measurements (SDI) 92.7% (0.41% — 0.03%) 1922 K
Simulations (This Study) 77.6% (0.41% — 0.092%) 1914 K
% Difference 16.3% 0.42%

The present study adopted the measured carbon content before the refining stage as the initial
carbon content for the in-bath decarburization simulation and compared both the simulated final
carbon content and the final tapping temperature at the end of the refining stage with measurement
data to evaluate the model accuracy. The comparison results are given in Table 3.19 with
percentage differences of 16.3% and 0.42%, respectively. The error in the total carbon reduction

prediction is mainly caused by different measurement locations. For the industrial data, the
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measurement of carbon content is always taken from the region near the slag door, while the
simulation data is based on volume-averaged. If taking the simulation data of carbon content near

the slag door, the error can be reduced to 10.3%.

3.3.5.2 Stirring Mechanism

This section firstly performed the simulations without considering the in-bath chemical reactions
(i.e. without oxidation model) to investigate the in-bath stirring mechanism under a cold flow field
scenario. Generally, there are different stirring mechanisms that affect the flow characteristics of
the molten bath, including the momentum stirring, the bubble stirring, and the electromagnetic
stirring. Moreover, the buoyancy force arising from the bath temperature gradient and the bath
concentration gradient also make contributions to stirring the bath. In the present study, the
electromagnetic stirring is assumed to be neglected in this AC EAF due to the fact the induced
electromagnetic field is limited to the small region around the arcs and has a minor effect on the
molten bath flow [151-153]. The stirring caused by the buoyancy-driven flow was already
involved in the model by applying the Boussinesq hypothesis for the liquid steel phase. The rest
two stirring mechanisms, that is, the momentum stirring and the bubble stirring, are considered to
be the main stirring power in the refining process, which are of great interest to be investigated in

the present study.

For the coherent jet burner, the distance between the burner nozzle exit and the liquid steel bath
surface is usually controlled to be within the jet potential core length to guarantee the coherent jet
can maintain a relatively high kinetic energy when reaching the liquid steel bath. Under this
condition, the coherent jet is able to push the liquid steel aside to form a cavity and transfer the
momentum to the bath simultaneously. Generally, only a portion of the jet momentum can be
transferred to a liquid steel bath for generating effective stirring. Sano et al. [137] reported that
only 6% of the total jet momentum is transferable and this value has also been proved to be suitable
in the current simulation under the given burner operating conditions. The stirring generated by
this direct momentum transfer is called the momentum stirring. Another critical stirring
mechanism during the refining process is the bubble stirring. The decarburization reaction will

generate the CO bubbles that float upward together with oxygen bubbles quickly, creating a strong
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stirring power inside the liquid steel bath due to the bubble-liquid drag force. The CO bubbles are
eventually be absorbed by the slag layer to go through the subsequent chemical reactions there. It
has been reported that the bubble stirring plays a key role in the homogenization of the flow field,
therefore the following investigation is aimed to reveal the impact of those two stirring

mechanisms on the flow development.
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Figure 3.82. Momentum stirring without bubble stirring.
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Figure 3.83. Momentum stirring with bubble stirring.

The comparison of the flow field with and without the bubble stirring is given in Figure 3.82 and
Figure 3.83. The high momentum transferred from the jet penetration cavity surface pushes the
liquid steel flowing in the cavity axial direction, meanwhile generating vortexes on both sides of
the cavity. The volume-averaged liquid bath velocity fluctuates around a value of 0.01425 m/s.
Figure 3.83 shows the case considering both the momentum stirring and the bubble stirring.
Compared with the case without the bubble stirring, the flow pattern is totally changed with the
opposite vortexes occurring near the jet cavity. This is mainly due to the intensive oxidation
reactions generating the stronger bubble stirring, which dominates the flow and leads to better
mixing. The volume-averaged velocity of the liquid steel bath is approximately 0.1485 m/s, which

is about 10 times as much as the case only considering the momentum stirring. From this
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comparison, it can be seen that bubble stirring greatly promotes the homogenization of the liquid

steel bath and is one of the most important stirring mechanisms in the EAF refining stage.

Figure 3.84. In-bath tracer mass fraction variation over time (with momentum transfer and

bubble stirring).

The bath mixing efficiency evaluations for both cases were conducted with the results given in
Figure 3.84 and Figure 3.85. A tracer is introduced in the center of the liquid steel bath, and the
area-averaged tracer concentration is monitored at three different horizontal planes in the bath to
evaluate the mixing time. The vertical distance of those three horizontal planes from the furnace
bottom is 0.07 m (plane monitor 1), 0.47 m (plane monitor 2), and 0.57 m (plane monitor 3),
respectively. Plane monitor 1 is very close to the furnace bottom surface, which is aimed to monitor
the dead zone and guarantee the full diffusion of the tracer in the domain. Figure 3.84 plots the
in-bath tracer mass fraction variation over time, and Figure 3.85 shows the variation of the tracer
molar concentration over time. When the fluctuation in the tracer molar concentration is negligible,

the liquid steel bath reaches the fully-mixing status whose time is defined as the mixing time.
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Without the bubble stirring, the mixing time is estimated to be 1665.3 s and is almost 9.5 times
longer than the time needed for the case with the bubble stirring, which further proves the

significance of the bubble stirring.
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Figure 3.85. Mixing time of flow field — (a) without bubble stirring; (b) with bubble stirring.

3.3.5.3 Refining Efficiency

The in-bath decarburization simulator can be used to simulate the thermodynamic and kinetic
coupled two-phase reacting flow to reveal the liquid steel refining efficiency. Generally, the carbon
content and the bath temperature are two important indicators for the furnace operators to decide
the time for tapping the liquid steel, thus the present study also uses them to evaluate the refining

efficiency.
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The variations of the volume-averaged bath temperature, carbon mass fraction, and manganese
mass fraction from the simulations are plotted in Figure 3.86. After 800 seconds of refining
(around 13 minutes), the simulated tapping temperature 1914 K, while the carbon content is
decreased from 0.41% to 0.092% with a 0.318% reduction in total. The differences are respectively
16.3% and 0.42% compared with measurement data in SDI AC EAF. It is noted that the later bath
temperature rising rate and decarburization rate become slower than that at the beginning of
refining due to the smaller temperature/concentration difference, and the bath temperature is
already close to the tapping temperature after 200 seconds. The oxides including CO, FeO, and
MnO are generated within the bath and float upwards with the liquid flow until reaching the top
surface of the domain, where they are eliminated to represent the absorption by the slag layer. The
absorption amounts are used in the slag foaming model to estimate the slag forming height required
by the freeboard post-combustion simulation.
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Figure 3.86. Variation of volume-averaged bath temperature, carbon content, and manganese

content during refining.
The contours in Figure 3.87 and Figure 3.88 visualize the detailed distributions of in-bath carbon

content and bath temperature, which are plotted on the cross-section plane through coherent jet

burner #1.
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Figure 3.87. Variation of simulated in-bath carbon distribution near burner #1.
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Figure 3.88. Variation of simulated bath temperature near burner #1.

It can be seen that the carbon content maintains relatively low near the jet penetration cavity due
to a large amount of the oxygen bubbles injected through the cavity surface. The oxygen first
oxidizes the reactive substances there and the excess oxygen either travels with the flow to the
farther region or directly floats upward by the buoyancy and is absorbed by the slag layer bottom
surface. Generally, due to the concentration difference and stirring effect, the carbon will continue
to move to the vicinity of the jet penetration cavity and react with the remaining or newly injected
oxygen to generate the CO bubbles. The CO bubbles cause the aforementioned bubble stirring, in

turn, impacting the flow field. Moreover, since the oxygen reactions mainly occur around the jet
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cavity, a large amount of chemical energy is released there heating up the liquid steel bath.
Therefore, a red region representing high temperature can be observed around the jet penetration
cavity in the contours. This thermal effect spreads to the entire liquid steel bath over time, resulting
in a significant overall bath temperature rise.

3.3.5.4 In-bath Carbon Distribution

The current burner arrangement of the furnace is based on the arrangement commonly used in the
industry, that is, the four coherent jet burners are pointed 45-degree downward to deliver oxygen
to the bath and an immerged door lance through the slag door is also used to inject the oxygen.

The variation of the simulated in-bath carbon distribution is plotted in Figure 3.89.
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Figure 3.89. Variation of simulated in-bath carbon distribution.

It can be seen that the current burner arrangement results in an uneven carbon distribution in the
liquid steel bath and the decarburization rate in the front part of the furnace is much slower than
elsewhere. When the refining progresses and reaches around 200 seconds (about 3 minutes), the
average carbon content in the front part of the furnace is about twice higher than that of other

places. It is not difficult to tell from the burner arrangement that most of the burners are located in
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the middle or rear of the furnace, which leads to issues including the weak stirring and less oxygen
injection in front of the furnace. The decarburization in this front region mainly depends on the
overall flow pattern in the bath, that is, the high carbon liquid steel flow travels from the front of
the furnace to the middle or rear of the furnace so that the carbon content can be reacted with rich
oxygen there. Obviously, such decarburization is very inefficient. If an inappropriate flow pattern

occurs, the decarburization process may cause a serious production delay.
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Figure 3.90. In-bath carbon mass fraction (0.5 m from furnace bottom) at tapping.

Figure 3.90 further plots the detailed carbon mass fraction distribution on a plane (0.5 m from
furnace bottom) at tapping. Obviously, the aforementioned uneven carbon distribution exists not
only during the decarburization process but also at the end of the refining. Typically, the furnace
operator inserts the test rod into the liquid steel bath through the slag door to measure the carbon
content, whose value is used to represent the overall in-bath carbon content. Once both bath

temperature and carbon content meet the requirement, the liquid steel can be tapped from the EAF.
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Based on the simulation results, the carbon content near the slag door only reflects the status at the
rear of the furnace since the bath is not well-stirred under the current burner arrangement. The
simulated carbon content at the front of the furnace is 1.2 times higher than that at the rear of the
furnace. Therefore, the direct tapping may result in the carbon content in the liquid steel exceeding

the requirement.

3.3.5.4 Effect of Coherent Jet Burner #5 on Refining Efficiency

Based on the previous issue, SDI is interesting in replacing the original burner #5 to be a coherent
jet burner for a better stirring and oxygen delivery in the front of the furnace, as shown in Figure
3.91 and Figure 3.92.
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Figure 3.91. Coherent jet burner #5 in SDI EAF.
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Figure 3.92. Computational domain with coherent jet burner #5.
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The original burner #5 is a conventional burner, which normally does not involve in their EAF
steelmaking process due to the undesired performance. The present study is aimed to reveal the
impact of using coherent jet burner #5 on the refining efficiency and provide the guidance for

potential furnace upgrade.

Figure 3.93 shows the simulation results of the refining efficiency comparison with and without
coherent jet burner #5. It can be seen that installing this burner brings an increase in tapping
temperature from 1913 K to 1917 K and a reduction in tapping carbon content from 0.092% to
0.071%. Therefore, 2.5 minutes can be saved for each heat using the same tapping criteria as before,
which leads to the fact that 2 more heats can be completed in the daily production producing

considerable economic benefits throughout the year.
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Figure 3.93. Refining efficiency comparison with and without coherent jet burner #5.

Figure 3.94 plots the detailed carbon mass fraction distribution at tapping on the same plane as
that in Figure 3.90. Under the consistent color range, the in-bath carbon content uniformity is
largely improved by introducing the coherent jet burner #5. Meanwhile, the overall refining
efficiency is further improved with the same amount of time, which can be reflected by the lower
carbon mass fraction in the plot. Therefore, it is suggested to take the action for upgrading the

original burner #5 to a coherent jet burner.
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Figure 3.94. In-bath carbon mass fraction (0.5 m from furnace bottom) at tapping with burner #5.

3.3.5.5 Summary

This section presents the results from the in-bath decarburization simulator, which simulates the

in-bath decarburization process in the liquid steel refining stage. The validations including the jet

penetration depth and the tapping result were performed by comparing the results with the

industrial measurement data, which shows relatively good accuracy of the simulator. The simulator

predicts the liquid-gas two-phase reacting flow system for the analysis of the stirring mechanism,

refining efficiency, and the in-bath carbon distribution. The main conclusions made by the present
study are listed below:

1) The bubble stirring is proven to greatly promote the homogenization of the liquid steel

bath and is one of the most important stirring mechanisms in the EAF refining stage.

The bubble stirring needs to be considered as one of the fundamental stirring

mechanisms for the future in-bath simulation.

207



2)

3)

4)

A large amount of the oxygen bubbles injected from the cavity surface first oxidizes
the reactive substances there releasing a large amount of the heat to the bath, while the
excess oxygen either travels with the flow to the farther region or floats upward by the
buoyancy and be absorbed by the slag layer. The carbon continues to move to the
vicinity of the jet penetration cavity and react with the remaining or newly injected
oxygen to generate the CO bubbles. The CO bubbles can float up with the flow causing
the aforementioned in-bath bubble.

The current SDI burner arrangement results in an uneven carbon distribution in the
liquid steel bath and the decarburization rate in the front part of the furnace is much
slower than elsewhere. The burner arrangement that most of the burners are located in
the middle or rear of the furnace, which leads to issues including the weak stirring and
less oxygen injection in front of the furnace. Such decarburization is very inefficient.
If an inappropriate flow pattern occurs, the decarburization process may cause a serious
production delay

Introducing the coherent jet burner #5 to the original furnace can largely improve the
in-bath carbon content uniformity and accelerate the refining process. 2.5 minutes can
be saved for each heat using the same tapping criteria as before, which leads to the fact
that 2 more heats can be completed in the daily production producing considerable

economic benefits throughout the year.

3.3.6 Freeboard Post-Combustion Simulator

This section presents the results from the freeboard post-combustion simulator, which
couples/integrates the coherent jet model, the electric arc model, and the slag foaming model to
simulate the freeboard post-combustion process in the liquid steel refining stage.

3.3.6.1 Simulation Conditions

The freeboard post-combustion simulates the baseline case in an industry-scale SSAB 160-ton
EAF, whose computational domain is given in Figure 3.95. The domain refers to the freeboard
region above the slay layer with the bottom of the domain as the top slag surface allowing the CO

from the bath to enter the freeboard for the post-combustion.
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Figure 3.95. Computational domain for freeboard post-combustion simulation.

Table 3.20. Material thermal properties.

Material Specific Heat ~ Thermal Conductivity — Emissivity
Water-cooling Panel Steel 502 J/kg-K 75.83 W/m-K 0.8
Refractory MgO 874 Jlkg-K 4 W/m-K 0.31
Electrode Graphite 710 J/kg-K 230 W/m-K 0.85

It can be seen that five coherent jet burners are installed on both sides of the furnace wall to
generate the supersonic oxygen jet shrouded by the combustion flame, which is simulated by the
coherent jet model, and the coherent jets leave the domain through five outlets on the bottom of
the domain. The furnace sidewall, balcony, exhaust, and burner station wall are all covered by the
water-cooling panel to absorb the heat from the freeboard region due to the post-combustion,
whose heat fluxes are calculated based on the industrial data provided by SSAB. The electric arc
plasma generated by the electrode is treated as a small cylinder beneath the electrode tip in the
computational domain. The slag foaming model is adopted to estimate the height for this column
(i.e. exposed arc length), which has been detailed in the earlier sections. The boundary conditions
for the exposed arc column are obtained from the arc heat transfer database and the arc momentum
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transfer database determined by the electric arc simulator to consider the arc radiation effect and
the plasma acceleration effect in the simulation. After the mesh sensitivity study, the total element
number in the mesh is 4.8 million for the baseline simulation with some reasonable simplifications
of the complicated furnace structure to guarantee the mesh quality. Key material thermal properties
adopted in estimating the boundary conditions in Figure 3.95 are listed in Table 3.20. The
freeboard post-combustion simulator performs a steady-state simulation in the present study

assuming the furnace operations remain unchanged during the entire liquid steel refining stage.

3.3.6.2 Validations

The freeboard post-combustion simulator was validated by the sidewall temperature prediction
under two typical furnace operating conditions were selected including a no-overheating scenario
and an overheating scenario as shown in Figure 3.96.

No-overheating Scenario (Arc Power = 72.5 MW)

120 200
. I 180 &%
z g
é 160 E
5 140 =
E 120 2
© 40 T ——Arc Power + 100 ©
< 20+ Water Cooling Panel Temp. 1 g0 é?

0 S )
5060 5080 5100 5120 5140 5160
Operating Time (s)

Overheating Scenario (Arc Power =99.1 MW)

120 200
s 100 'W 180 &
S s0 /sv T 160 g-
= : T 140 &
S 60 - 1 B
é L + 120 =
o 40 T A Power + 100 ©
< 20 | Water Cooling Panel Temp. 1 50 g

0 R A )
5200 5220 5240 5260 5280 5300

Operating Time (s)

Figure 3.96. Analysis of water-cooling panel temperature.
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If the SSAB EAF was operated at 72.5 MW arc power, the water-cooling panel temperature
reported by the sensor remained relatively stable whose outlet water temperature was about 140 F.
However, outlet water temperature increased significantly if elevating the arc power to 99.1 MW,
which further triggered the warning alarm indicating the water-cooling panel overheating occurred
inside the furnace. To protect the water-cooling panel, the system will reduce half of the arc power

or even turn off the electric input, which impacts the production a lot.

The freeboard post-combustion simulator adopted the same operating conditions to reproduce the
above two scenarios, whose results are given in Figure 3.97. It can be seen that the simulated
maximum side wall temperature is about 1759 K lower than the warning temperature if the furnace
is operated under 72.5 MW arc power, which indicates the overheating does not occur in the
simulator results and is in line with the observation. If the arc power is further increased to 99.1
MW, the simulated maximum side wall temperature can reach up to 1809 K exceeding the warning
temperature, which indicates there has been an overheating in the simulation and is consistent with

the report.
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Figure 3.97. Simulation results for validations — (a) no-overheating; (b) overheating.

Considering that the no-overheating prediction and the overheating prediction are based on the
correct simulation of the post-combustion in the freeboard region, the correct predictions for both
scenarios prove that the freeboard post-combustion simulator has relatively good precision.
Therefore, the potential causes of the water-cooling panel overheating can be investigated using

this simulator.
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3.3.6.3 Baseline Results

The key quantities distributions inside the furnace simulated from the baseline freeboard post-
combustion simulator are given in Figure 3.98 including the CO mass fraction distribution, the
CO2 mass fraction distribution, the gas temperature distribution, and the streamline colored by

velocity.
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Figure 3.98. Baseline simulation results — (a) CO mass fraction distribution; (b) CO2 mass

fraction distribution; (c) gas temperature distribution; (d) streamline colored by velocity.

From the figures Figure 3.98 (a) and Figure 3.98 (b), the CO entering the freeboard through the
bottom of the domain undergoes sufficient post-combustion with oxygen provided by the coherent
jet and produces CO2, thereby maintaining the areas near the burners with a relatively low CO
mass fraction. For the regions away from the coherent jets, for example, the balcony, the oxygen-
lean condition then results in insufficient post-combustion, which is reflected in the high CO
concentration. Overall, the CO concentration decreases with the increase of the vertical height. On
the other hand, intensive post-combustion tends to release more heat and cause heat accumulation.

If the heat cannot be effectively discharged outside the furnace, a local high-temperature region
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may be formed, as shown near the burner #1 in Figure 3.98 (c) and cause the local overheating
inside the furnace. Normally, the region under the exhaust has more intensive vortexes which help

to eliminate the local heat accumulation, as shown with the streamline in Figure 3.98 (d).

3.3.6.4 Investigations of Water-cooling Panel Overheating

The freeboard post-combustion simulator was adopted to troubleshoot the SSAB water-cooling
panel overheating from five perspectives, including the burner operation mode, the burner
operating conditions, the bath level, the arc power, and the lime input.

3.3.6.4.1 Effect of Burner Operation Mode

From SSAB data, both burner mode and lance mode were used for the liquid steel refining, whose
operating conditions under different modes are given in Table 3.21.

Table 3.21. Burner operating conditions under different modes.

Nozzle Name Burner #1 Burner #2 Burner #3 Burner #4 Burner #5
Primary Oxvaen 300 SCFM/1154 SCFM 0
y Oxya (Burner Mode/Lance Mode)
250 SCFM/70 SCFM
Secondary Oxygen (Burner Mode/Lance Mode) 520 SCFM
Natural Gas 248 SCFM/68 SCFM 230 SCFM/250 SCFM
(Burner Mode/Lance Mode) (Burner Mode/Lance Mode)

Under the lance mode, the primary oxygen nozzle with a high flow rate produces the supersonic
oxygen jet, while the corresponding flow rates of the fuel nozzle and the secondary oxygen nozzle
are relatively low, only to generate the shrouding combustion flame envelop to protect the central
supersonic oxygen jet and slow the momentum decay in its traveling path. This mode aims to
deliver more oxygen to the bath and creates stronger in-bath stirring. As for the burner mode, the
flow rate of the primary oxygen nozzle is largely reduced instead so that the central oxygen jet is
routinely to be in subsonic or sonic status. The corresponding flow rates through the fuel nozzles
and the secondary oxygen nozzles are significantly elevated, which creates a larger flame and a
higher burner power to achieve the purpose of scrap melting. These two different modes were
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mixed used in the SSAB EAF refining stage, which may affect the post-combustion and gas flow
of the freeboard, thus it is necessary to investigate the potential impact of burner operation mode

on the overheating of the water-cooling panel.

In the present group study, the arc column is assumed to be covered by the slag layer meaning all
arc power goes into the slag layer and the arc radiation does not directly impact the furnace wall
temperature. The impact of arc exposure will be discussed in the later section. All five burners in
the furnace are assumed to be operated in the same mode. The simulation results are given in
Figure 3.99. The results show that the sidewall temperature distributions under different burner
operation modes are similar to each other. The average sidewall temperature using the lance mode
is slightly higher than that of using the burner mode due to the more intensive post-combustion
above the bath. The maximum sidewall temperature can reach up to 1640 K under the lance mode
but is lower than the warning temperature. The side with three burners for both cases experiences
a much higher temperature compared with the other side, which indicates that the burner
arrangement is inappropriate and the side with three burners is easier to have the potential local
overheating issue. Figure 3.100 shows the sidewall temperature distribution in four directions to
further support the previous analysis. Overall, the inappropriate burner arrangement or different
burner operation modes do not directly result in overheating in the present conditions, but the
water-cooling panel has a high potential to be overheated near burner #1, burner #2, and burner
#5. Trouble-shootings will focus on analyzing effects of the burner operating conditions, the bath

level, the arc power, and the lime input in the next four sections.

K]

(a) Side Wall Temperature Overview [All Burners in Burner Mode] (b) Side Wall Temperature Overview [All Burners in Lance Mode]

Figure 3.99. Effect of burner operation mode on sidewall temperature distribution.
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Figure 3.100. Sidewall temperature distribution in four viewing directions.

3.3.6.4.2 Effect of Burner Operating Conditions

From Table 3.21, it is noted that burner #4 and burner #5 operated under the burner mode are
without the primary oxygen, which is different from the rest burners and was also not in line with
the normal burner operating conditions. All oxygen deliveries to the bath were directly coming
from burners #1, burner #2, and burner #3. Such operations can be understood as reducing the
liquid splashing to the slag door, but they may also result in inappropriate combustion and an
unbalanced burner power input. Therefore, the impact of burner operating conditions on the

sidewall temperature is explored in this group.

To evaluate the consequence of the inappropriate combustion, the total burner power input of 5
burners is averaged to ensure each burner has the same input power and each type of the nozzle
has the same flow rates. This adjustment creates appropriate combustion but enlarges the high-
temperature area on the sidewall, and the uniformity of the sidewall temperature gets worse, as
shown in Figure 3.101 (a) and (b). The average and maximum value of the sidewall temperature
after the adjustment increases from 1613 K to 1614 K and from 1643 K to 1646 K, respectively.
The standard deviation and the extreme wall temperature difference also indicate that the
uniformity of the sidewall temperature distribution is reduced with the corresponding standard
deviation changing from 6.37 K to 6.71 K and the extreme side wall temperature difference from

38.85 K to 41.35 K. Such conclusions can be explained by the separate coherent jet simulation
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results given in Figure 3.102. The burner without the primary oxygen makes the hot gas be easier
to mix with surrounding low-temperature gas reducing the impact on the sidewall temperature.

With the primary oxygen, the combustion is reinforced leading to a higher wall temperature.

(b) Average Power Inputs of 5 Burners (c) Burner #1 off; Average Power Inputs of 4 Burners

Figure 3.101. Effect of burner operating conditions on sidewall temperature distribution.
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Figure 3.102. Coherent jet simulations with and without the primary oxygen.

To evaluate the consequence of the unbalanced burner power input, burner #1 is turned off to

ensure the same number of burners on both sides, meanwhile averaging the operating conditions
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among 4 burners to ensure the total burner power input is the same as the original. From Figure
3.101 (c), the high-temperature region near burner #1, burner #2, and burner #5 is greatly reduced,
and the corresponding average and maximum wall temperature can be reduced from 1613 K to
1610 K and from 1643 K to 1630 K, respectively. The standard deviation and the extreme wall
temperature difference also reflect the increase in the side wall temperature uniformity: the
standard deviation was reduced from 6.37 K to 5.54 K and the extreme side wall temperature
difference is also reduced from 38.85 K to 29.8 K. Therefore, although the unbalanced burner
arrangement does not directly result in overheating in the present conditions, it is the main cause
to create the local high-temperature region near burner #1, burner #2, and burner #5. Overheating

is easy to happen there if having other inappropriate furnace operations.

3.3.6.4.3 Effect of Bath Level

The amount of scrap charged in the furnace determines the bath level. Obviously, the larger the
charge amount, the higher the bath level is, leading to more intensive post-combustion near the
water-cooling panel on the sidewall. The present group is to quantitatively reveal the potential
impact of the bath level on the sidewall temperature distribution.
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Figure 3.103. Effect of bath level on sidewall temperature distribution.
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Figure 3.103 demonstrates four different furnace sidewall temperature distributions with bath
level 5°°,10°’, 15°°, and 20°’ away from the slag line. It can be seen that decreasing the bath level
can reduce the area of the local high-temperature region near burner #1, burner #2, and burner #5.
The average sidewall temperature can be reduced from 1613 K to 1606 K, and the average side
wall temperature is decreased from 1643 K to 1635 K. Moreover, with the increase in the distance
below the slag line, the standard deviation is increased from 38.85 K to 46.5 K, and the extreme

wall temperature difference is increased from 6.37 K to 7.1 K.

In fact, decreasing the bath level does not eliminate the overheating issue directly, but moves the
high-temperature region from the water-cooling panel to the refractory surface. From the
perspective of avoiding the water-cooling panel overheating, charging less scrap can somehow
help to reduce the possibility of having hot spots occurring there.

3.3.6.4.4 Effect of Arc Power

The present group aims to reveal the relation between arc power and arc exposure. From the
electric arc simulator results, increasing the arc power gives a longer arc during the operation. If
the slag layer is not well-foamed to cover the entire arc, the exposed arc directly emits a large
amount of radiation to the freeboard region, which may promote the high-temperature region near
burner #1, burner #2, and burner #5 to exceed the warning temperature and damage the water-
cooling panel system. The present study covers the arc power ranging from 46 MW to 112.3 MW,

and the corresponding results are given in Figure 3.104 and Figure 3.105.

For the SSAB furnace, if the arc power is controlled within 59 MW, the electrode tip can be fully
immersed into the slag layer and there is no arc exposure to the freeboard region. Under this
condition, the arc heat is fully absorbed by the slag and maximizes the input electric energy
utilization during the refining, and the maximum sidewall temperature is about 1617 K. If the arc
power is further increased to the value between 59 MW to 99.1 MW, the partially exposed arc
starts to heat up the entire furnace sidewall through radiation, and both average sidewall
temperature and maximum sidewall temperature climb significantly. Once the arc power exceeds
99.1 MW, the maximum sidewall temperature reaches the warning temperature, and overheating

can be detected. Therefore, the combined effect of inappropriate burner arrangement and the large
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arc exposure is the main reason causing the overheating in the SSAB furnace. It is suggested to
always control the arc power within 85.1 MW to avoid the overheating issue, or to further reduce

the arc power below 59 MW to achieve the maximum input electric energy utilization.
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Figure 3.105. Effect of arc power on sidewall temperature distribution.

3.3.6.4.5 Effect of Lime Input

Normally, the lime can not only promote the slag foaming but also help to dephosphorize and
desulphurize the scrap and protect the refractory. From the previous group, the slag foaming height
is a key factor impacting the arc exposure and further determining the overheating, while the
foaming process is highly related to the lime input during the liquid steel refining stage. Therefore,

the present group investigates the effect of lime input on the sidewall temperature.

Based on the original lime input (95% CaO, 56.4% CaO, and 40.6% MgO), two cases with a
proportional increase of 20% of total lime input and a proportional of 20% less total lime input are
analyzed, whose results are shown in Figure 3.106. 20% reduction of the original lime input can
lower the original slag foaming height from 12.08 inches to 11.08 inches leading the exposed arc
length to increase from 8.62 inches to 9.62 inches, thus more arc radiation is received by the water-
cooling panel causing the maximum sidewall temperature near burner #1, burner #2, and burner
#5 to exceed the warning temperature and have the overheating. If the lime input is increased by
20% of the original lime input, although the slag foaming height is increased from 12.08 inches to
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13.24 inches immersing the more arc column in the slag layer, the increased bath level also
increases the sidewall temperature as analyzed in the earlier sections. Therefore, the combined
effect makes its sidewall temperature distribution very similar to the case with original lime input.
It is suggested to maintain the original lime input to achieve optimal economics for slag foaming.
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Figure 3.106. Effect of lime input on sidewall temperature distribution.

3.3.6.5 Web-based Online Calculator

Based on the freeboard post-combustion simulator, all results have been packaged and delivered
as a web-based online calculator to SSAB, which can deliver instant results without running the

CFD simulations in the simulator. The simulator is available in https://steelconsortium.org/.
The calculator can input the data including voltage, current, and slag composition to predict the

exposed arc length, slag foaming height, total arc power delivery, share of different arc heat

transfer mechanisms, sidewall temperature distribution, and the overheating warning. The online
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calculator has also been integrated into the SSAB furnace operation system to assist the operator
to have better control of their EAF.
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Figure 3.107. Real-Time online calculator launched in SMSVC official website.

3.3.6.6 Summary

This section presents the results from the freeboard post-combustion simulator, which simulates

the freeboard post-combustion process in the liquid steel refining stage. The simulator was

validated by the sidewall temperature prediction under two typical furnace operating conditions

including a no-overheating scenario and an overheating scenario, which gave correct predictions

consistent with the observations. The simulator was applied to troubleshoot the SSAB water-

cooling panel overheating from five perspectives, including the burner operation mode, the burner

operating conditions, the bath level, the arc power, and the lime input. A web-based online

calculator was also delivered to SSAB to help better control the furnace based on the simulator

results. The main research conclusions in the present section are given below:

1) The sidewall temperature distributions under different burner operation modes are

similar to each other. The average sidewall temperature using the lance mode is slightly

higher than that of using the burner mode, whose maximum sidewall temperature can

reach up to 1640 K but is lower than the warning temperature. The side with three

burners for both cases experiences a much higher temperature compared with the other
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2)

3)

4)

5)

side, which indicates that the burner arrangement is inappropriate and the side with
three burners is easier to have the potential local overheating issue.

The burner without the primary oxygen makes the hot gas be easier to mix with
surrounding low-temperature gas reducing the impact on the sidewall temperature.
With the primary oxygen, the combustion is reinforced leading to a higher wall
temperature. Turning off burner #1 to ensure the same number of burners on both sides
can greatly reduce the local high-temperature region near burner #1, burner #2, and
burner #5, and make the sidewall temperature distribution more uniform.

The larger the charge amount, the higher the bath level is, leading to the local high-
temperature region on the water-cooling panel near burner #1, burner #2, and burner
#5. Decreasing the bath level does not eliminate the overheating issue directly, but
moves the high-temperature region from the water-cooling panel to the refractory
surface. From the perspective of avoiding the water-cooling panel overheating,
charging less scrap can somehow help to reduce the possibility of having hot spots
occurring there.

The combined effect of inappropriate burner arrangement and the large arc exposure is
the main reason causing the overheating in the SSAB furnace. It is suggested to always
control the arc power within 85.1 MW to avoid the overheating issue or to further
reduce the arc power below 59 MW to achieve the maximum input electric energy
utilization.

Reduction of the original lime input can cause the maximum sidewall temperature near
burner #1, burner #2, and burner #5 to exceed the warning temperature and have the
overheating. But charging more lime may not effectively reduce the overall sidewall
temperature. It is suggested to maintain the original lime input to achieve optimal

economics for foaming the slag.
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4. CONCLUSIONS AND OUTLOOK

4.1 Conclusions

4.1.1 Simulation Methodologies and CFD Models

Two state-of-the-art comprehensive EAF CFD models have been developed for simulating the lab-
scale DC EAF and the industry-scale AC EAF:

1)

2)

For the lab-scale DC EAF, a direct-coupling methodology was developed for its
comprehensive EAF CFD model which includes the solid steel melting model based on
the enthalpy-porosity method and the electric arc model (for lab-scale DC arc) based on
the Magneto Hydrodynamics (MHD) theory, so that the dynamic simulation of the steel
ingot melting by DC arc in the lab-scale furnace can be achieved, which considered the
continuous phase changing of solid steel, the ingot surface deformation, and the phase-
to-phase interaction. Both stationary DC arc and the arc-solid steel interface heat transfer
and force interaction were validated respectively against the experimental data in
published literature. For the given lab-scale furnace, the DC arc behavioral characteristics
with varying arc lengths generated by the moving electrode were analyzed, and the
effects of both the initial arc length and the dynamic electrode movement on the steel
ingot melting efficiency were revealed.

For the industry-scale AC EAF, an innovative integration methodology was proposed for
its comprehensive EAF CFD model, which relies on the stage-by-stage approach to
simulate the entire steelmaking process. Six simulators were developed for simulating
sub-processes in the industry-scale AC EAF, and five models were developed for the
above four simulators, including the scrap melting model, the electric arc model (for
industry-scale AC arc), the coherent jet model, the oxidation model, and the slag foaming
model, which can be partially integrated according to the mass, energy, and momentum
balance. Specifically, the dual-cell approach and the stack approach were proposed for
the scrap melting model to treat the scrap pile as the porous medium and simulate the
scrap melting together with its dynamic collapse process. The statistical sampling method,
the CFD-compatible Monte Carlo method, and the electrode regulation algorithm were

proposed for the electric arc model to estimate the total AC arc power delivery, the arc

224



radiative heat dissipation, and the instantaneous electrode movement. The energetic
approach was proposed to determine the penetration of the top-blown jet in the molten
bath based on the results from the coherent jet model. The source term approach was
proposed in the oxidation model to simulate the in-bath decarburization process, where
the oxidation of carbon, iron, and manganese as well as the effect of those exothermic
reactions on bath temperature rising was considered. Moreover, corresponding
experiments were performed in the industry-scale EAF to validate the proposed
simulators. The quantitative investigations and analyses were conducted afterward to
explore and understand the coherent jet performance, the AC arc heat dissipation, the
burner preheating characteristics, the scrap melting behavior, the in-bath decarburization

efficiency, and the freeboard post-combustion status.

4.1.2 Research Findings

1)

2)

3)

4)

Increasing the arc length elevates the total arc power delivery since the longer arc
increases the arc resistance, and increasing the RMS arc current also has a positive effect
on the elevation of total arc power delivery. The faster growth of arc power delivery
appears when having a higher arc current or longer arc length.

Longer arc length has a positive impact on increasing the arc radiation but a negative
impact on increasing the arc convection and electron flow. Therefore, a short arc should
be used initially when the electrode first bores down to minimize radiative heat
dissipation to the roof and side walls from the exposed arc. A longer arc should be used
after the electrode has bored down into the scrap to make the radiated power dissipate to
the surrounding scrap more effectively.

The higher arc current reinforces the Lorentz force and Joule heating effect applied on
the flow field leading to the arc plasma having stronger impingement on the
cathode/anode surface and increasing the share of convection but reducing the share of
radiation.

The turbulent viscosity and density of ambient gas are significantly reduced in the high
ambient temperature environment, meanwhile, the heat transfer between the shrouding
combustion flame and the environment is strengthened instead, leading to more effective

protection of the center jet. Therefore, the relatively high freeboard ambient temperature
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5)

6)

7)

8)

9)

10)

11)

increases the jet potential core length and improve the jet performance during the refining
stage, which can achieve a better oxygen delivery and jet kinetic energy to the bath.
Under the current high ambient temperature conditions, the fuel input plays an important
role in determining the jet potential core length, and insufficient fuel input significantly
reduces the coherent jet performance, leading to poor oxygen delivery and bath stirring
intensity. For the given burner, the optimal fuel input can be achieved when the
fuel/primary oxygen volumetric flow ratio exceeds 6.5%.

The burner efficiency decreases over time during the entire scrap preheating stage. For
the baseline NLMK burner and scrap conditions, it is reduced from 84.02% to 77.96%
within 10 minutes of operation.

Under different burner powers, higher burner power can accelerate the scrap heating and
melting, but it is less economic if taking the burner efficiency into account.

Higher initial scrap temperature makes the scrap require less energy to be melted within
the same amount of time, leading to a larger final melted percentage. However, the
corresponding reduced gas-solid heat transfer rate results in a lower scrap heating rate
and burner efficiency. Therefore, the higher initial scrap temperature benefits the faster
melting rate, while the lower initial scrap temperature is good for improving the burner
efficiency.

Using less dense scrap improves the void passage rate of the hot combustion gas and the
gas residence time inside the scrap pile so that the gas-solid heat transfer rate is
significantly increased. Therefore, no matter from the perspective of scrap melting
efficiency or burner energy utilization, it is recommended to use high-porosity scrap for
melting.

Adjusting the scrap porosity impacts the burner efficiency more than the burner power
and the initial scrap temperature does. Burner power has absolute dominance in raising
the scrap temperature and relatively the greatest impact on the melted percentage.
Although the scrap blockage does not impact the burner efficiency within a short time, it
still needs to be avoided during the operation. The scrap blockage not only makes it
difficult to heat the scrap pile deeper in the middle and back, which reduces scrap heating
rate but also causes the flame blow-back, which leads to a serious ablation of the burner

and surrounding refractories as well as the water-cooling panel overheat above the burner
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12)

13)

14)

15)

16)

17)

18)

For the comprehensive contribution rates of each factor on the scrap preheating stage, the
burner power having the greatest impact at 57.3%, the scrap porosity contributing 32.9%,
and the initial scrap temperature having a relatively minor impact at 9.8%.

For NLMK EAF, it is suggested to increase the burner power by 1.25 times, the initial
scrap temperature by 2 times, and the scrap porosity by 1.06 times, which can improve
overall scrap temperature rise and melted percentage by 29.29% and 63.42%,
respectively.

The electrode bore-down phase takes about 300 s and only 7.7% of the total scrap charge
is melted in this phase due to the re-solidification of the liquid steel during dripping.
The scrap melting in the main melting phase follows the inside-out, bottom-up melting
pattern until the end. During this phase, the first scrap collapse normally happens at 450
s after charging. The collapse around the three electrodes is mainly caused by the bottom
diameter of the central electrode pit being larger than the upper diameter, while the
overall vertical scrap collapse is mainly caused by the in-bath melting of the scrap pile.
The scrap melting profile normally takes on a U-shape at the vertical cross-section.
After arc ignition, 60% to 70% of the arc heat is radiated to the surrounding environment,
of which only 45% of the arc radiation is effectively absorbed by the surface of the scrap
steel, and the rest is lost to the furnace roof and furnace wall. The arc radiation absorbed
by the scrap surface gradually climbs to 98% as the electrodes bore down into the scrap
pile, then decrease and is stable at 80% to 85% as the scrap collapses and the central
electrode pit gradually expands.

The burner efficiency decays from an initial 90% to 75% for the first bucket charge. A
second bucket charge can make a short increase in burner efficiency, but as the burner
melting cavities gradually expand again, the burner efficiency begins to decline again.
At about 1700 s, the burner efficiency drops dramatically since there is no more scrap in
front of the burners to absorb the heat released by the combustion flame. Therefore, a
large amount of high-temperature combustion gas directly enters the freeboard region,
resulting in a fast rising of the freeboard temperature.

The bubble stirring is proven to greatly promote the homogenization of the liquid steel

bath and is one of the most important stirring mechanisms in the EAF refining stage. The
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19)

20)

21)

22)

23)

bubble stirring needs to be considered as one of the fundamental stirring mechanisms for
the future in-bath simulation.

A large amount of the oxygen bubbles injected from the cavity surface first oxidizes the
reactive substances there releasing a large amount of the heat to the bath, while the excess
oxygen either travels with the flow to the farther region or floats upward by the buoyancy
and be absorbed by the slag layer. The carbon continues to move to the vicinity of the jet
penetration cavity and react with the remaining or newly injected oxygen to generate the
CO bubbles. The CO bubbles can float up with the flow causing the aforementioned in-
bath bubble.

The current SDI burner arrangement results in an uneven carbon distribution in the liquid
steel bath and the decarburization rate in the front part of the furnace is much slower than
elsewhere. The burner arrangement that most of the burners are located in the middle or
rear of the furnace, which leads to issues including the weak stirring and less oxygen
injection in front of the furnace. Such decarburization is very inefficient. If an
inappropriate flow pattern occurs, the decarburization process may cause a Serious
production delay

Introducing the coherent jet burner #5 to the original furnace can largely improve the in-
bath carbon content uniformity and accelerate the refining process. 2.5 minutes can be
saved for each heat using the same tapping criteria as before, which leads to the fact that
2 more heats can be completed in the daily production producing considerable economic
benefits throughout the year.

The sidewall temperature distributions under different burner operation modes are
similar to each other. The average sidewall temperature using the lance mode is slightly
higher than that of using the burner mode, whose maximum sidewall temperature can
reach up to 1640 K but is lower than the warning temperature. The side with three burners
for both cases experiences a much higher temperature compared with the other side,
which indicates that the burner arrangement is inappropriate and the side with three
burners is easier to have the potential local overheating issue.

The burner without the primary oxygen makes the hot gas be easier to mix with
surrounding low-temperature gas reducing the impact on the sidewall temperature. With

the primary oxygen, the combustion is reinforced leading to a higher wall temperature.
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Turning off burner #1 to ensure the same number of burners on both sides can greatly
reduce the local high-temperature region near burner #1, burner #2, and burner #5, and
make the sidewall temperature distribution more uniform.

24) The larger the charge amount, the higher the bath level is, leading to the local high-
temperature region on the water-cooling panel near burner #1, burner #2, and burner #5.
Decreasing the bath level does not eliminate the overheating issue directly, but moves
the high-temperature region from the water-cooling panel to the refractory surface. From
the perspective of avoiding the water-cooling panel overheating, charging less scrap can
somehow help to reduce the possibility of having hot spots occurring there.

25) The combined effect of inappropriate burner arrangement and the large arc exposure is
the main reason causing the overheating in the SSAB furnace. It is suggested to always
control the arc power within 85.1 MW to avoid the overheating issue or to further reduce
the arc power below 59 MW to achieve the maximum input electric energy utilization.

26) Reduction of the original lime input can cause the maximum sidewall temperature near
burner #1, burner #2, and burner #5 to exceed the warning temperature and have the
overheating. But charging more lime may not effectively reduce the overall sidewall
temperature. It is suggested to maintain the original lime input to achieve optimal

economics for foaming the slag.

4.2 Outlook

Future efforts are suggested to be on enhancing the scrap melting simulator and the in-bath
decarburization simulator and applying the developed comprehensive EAF CFD models to help

the steel industry to solve more practical problems.

The scrap melting simulator can further consider the DRI/HBI melting and the gas-solid interphase
reactions. The in-bath decarburization simulator can further consider the oxidations of Al and Si,
electrode magnetic stirring, and the un-melted scrap in the bath. The comprehensive EAF CFD
model for the lab-scale DC EAF can also be converted to the comprehensive EAF CFD model for
the industry-scale DC EAF using the similar integration methodology developed for modeling the
industry-scale AC EAF.
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