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ABSTRACT 

Image data remains an important tool for post-event building assessment and documentation. 

After each natural hazard event, significant efforts are made by teams of engineers to visit the 

affected regions and collect useful image data. In general, a global positioning system (GPS) can 

provide useful spatial information for localizing image data. However, it is challenging to collect 

such information when images are captured in places where GPS signals are weak or interrupted, 

such as the indoor spaces of buildings. An inability to document the images’ locations would 

hinder the analysis, organization, and documentation of these images as they lack sufficient spatial 

context. This problem becomes more urgent to solve for the inspection mission covering a large 

area, like a community. To address this issue, the objective of this research is to generate a tool to 

automatically process the image data collected during such a mission and provide the location of 

each image. Towards this goal, the following tasks are performed. First, I develop a methodology 

to localize images and link them to locations on a structural drawing (Task 1). Second, this 

methodology is extended to be able to process data collected from a large scale area, and perform 

indoor localization for images collected on each of the indoor floors of each individual building 

(Task 2). Third, I develop an automated technique to render the damage condition decision of 

buildings by fusing the image data collected within (Task 3). The methods developed through each 

task have been evaluated with data collected from real world buildings. This research may also 

lead to automated assessment of buildings over a large scale area. 
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 INTRODUCTION 

Engineers often learn from observing the consequences of natural disasters on our physical 

infrastructure by studying the real world. A large amount of data is collected after each hazard 

event. Among the various types of data being collected, image data offer the most direct and useful 

way to record the impact of these events on our physical infrastructure. By utilizing inexpensive 

cameras or cell phones, engineers and researchers can rapidly capture and document damage or 

failures in a building such as spalling, shear cracks, deformation, etc. Although these images are 

clearly useful to the researchers that collected the specific data, labeling and organizing that data 

to make them accessible to other researchers is quite time-consuming. Thus, a large fraction of the 

data often go unused. The rapid organization, analysis, and publication of these data is a valuable 

activity for the hazards community. 

In the US, the National Science Foundation supports several research facilities to collect and 

store reconnaissance data. The Natural Hazards Engineering Research Infrastructure (NHERI) is 

a shared-use facility developed to support natural hazards engineering research. Two components 

of NHERI, the Rapid Response Research (RAPID) Facility and DesignSafe-CI, serve in this 

capacity. RAPID supports field data collection, and DesignSafe-CI is a data repository for storing, 

publishing and sharing. Around the world other organizations maintain data repositories with 

similar goals. These include the Earthquake Engineering Research Institute, DataCenterHub, 

Pacific Earthquake Engineering Research Center, and QuakeCore [1-4]. However, these platforms 

do not offer functionalities to support researchers in sorting, classifying, organizing, and analyzing 

these data. Other platforms have been developed, e.g., Automated Reconnaissance Image 

Organizer (ARIO), which are designed to provide automated image classification and report 

generation services [5]. 

Despite the investments made in acquiring and storing these data, the current suite of data 

repositories may not be adequate for conducting in-depth research with images. Inherently, image 

data lack spatial context. When 3D scenes are captured with 2D images, the relative locations 

between the scenes on the images are needed to understand spatial relationships from 2D images 

[5-7]. To capture visual details, field engineers may take photos close to the object being 

documented within the scenes-of-interest. However, with such images, one cannot easily infer any 

of the relevant spatial contexts to make use of the information extracted. For example, assume that 
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an engineer takes pictures of a damaged column of the building from a close distance. The images 

may not contain contextual information associated with, for instance, the column location on the 

floor, its relative size, or the relative conditions of other nearby building components. To obtain 

such information the engineer will need to sift through the set of previous or next pictures collected 

near this region. However, this is challenging, especially when one considers that a building is 

likely to have multiple components that are built with a common style or appearance [4]. In other 

words, many columns or walls in a given building do look similar to each other. In this 

circumstance, using images without contextual information will inevitably lead to untrustworthy 

results in practice, and will certainly result in needless consumption of time and manual labor 

involved in inferring spatial information. GPS metadata on images can provide approximate 

geospatial information, but only for those data captured outside the building or in open spaces 

without interference. Additionally, 3D sensors like Light Detection and Ranging (LiDAR) can be 

used for reconstructing the scenes in 3D for image localization, but they are expensive, and at this 

time require considerable extra time and effort to use [8,9].  

Once the image is collected and the location is known, lessons about individual buildings 

can be learned. Lessons and new lines of inquiry are normally identified by observing and 

classifying the damage in buildings. The most common and critical damage to get is the 

classification of the overall condition of the building in terms of reinforced concrete (RC) 

components (structural members) and masonry (M) components (non-structural members). To 

automatically extract the relevant information from visual data saves valuable human time to 

browse through the data and interpret them. This option is made possible by the recent success of 

understanding the visual contents of single images using convolutional neural networks. However, 

knowledge learned from the visual data are highly constrained to single images. To make an overall 

evaluation decision about a building of its structural and non-structural members mostly depends 

on images that contain an overview of the entire building. Images that provide the detailed 

conditions of the building can be captured but can have little influence in such decision-making 

processes, unless experts spend large amounts of time to study the images collected and come to 

some conclusion. Inevitably, this stalls the recovery of a community from critical events. 
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1.1 Overview of the Tool Developed in This Research 

To address the above issues, the objective of this research is to develop a systematic tool that 

supports automated visual data localization without adding extra burden to the engineering work, 

and generate damage level evaluation of buildings based on a typical set of reconnaissance images 

collected from a single building in the field. The research focuses on providing location 

information in a typical post-event environment. The goal is to provide an approach that requires 

little need for special requirements or equipment, and no significant amount of time to set up before 

collecting the data. Engineers would only need to use a camera as a data collection tool, without 

engaging other additional sensors. Then, based on the location information, damage level 

evaluations are made for regions and overall condition of buildings, and possibly communities. 

The research is carried out through the following tasks: 

 

 

Figure 1.1. Overview of the tool. 

Step S1 is data collection. This step is to develop guidance for engineers to collect data for 

this tool. The input data include three types of data: 1) video footage (hereafter, PathVideo) to 

record the scenes right in front of the data collector as they walk through the building; 2) visual 

data, or inspection images (hereafter, InspImgs) that are collected to document the consequences 

of natural hazards on the buildings; and, 3) digital images of the structural drawings (hereafter, 
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SDI) of buildings visited during the mission. PathVideo can readily be gathered along the path 

taken through a building using a motion camera. Meanwhile, a parallel set of InspImgs that are 

collected for building assessment is linked to the PathVideo using time information. By developing 

the following steps of this tool, the efforts required in the data collection step is minimized to the 

least amount. Engineers only need to wear a motion camera with a supporting gimbal on their body. 

Besides this, engineers just collect InspImgs with another DSLR camera at their will. This step is 

completed in Task 1. For convenience, the abbreviations used herein are defined in Table 1.1. 

 

Table 1.1. Abbreviation table 

Abbreviation Definition 

InspImgs inspection images 

Path indoor 3D path that data collector takes 

PathVideo video footage recorded with motion camera 

PathImgs frames of PathVideo 

Pcl point cloud model 

PathPcl Path and Pcl 

SDI digital image of structural drawing 

 

Step S2 is data separation. The data collected in Step S1 is automatically separated, so they 

can be processed and visualized in the following steps. First, the frames of PathVideo (PathImgs) 

are classified and labeled as an indoor or outdoor image by put through a convolutional neural 

network classifier. After clustering the probability of each image, the whole collection of data is 

separated to indoor groups and outdoor groups. Indoor groups representing images in one building 

are further separated based on the height information from the indoor 3D path (hereafter, Path), 

which is reconstructed with a visual odometry technique. Now PathVideo is separated to individual 

floors. InspImgs are related to them by comparing timestamp. Digital images of structural drawing 

(hereafter, SDI) are simply separated by their file names. Then, PathImgs, InspImgs and SDI are 

put into the corresponding folder of individual floors of different buildings. This step is performed 

in Task 2. 

Step S3 is automated overlay. When processing the separated reconnaissance data in each 

folder, Path needs to be overlaid onto the structural drawing. I form an optimization problem and 

design a highly reliable and fast search method to automatically perform this process. A cost 

function is defined using information of black pixels and white pixels in SDI, standing for visible 
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components and open space in the building. Then a search method is developed based on particle 

swarm optimization algorithm. The method is combined with several tactics, as multiple time 

initialization, coarse-to-fine search using image pyramids. This task is completed in Task 2. 

Step S4 is image localization. The aim of this step is to visualize the location of InspImgs. 

After successfully overlay of Path onto the structural drawing, PathImgs can be located. InspImgs 

are then linked to PathImgs or PathVideo using time stamp matching in Step S2, data separation. 

Thus, InspImgs are also located on the structural drawing along Path. Additionally, this tool is also 

able to provide local 3D textured model for a nearby environment of each InspImg. This approach 

will provide clear visual context and spatial information for InspImgs. This step is meant to help 

us understand and study inspection data. This task is completed in Task 1. 

Step S5 is damage condition evaluation of buildings. This step is to jointly analyze InspImgs 

collected inside a building (outcome of Step S1-S4) and generate the overall damage condition of 

the building. CNN based image classifiers are designed to extract initial damage information from 

each image collected in this building. The damage information is fused engaging a naïve Bayesian 

fusion method. Following a series of automated process, including classifying images, results 

filtering, probability sampling, probability fusion, the evaluation for a building is given by its 

health condition in reinforcement concrete and masonry. This step is carried out in Task 3. 

1.2 Remainder of the Dissertation 

The remainder of this dissertation is organized as follows. In Section 2, the details of task 1 

are explained. This task is to develop a tentative framework for documenting location information 

of visual data, which are challenging to obtain when they are collected in indoor spaces of 

buildings during post-event building inspection. The methodology is to localize images and link 

them to locations on a structural drawing. Images gathered along the path with a compact camera 

is used to compute a relative location of each image in a 3D point cloud model, which is 

reconstructed using a visual odometry algorithm. By projecting the point cloud model to the 

structural drawing, the images can be overlaid onto the drawing, providing clear context 

information necessary to make use of the images captured with a compact camera and the 

inspection images. Additionally, components- or damage-of-interest captured in these images can 

be reconstructed in 3D, enabling detailed assessments having sufficient geospatial context. The 
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outcome of this task is a tool that provide locations of images on a structural drawing and local 3D 

textured models illustrating the environments around them. 

In Section 3, the details of task 2 are explained. This task is to expand the capability of the 

framework in task 1 to cope with a large scale inspection mission, and establish a tool to 

automatically render the functionalities. Here, large scale inspection mission refers to an inspection 

mission covering multiple buildings and each of them may contain multiple floors being inspected. 

Images are collected during the walk-through of these environments, they are focused to record 

the post-event building conditions. The integrated technique developed in this task requires data 

separation, VO, and clustering steps. Here, “data separation,” which is driven by a convolutional 

neural network (hereafter, CNN) image classifier (LeCun & Bengio, 1995), refers to splitting the 

input data according to the building floors. After separation, PathImgs are used to reconstruct Path 

and associated point cloud model (hereafter, Pcl) through VO. We then formulate an optimization 

problem to automatically overlay Path and Pcl (hereafter, PathPcl) onto the structural drawings, 

and link PathImgs to their position on the structural drawings. In the end, the location of each of 

the InspImgs is provided. 

In Section 4, the details of task 3 are explained. This task focuses on the development of an 

automated technique to classify the overall damage state of a building based on a typical set of 

reconnaissance images collected from a single building in the field (outputs of Task 1 and Task 2). 

The motivation is the collection of data and classification of damage into broad categories, such 

as those needed for computing the Hassan index. The method adopts convolutional neural 

network-based image classifiers to extract initial classification information, a naïve Bayes fusion 

algorithm to combine the information, and an integrated sampling technique to reduce the 

computational time without compromising the quality of the results. Validation is performed using 

real reconnaissance images collected from several natural hazards in the past.   

In Section 5, the conclusions are discussed and the lessons learned through this study are 

discussed, along with some future work.  
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 AUTOMATED INDOOR IMAGE LOCALIZATION TO SUPPORT A 

POST-EVENT BUILDING ASSESSMENT 

The objective here is to develop a technique to localize inspection images onto the 

structural drawings and reconstruct a local 3D textured model of scenes-of-interest. A major 

opportunity enabled by this technique is to achieve these capabilities without adding extra effort 

to or interrupting the existing data collection process in the field or without utilizing an expensive 

3D sensor. In addition to the images collected for inspection (hereafter, InspImgs (inspection 

images)), engineers must simply collect a steady stream of images using a compact camera, 

potentially mounted on their hard hat or chest (hereafter, PathImgs (path images)). By 

implementing a visual odometry algorithm using the PathImgs, the relative locations of PathImgs 

along the path taken through the building being inspected are estimated, and a 3D point cloud 

model of the scenes is reconstructed. Structural drawings of the building may also be automatically 

reconstructed from drawing images (hereafter, DrawImgs (partial drawing images)) using the 

technique already developed [1]. By transforming the point cloud model to the drawing 

coordinates, InspImgs, which are taken at the time when PathImgs are captured, can be mapped 

and localized on the reconstructed drawing. Additionally, since I collect a large number of 

PathImgs along the path, any useful scenes in InspImgs can be reconstructed in 3D including color 

surface texture, enabling their detailed inspection with sufficient spatial context. To demonstrate 

the capability of the proposed technique, I have conducted an experiment on a building, assuming 

that I follow the typical procedures performed during a post-earthquake reconnaissance mission. 

The remainder of this task is organized as follows. Section 2.1 starts with a review of the 

state-of-the-art in path reconstruction techniques. In Section 2.2, the technical approach is 

described, including a detailed technical discussion of the image collection, path reconstruction, 

drawing reconstruction, and the path overlaid onto the drawing. In Section 2.3, the technique is 

demonstrated using the images collected by a human data collector walking through an actual 

building. This chapter is adapted from the published work of the author [2]. 
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2.1 Literature Review of Path Reconstruction Techniques 

A main technical challenge of this approach lies in how to recreate the path of an engineer 

walking through an indoor environment so that InspImgs can be mapped onto the reconstructed 

path. The use of GPS metadata in each image would be a logical solution, but they are extremely 

limited within an indoor environment [3]. Another possible technique for localizing image 

positions where no GPS signal exists is an indoor positioning system. Such systems adopt beacon-

based methods of communicating with various signals like vision, infrared, ultrasound, Bluetooth, 

Wi-Fi, and radio-frequency identification (RFID) [4-10]. They are based on communications or 

measurements between mobile devices and fixed beacons that serve as landmarks. However, the 

preparation needed to place the necessary fixed devices before using such a system is an obvious 

limitation [11]. In reality, after significant disasters, buildings often have no electricity and 

telecommunication services are not available. Furthermore, time is tight and engineers want to 

collect data from several buildings each day. In typical reconnaissance procedures, it would be 

extremely unlikely to have the ability to set up the necessary indoor landmarks before gathering 

data. Therefore, beacon-based localization is infeasible in the field. 

Alternatively, visual odometry (hereafter, VO) provides a potential solution that offers 

accurate positional output without having prior information about the environment and without 

relying on other sensors installed in the building [12,13]. Originating from visual-based navigation 

systems for mobile robots called simultaneous localization and mapping (SLAM), the technique 

performs the localization of a camera (including transposition and rotation movement) using a 

stream of still images as inputs. The accuracy and speed are improved by incorporating techniques, 

such as loop closure detection, map reuse, etc. [14-16]. In general, depending on how many 

cameras are engaged in the data collection process, VO can be categorized as either stereo or 

monocular VO [12,13]. Stereo VO, inspired by human eyes, constructs 3D depth images [17]. The 

main advantage of the stereo VO is that scale information of the scene can be obtained from the 

known distance between the lens, called, intra-axial distance. However, users need to purchase a 

stereo camera or manually calibrate two cameras to implement the algorithm. In contrast to stereo 

VO, monocular VO only uses the data from a low-cost single camera. The main disadvantage of 

monocular VO is that this method can only provide relative positions because there is no physical 

scale information available to the algorithm. In the technique described herein, the true (physical) 

scale information is not necessary because I only need to find the parameters needed for 
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transforming the reference coordinate for the camera path to the coordinate for the structure 

drawing. Thus, I selected monocular VO to estimate the position information by collecting and 

processing a stream of PathImgs.  

Several successful monocular VO have been published by researchers. For instance, 

parallel tracking and mapping (PTAM) has improved mapping results using a new feature-based 

method [18], and oriented fast and rotated BRIEF SLAM (ORB-SLAM) has achieved accurate 

reconstruction results in a fast speed using the key frame notion [19]. Direct methods have been 

shown to rebuild the path and the map accurately as well, such as large-scale direct monocular 

SLAM (LSD-SLAM) [20]. Here, for path reconstruction, I adopted a state-of-art odometry 

technique called direct sparse odometry (DSO). DSO has been recognized as one of the best VO 

techniques with several advantages, including accuracy, processing and implementation times, etc. 

[21].  

2.2 Technical Approach 

An overview of the technical approach is shown in Figure 2.1. The technique consists of 

three main steps including image collection, data processing, and data visualization, and 

implements four algorithms (marked as A–D) into the process to generate two outcomes: a drawing 

overlaid with InspImgs and a local 3D textured model in Step 3. In Step 1, as the input for the 

proposed technique, engineers collect three types of images from the building including InspImgs, 

PathImgs, and DrawImgs. InspImgs are the data being collected in the field, aiming to capture 

buildings and their components for the purposes of visual assessment and documentation. 

Collected concurrently with InspImgs, PathImgs contain an image sequence recorded continuously 

in time in order to capture the scene in front of the engineer as he/she walks through the building 

and thus document the path taken. Thus, PathImgs are not selectively captured by focusing on 

specific objects or damage, like how InspImgs are captured. PathImgs and InspImgs are 

synchronized in time, used for later localization. DrawImgs are part of the metadata captured using 

images [1]. DrawImgs contain a portion of a physical drawing while preserving its details. In the 

proposed technique, in addition to InspImgs and DrawImgs, which are normally captured in a 

typical reconnaissance mission, engineers simply collect PathImgs by mounting an extra camera 

on a hard hat or body. 
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Figure 2.1. Overview of the technical approach. 

After these images are gathered, in Step 2, the path of the engineer is reconstructed with 

the set of PathImgs using the DSO algorithm, which is one of the most popular VO algorithms (B). 

The 3D point cloud of the scenes included in PathImgs is also reconstructed. This process is to 

estimate relative locations between the PathImgs so that they are overlaid to the drawing, followed 

by localizing InspImgs. In this step, the structural drawing is also reconstructed from DrawImgs 

using the structure-from-motion algorithm (A).  

Then, in Step 3, the path and 3D point cloud are overlaid onto the reconstructed drawing 

using a coordinate transformation (C). The transformation matrix is computed using an interactive 

tool by manually but rapidly finding the correspondence between a few images (around 10 images) 

in PathImgs (localized in the 3D point cloud) and their approximate capture locations on the 

drawing. Here, the purpose of mapping the path to the drawing is to localize InspImgs. Since the 

InspImgs are captured while PathImgs are continuously collected, approximate locations of 

InspImgs are easily identified from PathImgs having the closest timestamp (D). Additionally, 

PathImgs and InspImgs are used for reconstructing the local 3D textured model using the structure-

from-motion algorithm (A). In the end, the user selects any InspImg and the proposed technique 

automatically informs its position on the reconstructed drawing and if needed, the scene on the 

selected InspImgs can be reconstructed in 3D. It is worth mentioning that the only manual process 
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required in this technique is to manually match a select group of PathImgs with their corresponding 

locations on the drawing using the interactive tool for obtaining the transformation matrix. 

2.2.1 Reconnaissance Image Collection 

2.2.1.1 Collecting InspImgs and DrawImgs 

The procedure for acquiring InspImgs is governed primarily by typical protocols for 

obtaining reconnaissance images that are useful for documenting the perishable visual evidence of 

the hazard event. To gather high-quality images, InspImgs should be captured without blur. As the 

engineer approaches a building scene of interest, he/she aims to capture a few InspImgs of that 

specific scene from various perspectives and distances. 

DrawImgs are independent of PathImgs and InspImgs and are meant to produce a high-

resolution image of the structural drawing when that is not available in a digital or carriable form. 

Certain guidelines do need to be followed for taking DrawImgs, as explained in detail in [1]. In 

short, the physical drawing is placed in a flat and non-obstructed position; each DrawImg should 

have a large shared region (overlap), with adjacent DrawImgs; all contents of the drawing should 

be included in the complete set of DrawImgs; and, each DrawImg should be taken from a position 

in which the camera is pointing to the drawing while maintaining a similar distance from the 

drawing.  

2.2.1.2 Collecting PathImgs 

PathImgs are a sequence of images that are taken automatically by a compact and 

mountable camera that can be carried during the building walk-through. They record a stream of 

scenes that the field engineer observes along this path, and eventually, they are used for 

reconstructing the entire of the path using DSO, that the engineer walks through. Engineers do not 

need to take extra efforts to collect PathImgs if the camera is mounted on the hard hat or chest. 

Since PathImgs are collected mainly for this purpose, there is no need for the engineer to modify 

his or her motions or directions. Additionally, PathImgs are not the images that engineers will sift 

through for inspection or condition assessment. However, there are some considerations on the 

selection of the camera and its calibration before collecting images. 
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There are three factors to consider when the camera is selected. First, a global shutter 

camera is the best option for collecting PathImgs, while a rolling shutter camera would not be a 

suitable choice. This choice allows for avoiding the jello effect in PathImgs [22]. Second, motion 

blur in the PathImgs must be avoided. The selected camera should support a faster shutter speed 

with high ISO without dropping image quality. Third, the camera should support a high frame-

per-second (fps) video or continuous shots. If the absolute motion between two consecutive 

PathImgs is too large, the DSO algorithm will produce large modeling errors and they are 

accumulated in the course of path reconstruction. These three considerations will guarantee the 

capture of valid PathImgs that can be used for accurate path reconstruction. 

To use DSO, initial camera calibration is necessary. The intrinsic parameters of the 

compact camera must be determined accurately through the camera calibration process when they 

are not provided by the manufacturer. There are many ways to calibrate a digital camera, but the 

chessboard calibration method is widely used to find all these parameters [23,24]. In this method, 

a chessboard pattern having clean borders between black and white cells is placed on a flat table 

or attached to a wall, and the camera is used to take images from various angles with the full 

chessboard in view. Normally 10 to 30 calibration images are sufficient to perform geometric 

camera calibration [23,24]. This camera calibration is independent of the PathImg collection and 

should be done before the actual data collection. 

2.2.2 Path Reconstruction 

I adopted DSO to generate the path associated with data collection. The path was generated 

based on the stream of PathImgs gathered during the mission. Based on the performance evaluation 

described in the original DSO-based work and the preliminary tests, DSO has shown superior 

performance in terms of accuracy and speed among several monocular VOs. Additionally, DSO 

offers an easy-to-implement strategy and does not require special programming libraries and 

hardware.  

To better understand the working principle of DSO, the workflow of the algorithm is 

summarized in Figure 2.2 when a new image is input (hereafter, NImg) [21]. Steps (a)–(h) in the 

procedure were repeated for each subsequent NImg until all images (PathImgs) were scanned 

(inputted). Basically, the point cloud and pose estimation were performed on a subset of images, 

called the sliding window (hereafter, SW) and the images in SW are called key frames (hereafter, 
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KeyFrames). The process in Figure 2.2 is to determine whether the NImg is eligible for KeyFrame 

and to perform the joint optimization over the KeyFrames to update the point cloud and the pose 

of the KeyFrames once the NImg is added to the SW.  

 

 

Figure 2.2. Flow chart of the direct sparse odometry (DSO) algorithm. 

In Step (a), a single NImg is fed into the algorithm. Then, an initial pose of that NImg is 

roughly estimated by matching the points on the newest existing KeyFrame in SW. With the 

outcomes from Step (b), a series of strategies are applied to decide whether or not NImg can serve 

as a new KeyFrame in SW. This decision is based on, for example, i) whether or not the field of 

view has changed since the most recent KeyFrame, which is measured the mean square optical 

flow from the newest KeyFrame to NImg, ii) a camera translation has caused an occlusion or 

disocclusion, which is measured by the mean flow without rotation, or iii) the camera exposure 

time has changed significantly, which is measured by the relative brightness factor between the 

newest KeyFrame and NImg [21]. A condition for candidacy as a new KeyFrame is the image 

having a large relative movement from previous KeyFrames. In Step (c), if the NImg is not eligible 

for a new KeyFrame, the NImg only contributes to update the depth values of inactive points in 

SW, which are the points used for the future joint optimization. The NImg assigned as non-

KeyFrame is not involved in the optimization process for point cloud and pose update. If NImg is 

qualified as the new KeyFrame, the NImg will be added into SW in Step (d). Subsequently, a joint 

optimization is performed, which is the core part of DSO in Step (e).  
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The technical details of this process are delineated in the following paragraph. In short, the 

intensity difference between the points on the newly added KeyFrame and the existing KeyFrames 

in SW is minimized using the Gauss-Newton method for parameter optimization. Once the new 

KeyFrame is added in SW and successfully registered in the existing model, in Step (f), I 

deactivated some KeyFrames in SW, which will not contribute to the upcoming match with NImg. 

This process is called marginalization and helps to maintain a consistent number of KeyFrames in 

the SW, thereby improving the efficiency of the optimization in DSO. Finally, in Step (g) the 

operations related to the current NImg ends, and the same process is then repeated for the next 

NImg.  

In the optimization in Step (e), a cost function is designed to minimize the difference of 

intensity values between points in each KeyFrames with the projected points from all the other 

KeyFrames in SW. The formulation of the cost function starts with the difference between one 

point in the host KeyFrame and the projected point from a reference KeyFrame in SW, denoted 

𝐸𝑝𝑖𝑗 as  

𝐸𝑝𝑖𝑗 ≔ ‖𝐼𝑗(𝑝
′) − 𝐼𝑖(𝑝)‖2 (2.1) 

where the points from the host (𝑖) and reference (𝑗) KeyFrame are denoted as 𝑝 and 𝑝′, 

respectively. 𝐼 stands for the pixel intensity and 𝐼(𝑝) is the intensity value at 𝑝. In addition, ‖∙‖2is 

the 𝑙2-norm. Equation (2.1) computes the difference of intensity values between the point 𝑝 and 

the projected point 𝑝′. The process of projection described in [21] is based on a pinhole camera 

geometry as 

𝑝′ = 𝛱𝑐(𝑅 ∙ 𝛱𝑐
−1(𝑝, 𝑑𝑝) + 𝑡) (2.2) 

where the movement from the position where the camera takes KeyFrame 𝑖 to KeyFrame 

𝑗 is modeled as a rotation and translation. 𝑅 is a rotation matrix, and 𝑡 is the translation vector. 𝑑𝑝 

is depth value of point p, which is the perpendicular distance from the principal plane of the camera 

to the world point, which 𝑝 represents in KeyFrame 𝑖. 𝛱𝑐() stands for the projection process of the 

camera from the corresponding world point to the image point 𝑝 , and 𝛱𝑐
−1()  is the inverse 

projection process. 

The DSO algorithm considers an intensity calibration factor in Equation (2.1), expanding 

it to  
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𝐸𝑝𝑖𝑗 ≔ ∑ 𝑤𝑝‖𝐼𝑟𝑎𝑤(𝐼𝑗(𝑝′)) − 𝐼𝑟𝑎𝑤(𝐼𝑖(𝑝))‖𝑟
𝑝∈𝑁𝑝

= ∑ 𝑤𝑝 ‖(𝐼𝑗(𝑝
′) − 𝑏𝑗) −

𝑡𝑗𝑒
𝑎𝑗

𝑡𝑖𝑒𝑎𝑖
(𝐼𝑖(𝑝) − 𝑏𝑖)‖

𝑟𝑝∈𝑁𝑝

 
(2.3) 

To compensate for unknown intensity calibration factors involved in the imaging process 

of a camera, a function is defined to reflect such a process as 

𝐼𝑟𝑎𝑤(𝐼(𝑝)) =
𝐼(𝑝) − 𝑏

𝑡𝑒𝑎
 (2.4) 

This equation converts the intensity value of point 𝑝 in one image to the raw intensity value 

that the camera should capture. Here, 𝑡 is the exposure time of the image, 𝑎 and 𝑏 are constants 

regulating this converting process. These two parameters are taken as unknown values to be 

calibrated in the optimization. Note that if a camera does not record an accurate exposure time, the 

exposure time 𝑡 is simply set to 1. Here, 𝑙2-norm is replaced by the Huber norm ‖∙‖𝑟  [25] to 

increase resistance to outliers. In addition, the weight term (𝑤𝑝) in Equation (2.3) is used to 

accommodate points with different gradients. The weight term is defined in [21] as 

𝑤𝑝 =
𝑐2

𝑐2 + ||𝛻𝐼𝑖(𝑝)||2
2 (2.5) 

where 𝛻𝐼𝑖(𝑝) is the gradient vector at point 𝑝 in KeyFrame 𝑖, and ||𝛻𝐼𝑖(𝑝)||2
2 is the square 

of its 𝑙2-norm. A factor 𝑐 is a constant regulator and is set to 0.75 in this task. To improve the 

robustness of the cost function, DSO utilizes eight neighborhood points to compute the intensity 

difference for point 𝑝 including its nearby region. This set of points is denoted as 𝑁𝑝. 

𝐸𝑝𝑖𝑗 is summed up over the points in all host-reference KeyFrame combinations. 𝐸𝑝𝑖𝑗 is 

established in terms of point 𝑝 in KeyFrame 𝑖, which is observed in KeyFrame 𝑗. ∑  𝑗∈𝑜𝑏𝑠(𝑝) is the 

summation where 𝑗 over all the KeyFrames in SW in which 𝑝 is visible. ∑  𝑝∈𝑃𝑖
is where point 𝑝 

over all the points 𝑃𝑖 in KeyFrame 𝑖. ∑  𝑖∈𝐹 indicates that 𝑖 becomes all the KeyFrames in SW. Thus, 

the final cost function is defined as 

𝐸 =∑∑ ∑ 𝐸𝑝𝑖𝑗
𝑗∈𝑜𝑏𝑠(𝑝)𝑝∈𝑃𝑖𝑖∈𝐹

 (2.6) 

The Gauss-Newton method is used to find the global minimum of this cost function. The 

unknown parameters to be computed include the rotation matrix 𝑅, the translation vector 𝑡, the 
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depth value 𝑑𝑝 of point 𝑝, parameters of the imaging process 𝑎 and 𝑏, and the camera intrinsic 

parameters [21]. The camera intrinsic parameters are treated as variables in the optimization for 

fine-tuning from the initial estimates found in the camera calibration. Among these parameters, 

the camera position, 𝑅 and 𝑡, are the desired output in this study.  

2.2.3 Drawing Reconstruction 

Images of structural drawings are often collected as a part of a building reconnaissance 

dataset to document the details of the structural system and design. When the digitized version of 

the drawings is not available, for example with older buildings, field engineers must take multiple 

photographs of the hard copy of the structural drawings to capture this information in a legible and 

complete form. To accomplish this task, they capture DrawImgs, because it is often difficult to 

include the entire view in one single photograph. A method is available to automatically organize 

these DrawImgs and restore a complete high-resolution drawing in a digital form from these 

DrawImgs by the coauthors. DrawImgs are first automatically filtered out from the entire building 

image collection using a convolutional neural network classifier. Then, the DrawImgs are grouped 

according to the original drawing that they belong to. After that, a full reconstruction of each page 

of the drawings is obtained. More details are provided in [1].  

2.2.4 Overlaying the Path with the Drawing 

The 3D point cloud is projected to a 2D plane in the gravity (height) direction. Thus, I 

could use two independent sets of 2D points to represent the path defined by the 3D point cloud 

and the reconstructed drawing. Then the path can be overlaid onto the drawing by finding the 

transformation matrix between these two sets of data. Based on the correspondence between the 

locations of some PathImgs and their locations on the drawing, the transformation matrix for 

projecting 3D points cloud and path onto the drawing can be computed. I used the absolute 

orientation method to find the optimal transformation matrix between these correspondences [26]. 

An interactive tool was developed to assist with this task. The objective of this tool is to 

rapidly match PathImgs with their locations on the reconstructed drawing. The tool shows a group 

of PathImgs to the engineers so that they can select and match PathImgs to the corresponding 

locations on the reconstructed drawing. If there is no suitable PathImg in the group, or if the 
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location is hard to recognize, the engineers can select PathImgs from another group. The tool 

supports the function of enlarging the drawing to improve selecting the location. I repeated this 

process until engineers have selected a sufficient number of image-location pairs. Around 10 

pairings across the drawing are sufficient for obtaining the transformation matrix. The more 

pairings are given, the more accurate the projection result will be. Note that the selected points 

should be equally distributed over the entire path rather than gathered in a specific region of the 

drawing. Once the selection process is completed, the tool automatically computes the 

transformation matrix and conducts the coordinate transformation to overlay the path and 3D point 

cloud onto the drawing as the outcome. Figure 2.3 shows 10 PathImg-locations pairs used for 

experimental demonstration in Section 2.3. The images on the right are PathImgs selected and their 

corresponding locations are marked on the reconstructed drawing. 

 

 

Figure 2.3. Path transformation: 10 images are matched with the corresponding locations on the 

reconstructed drawing. 
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2.3 Experimental Verification 

2.3.1 Description of the Test Site 

 

 

(a) 

 
(b) 

Figure 2.4. Experimental test site (Armstrong Hall at Purdue University, United States): (a) 

building overview and (b) basement floor plan: InspImgs and PathImgs are collected along the 

corridor highlighted as solid blue. Sample images corresponding to key spots in the corridor are 

provided. 

Experimental verification was performed on an actual building. I chose the basement floor 

of Armstrong Hall on the Purdue University campus as a test site, shown in Figure 2.4a. The area 

of the basement floor was about 175 m × 60 m and its digital drawing including sample images of 
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key places is presented in Figure 2.4b. A long corridor of 175 m (long) by 3 m (wide) was located 

along the centerline of the floor, marked as solid blue in Figure 2.4b. Since the corridor was 

sufficiently long and had several turns to walk through, and the structural columns were exposed 

in the corridor (see Figure 2.4b), the scenes in the test site do represent the actual building 

environment that engineers would visit after earthquake events. I collected the necessary images, 

including InspImgs and PathImgs, by emulating the inspection and data collection steps that would 

be taken in a typical post-earthquake field reconnaissance mission. 

2.3.2 Collection of the Image Data 

I manually collected PathImgs using a compact camera (Canon 350HS), InspImgs and 

DrawImgs using a DSLR camera (Nikon D90). The size of the Canon 350HS was 3.92 inches × 

0.9 inches × 2.28 inches, and the weight was 5.19 ounces. Overall, 3687 PathImgs, 232 InspImgs, 

and 44 DrawImgs were collected, and their resolutions were 2595 pixels × 1944 pixels, 4288 pixels 

× 2848 pixels, and 4288 pixels × 2848 pixels, respectively. Their sample images are shown in 

Figure 2.5. The compact camera was set to burst mode, which continuously took PathImgs at 7.8 

fps. The focal length was fixed throughout the entire experiment because the initial calibration 

parameters remained unchanged. I avoided the jelly effect in this experiment by simply walking 

slowly, at about 1/3 of the normal walking speed of a human. By doing this, I did not notice an 

obvious jelly effect, and if there were, the errors did not influence the quality of the result. 

Additionally, the Canon 350HS is just one sample of a suitable camera to collect PathImgs and a 

baseline for choosing the camera device. By using cameras with faster shutter speeds with high 

ISO, one can avoid the need to walk slower. In this experiment, two people collect InspImgs and 

PathImgs at the same time. However, the actual collection of PathImgs is devised to be automated 

with a mountable camera (e.g., action camera) by a single engineer.  

The DSLR camera was used to collect InspImgs and DrawImgs. A major distinction 

between InspImgs and PathImgs is that PathImgs represent a stream of image sequence without 

gazing at any specific objects or regions that the engineers would be interested in, while InspImgs 

are non-periodic image shots targeting objects-of-interest at various viewpoints and distances. For 

instance, assume that the engineer gazes at interesting objects (e.g., columns and walls) or certain 

evidence of damage (e.g., crack and spalling), PathImgs and InspImgs capture different 

information: PathImgs, as in Figure 2.5a, captures the views in front of the engineer, regardless of 
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whether the compact camera is directly facing any particular building components of interest. The 

scenes in these images will turn upwards or downwards following the gaze of the engineer. On the 

other hand, InspImgs, as in Figure 2.5b, were aimed at the objects and regions that the engineer 

found interesting and chose to document.  

 

 
(a) 

  
(b) 

  
(c) 

Figure 2.5. Sample images collected during the test: (a) PathImgs, (b) InspImgs, and (c) 

DrawImgs. 

The image data collected was intended to cover the entire corridor area highlighted in 

Figure 2.4b. It followed the image collection guideline introduced in Section 2.1. The compact and 

DSLR cameras were set to have the same timestamp before conducting the experiment. It spent 11 

min and 45 s to collect both InspImgs and PathImgs by walking through the entire corridor and 

performing inspection actions, such as observing structural conditions and taking more photos of 

structural elements, which is to emulate an actual post-earthquake reconnaissance mission.  

Regarding DrawImgs, I assumed the situation where only a paper copy of the drawing was 

available to the engineers (although in this case I did have a digital drawing shown in Figure 2.4b). 

The digital drawing was printed on a large engineering paper (A1) and DrawImgs captured the 
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drawing, following the image collection guideline provided in the coauthor’s paper [1]. The paper 

copy of the drawing was placed on a large flat table and images were taken at a suitable distance 

from the drawing in such a way that details of the drawing (e.g., line and number) were visible. 

The total number of images depends on the size and details of the drawings. In this task, I collected 

44 DrawImgs from a single drawing of the basement to capture all the details and some sample 

images are in Figure 2.5c. Note that the original technique proposed by the coauthor also performs 

image classification and drawing matching techniques so that DrawImgs are automatically 

extracted from a set of images collected and individual drawing images are created from DrawImgs 

captured from multiple drawings. However, in this task, I only implemented the drawing image 

generation (stitching) technique using a set of DrawImgs collected from a single drawing. 

I used a workstation with an Intel i9-7920x CPU, 32 Gb memory, and a NVIDIA GeForce 

RTX 2080Ti video card. The path reconstruction with 3687 PathImgs and drawing reconstruction 

with 44 DrawImgs took less than 20 min. Generating the local 3D surface model for one scene 

took about 2.5 h using 402 images, although the actual time would vary for each case depending 

on the number of images. All these processes were fully automated. The only manual task was to 

match PathImgs to the corresponding locations in the reconstructed drawing in order to compute 

the transformation matrix between the 3D point cloud and the reconstructed drawing image. 

However, this task took less than five minutes to match 10 PathImgs, shown in Figure 2.3.  

2.3.3 Results 

2.3.3.1 Path Reconstruction 

The path was reconstructed using a stream of PathImgs. Video footage was also applicable 

after transferring video footage to images. I used the compliable source code [27], published by 

the DSO creators, to generate the DSO software. It is written in C++, run in Linux 14.04, and 

operated with Linux bash command lines. When DSO was applied to PathImgs, KeyFrames were 

automatically extracted and used to estimate the positional information. Here, 1428 images were 

identified as KeyFrames and their relative positions in the reference coordinate were estimated. I 

linearly interpolated between every two consecutive KeyFrames, each PathImg was assigned with 

a relative position for both KeyFrames and non-KeyFrames, excluding PathImgs that were 

dropped in the initialization process. The reconstructed path consisted of a set of 3607 discrete 
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points associated with PathImgs, and each discrete point had a 7-dimensional positional vector 

including a three-dimensional translation and a four dimensional quaternion to represent a 3D 

rotation with respect to the reference coordinate system (as mentioned in Section 2.2). Moreover, 

the 3D point cloud was also generated from the scenes including wall, doors, columns, of which 

scenes were contained in KeyFrames.  

Figure 2.6 shows the reconstructed path and 3D point cloud, which were viewed (or 

projected) in the gravity (height) direction. Most PathImgs were normally captured while the 

gravity direction was aligned with the image height. Thus, I could easily compute the gravity 

direction of the reconstructed model for projection. In Figure 2.6, each red point indicates each 

PathImg location (although they look as if they were connected) and blue points were the point 

cloud (for a black and white figure, the line passing through the middle of the encompassed region 

was the set of red points.) A majority of points (blue points) were likely generated from the 

perpendicular features adjacent to the corridors like walls or doors. Thus, the blue points formed a 

layout of the walls along the corridor.  

As mentioned in Sections 2.1 and 2.2, DSO was based on image collection using a 

monocular camera, which could not determine a real-world scale. Thus, the points in Figure 2.6 

are represented in hypothetical units, which have no physical scale information. However, they are 

proportional to real-world units, facilitating mapping the path to the drawing image. Note that I 

manually rotated the reconstructed model in Figure 2.6 to be horizontal for better visualization. 

 

 

Figure 2.6. Reconstructed image collection path and a point cloud of the scenes on PathImgs: 

The points in blue represent the reconstructed point cloud and form a layout of the walls in the 

corridor. A set of red points passing through the corridor is the locations of PathImgs. The values 

are represented using a hypothetical unit in the initial reference coordinate system and have no 

physical scale information. 
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2.3.3.2 Drawing Reconstruction 

The drawing reconstruction method [1] is implemented to the collected DrawImgs and the 

resulting reconstructed image of the structural drawing is present in Figure 2.7. The overall quality 

of the drawing was quite satisfactory, and as was clear from the enlarged areas next to the full 

drawing. All detailed were preserved, even small texts and thin lines. The color and orientation of 

the reconstructed drawing in Figure 2.7 were manually tuned for better visualization. It should be 

emphasized that this method possessed the ability to automatically restore multiple drawings from 

a mixed set of DrawImgs that included images of more than one drawing. However, in this 

experiment, I only reconstructed a drawing for a single basement floor using the corresponding 

DrawImgs. Additionally, if the digital drawing is available, such a drawing reconstruction step can 

be skipped. This digital drawing was used directly for the overlay step as in the next section, 

replacing the reconstructed drawing image. 

 

 

Figure 2.7. Drawing image reconstructed using DrawImgs: The four images on the bottom are 

magnified areas corresponding to the boxes on the drawing on the left. 

2.3.3.3 Path Overlay 

Following the steps explained in Section 2.4, I selected 10 PathImgs and their 

corresponding positions in the reconstructed drawing for computing the transformation matrix. 

The transformation matrix was used to map the point cloud and PathImg locations (in Figure 2.6) 
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to the reconstructed drawing (in Figure 2.7). The reconstructed drawing overlaid with the point 

cloud is shown in Figure 2.8. The overall result was quite accurate. A majority of blue points were 

well aligned with the corridor wall boundary on the drawing. Note that I did not conduct a 

quantitative evaluation of the mapping result because it was sufficient to identify approximate 

locations of PathImgs for the purpose of documenting the path of the engineer and associating 

specific images with that reconstructed path and the structural drawing. Here, the reconstructed 

drawing image in Figure 2.8 was the binary image converted from the drawing image in Figure 

2.7 so that the line and text in black were clearly legible.  

In Figure 2.8, five regions on the drawing were enlarged. The walking (inspection) path (a 

set of red points) was not straight because I mimicked the actual inspection procedure, such as 

wandering around to see components-of-interest for close-up inspection. This type of walking is 

likely application-specific and certainly challenges this technique. Additionally, more blue points 

were generated near the scenes-of-interest because the inspector spent more time near those 

regions, collecting more PathImgs.  

 

 

Figure 2.8. The reconstructed drawing in Figure 2.7 overlaid with the 3D point cloud and 

PathImgs locations in Figure 2.6. 

2.3.3.4 Image Localization and Local 3D Textured Model Reconstruction 

I made an in-house tool for reviewing InspImgs and their localization results using 

MATLAB. When the user selects a particular InspImg, the tool searches for the PathImg that is 
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captured around the same time when the selected InspImg was taken. Then, the location of the 

selected InspImg is automatically marked on the drawing. For example, Figure 2.9a shows a 

selected InspImg, which contains a reinforced concrete structural column. Figure 2.9b is the 

location of the corresponding image automatically marked as a circle on the reconstructed drawing.  
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(a) 

 
(b) 

 
(c) 

s  

(d) 

Figure 2.9. Image localization and local 3D textured model generation: (a) selected InspImg, (b) 

its location on the reconstructed drawing, (c) InspImgs (first row) and PathImgs (second row) 

collected at a similar time when the selected InspImg is taken, and (d) reconstructed local 3D 

textured model. 
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In the method, I did not combine the tool with an SfM-based 3D texture modeler. Herein, 

I simply show the capability for generating a 3D textured model using SfM software. As mentioned 

in Section 2.4.2, the clocks of both the compact and DSLR cameras were synchronized. Thus, the 

selected InspImg could be readily paired with the PathImgs and InspImgs that have a nearby 

timestamp. I roughly set 30 s for PathImgs and 5 s for InspImgs, both before and after, to extract 

views containing the same scene on the selected InspImg. This set of extracted images became an 

input for the SfM software. Here, for this task only, I used the commercial software, Pix4D mapper 

4.4.4. In Figure 2.9c, samples of identified PathImgs and InspImgs are shown. These samples were 

captured during a time range around the selected image in Figure 2.9a. The local 3D textured 

model generated using the images in Figure 2.9c is shown in Figure 2.9d. Once a user selects any 

InspImg, the full process, including its localization and local 3D textured model construction, is 

automated. Then, engineers can review the scenes on the selected InspImg with sufficient spatial 

context. 

2.4 Published manuscript 

Liu, X., Dyke, S. J., Yeum, C. M., Bilionis, I., Lenjani, A., & Choi, J. (2020). Automated Indoor 

Image Localization to Support a Post-Event Building Assessment. Sensors, 20(6), 1610. 

2.5 Author Contributions 

Liu and Yeum generated the concept behind the work. 

Liu was responsible for data collection, coding and data analysis to generate results. 

Lenjani and Choi supported data collection and method verification.  

Liu wrote the paper with support from Dyke, Yeum and Bilionis.  

Dyke, Yeum and Bilionis provided supervision. 
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 BUILDING RECONNAISSANCE IMAGE MAPPING AND 

LOCALIZATION FOR LARGE SCALE INSPECTION MISSION 

Natural hazard events remain a significant challenge to the engineering of our buildings. 

To reduce losses and improve safety, engineers must exploit each natural hazard event as an 

opportunity to observe and learn about the built environment for the purpose of improving the 

standards and guidelines that regulate their design. Image collection plays an indispensable role in 

supporting these post-event reconnaissance activities. Perishable data about building performance 

must be collected as quickly as possible. Photos and video are the preferred method because they 

can be acquired rapidly in the field. Teams of engineers travel to the site, identify structures that 

are relevant to the scientific questions they are most interested in, and collect large quantities of 

image data as they walk through those buildings. 

GPS metadata is a common approach to get spatial information for images. However, this 

method only works in outdoor environments. In an indoor environment, GPS cannot provide 

accurate indoor location data [1]. To address this issue, I have previously developed a technique 

to localize reconnaissance images on a single structural drawing [2]. I used visual odometry 

(hereafter, VO) to reconstruct the walking path and associate it with the visual data. In this task, 

the step of overlaying the reconstructed path onto a drawing required manual user input, which is 

not preferred [2]. To overcome this limitation, here I develop the ability to entirely automate these 

steps, and evolve the single-floor image localization process into a fully automated multi-building, 

multi-floor image localization capability. The technique developed herein has three distinct 

advantages over manual human data organization. First, automation will save considerable time 

and human effort, especially when the mission involves numerous buildings, each having several 

floors. Second, the final overlaid result will have greater consistency in quality and fewer errors 

as the user is removed from the process along with the potential for human error when it comes to 

such a tedious and repetitive task. Third, because I automatically separate the data floor by floor, 

and building by building, and link them to the respective structural drawings, the availability and 

use of such image data will be accelerated, empowering engineers to improve the safety of our 

built environment to disruptions caused by natural hazard events.  

In this task, a fully automated technique is developed to provide indoor localization. This 

technique requires no prior information about the condition or spatial layout of the indoor 
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environment. Moreover, this technique only requires the data collector to wear an additional 

inexpensive motion camera, and does not require costly equipment. Thus, it does not add time or 

effort to the current rapid reconnaissance protocol. During the reconnaissance missions, the data 

collector is able to walk through multiple buildings for inspection and data collection. Each of the 

building may contain multiple floors being inspected. Along the path, a video is recorded in the 

same time collecting the images. Together with the structural drawings, the video and the images 

are the large scale inspection data for this task. The data is firstly separated based on the individual 

floor that they are covering. This is done by applying a series of strategies involving an indoor-

outdoor classifier, an unsupervised cluster and a visual odometry algorithm. After separation, the 

data belonging to each floor are processed one after another. The video clip is used to build a 3D 

path and point cloud using visual odometry technique. The path and point cloud are overlaid onto 

the structural drawing by solving an optimization problem. Then images are localized onto the 

structural drawing through time comparing between the images and the video clip. In addition, 3D 

reconstructions are built centering each image containing components-of-interest. The outcome of 

this task is a tool that automatically provide the indoor localization and a local 3D texture model 

for each inspection image. 

The remaining sections of this paper are organized as follows. Section 3.1 reviews the 

research relating to this task. Section 3.2 explains the technical approach and the key challenges 

encountered and overcome, mainly focusing on data separation and the automated overlay process. 

In Section 3.3, experimental validation of the individual components of the technique is performed, 

including indoor-outdoor image separation, multi-floor separation, and Path overlay. I then 

validate the entire technique with data collected over a large-scale area. This chapter is adapted 

from the published work of the author [3]. 

3.1  Literature Review 

Although to date no research has focused on tackling this problem, here I summarize past 

research conducted to look at tasks that are somewhat similar to those that I brought together to 

solve this problem. Researchers have considered indoor localization, projecting Pcl onto 2D 

surfaces, and nature-inspired optimization algorithms for a variety of purposes. Studies on indoor 

localization have been focused on accessing and sometimes integrating data from various sensors. 

These sensors include infrared cameras, Bluetooth, Wi-Fi, and radio-frequency identification [4-
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9]. However, as these approaches rely on measurements between mobile devices and fixed 

landmarks, these methods are not suitable for deployment in post event reconnaissance. Post event 

building reconnaissance teams must operate without local electric or telecommunication services. 

Researchers have also explored using feature matching to localize images. Li et al. [10] match 

newly collected images to images in a data set by reading their geotags to provide localization. 

Geo tags would be GPS coordinates in the outdoor environment, or location IDs (e.g., room IDs) 

in an indoor environment. This approach requires time and effort to prepare the data set with 

geotags before the actual mission, and thus is of very limited use in rapid reconnaissance missions. 

Potentially, indoor place recognition [11-13] could be adapted to support this problem. However, 

the main limitation is again that the recognized scenery alone cannot provide localization results, 

and still requires some prior reference information, for example, prerecorded geotags and beacons. 

Furthermore, this technique cannot uniquely localize indoor components with identical or similar 

appearance, which is of course quite common in buildings.  

Linking or projecting a Pcl onto a 2D surface is sometimes needed. Work on this topic has 

mostly considered outdoor scenarios. Kaminsky et al. [14] formulated an optimization problem for 

carrying out this task using two cost functions based on the Pcl and Ray models, respectively. Then 

a grid search–based method was adopted to find the optimal overlay. This method may also 

leverage a GPS signal to improve performance. Because a Ray model is mainly for structure-from-

motion (hereafter, SfM) models that span a limited region, it is not suitable for reconnaissance data 

collection where the environments normally consist of hallways and are visited just once. Based 

on these constraints, VO, or simultaneous localization and mapping (hereafter, SLAM) is chosen 

here over SfM because it is less time consuming for generating the Pcl and can directly provide 

Path results. Also, the grid-based search method developed can take time. While these factors limit 

the use of this particular method for reconnaissance data, the formulation of the Pcl cost function 

and coarse to fine search logic has inspired this work. In other past work, Ni et al. [15] use Hough 

transformation and scan match to perform the overlay of Pcl onto Google maps. They detect plane 

surfaces such as wall elements from the Pcl, and try to match them with lines on the map. This 

requirement inevitably limits the use of the method. In an indoor environment, wall elements are 

normally featureless, and through approaches such as VO/SLAM/SfM, walls are reconstructed as 

regions with no points or highly sparse points. This characteristic could lead to failure in detecting 

wall elements, and correspondingly, the implementation of this method. Furthermore, it would not 
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be useful for large open indoor spaces with no walls. Alternately, Zhang et al. [16] use edge 

detection to refine the overlay of building roof onto satellite images. This method is for improving 

existing results, not for achieving an initial overlay. 

Another topic that has been considered by researchers is nature-inspired optimization 

algorithms. Genetic algorithms (hereafter, GA), introduced by John Holland in the 1970s [17] are 

inspired by the principles of genetics. Evolving over a number of generations, better genomes will 

survive over weaker ones and lead to optimal solutions for a given problem. Particle swarm 

optimization (hereafter, PSO) invented by Kennedy and Eberhart [18] in the 1990s is inspired by 

the motion of swarms of birds. It considers a group of randomly generated solutions and propagates 

them toward the optimal solution based on information shared by all members of the group. Other 

nature-inspired optimization algorithms have been developed, including Ant Colony Optimization 

inspired by foraging behavior of ants, Bat Algorithm inspired by the echolocation ability of bats, 

and Spider Monkey Algorithm inspired by the social behavior of a South American species [19-

21]. Comparisons among these have already been made, and serve to guide researchers in choosing 

the most suitable algorithms. Hassan et al. [22] compared PSO and GA over eight benchmark 

problems, and drew the conclusion that PSO and GA yield the same level of solution quality, while 

PSO is generally more computationally efficient than GA. Tharwat and Schenck [23] also 

performed a comparison where a total of five algorithms are compared in terms of their 

performance on six benchmark problems. Based on a review of this past work, I adopt PSO for 

this overlay problem for its quality, robustness, computation efficiency, and widespread 

availability. 
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3.2  Technical Approach 

3.3  

 
 

 
Stage T2-1. Data 

collection 
Stage T2-2. Data separation Stage T2-3. Data processing 

Figure 3.1. Overview of the technical approach 

An overview of this automated technique is shown in Figure 3.1. The technique has three 

stages, including data collection, data separation, and data processing, each with its own challenges, 

which I will discuss here. The first stage is data collection. Engineers collect reconnaissance data 

over a large-scale area as the inputs to the technique. In a large-scale area, engineers will walk 

through multiple independent buildings to collect the visual data, and in each building, multiple 

floors may need to be visited for data collection. For example, the data collection may cover one 

floor in the first building, three floors in the second building, and so forth. There is no limitation 

regarding the number of floors, the number of buildings, or the order of the buildings to be covered 

in a given reconnaissance mission. The reconnaissance data include InspImgs, PathVideo, and 

structural drawings for all the floors in each building visited in the mission. InspImgs are the 

primary images collected during a mission, and are intended to document the structural condition 

of the building and the evidence of the consequences of the hazard event. At the same time, 

PathVideo is collected to store the scenes visible in front of the engineer as the mission takes place. 

Structural drawings may also be stored in advance as digital images with distinguishable file names, 

such as building1floor1, building2floor3, and so forth. 

The second stage is data separation. I aim to separate the data according to the individual 

floor on which they were collected. After separation, the data belonging to a single floor will all 

be collected in one folder. This process is mainly driven by the separation of PathVideo, by 

exploiting indoor–outdoor classification, clustering, and Path reconstruction. After that, I will 
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obtain PathImgs according to the individual floor and put them in different folders. Following the 

separation of PathImgs, the InspImgs are put to the corresponding floors by timestamp matching 

between InspImgs and PathImgs. And structural drawings are simply arranged by their file names. 

The third stage is to process the data that are stored in a single folder to generate the indoor 

locations of InspImgs and then localize them on structural drawings and repeat the process for 

each of the folders. Thus, using the data in one folder, I apply VO to PathVideo and create PathPcl. 

These results are automatically overlaid onto the structural drawing by solving an optimization 

problem. The locations of InspImgs are obtained by referring to their pairing with PathImgs, which 

are matched using timestamps. And a selection of InspImgs and PathImgs near any highly 

inspected location may be used to generate a local texture 3D model. In the end, the locations of 

InspImgs on the structural drawing and local texture 3D models are the output and provided to the 

engineers. 

3.3.1 Data Separation 

 

 

Figure 3.2. Workflow for completing the data separation stage 

In this section, the details of this data separation method, Stage T2-2 in Figure 3.1, are 

explained. This stage is to separate the reconnaissance data into folders according to the individual 
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floor they belong to. All data belonging to one floor are collected in one folder. The procedure is 

shown in Figure 3.2. Note that all steps in this stage are completely automated. To begin with, the 

reconnaissance data are read in step T2-I, including InspImgs, PathVideo, and structural drawings. 

Frames of PathVideo are stored as PathImgs, and named with corresponding indices. Each 

PathImg is assigned with a timestamp by interpolating between the beginning time and the end 

time of PathVideo. InspImgs are also stored with their timestamp. The structural drawings are read 

as digital images, and named based on the building index and floor index, for example, as 

“building1floor1.” With these file names assigned, they are directly put into the corresponding 

folders. 

For step T2-II, a two-class image classifier is designed using CNNs. This classifier intends 

to distinguish indoor images from outdoor ones, and only needs to be trained just once before 

processing the data. Instead of generating labels, the classifier is used to assign each of the 

PathImgs with a probability ranging from 0 to 1, where a number closer to 0 indicates a higher 

chance of being an indoor image, while values closer to 1 are for outdoor images. 

In step T2-III, I aim to group the PathImgs according to their indoor or outdoor labels or 

probabilities from step T2-II. Each PathImg is treated as a 2D point with the image index being 

the 𝑥 coordinate and the probability being the 𝑦 coordinate. After removing ambiguous points with 

probabilities between .1 and .9, the left points are grouped using an unsupervised cluster based on 

2D Euclidean distances between each other. For any group, if all the images in it are enclosed in 

any other group based on the upper bound and lower bound of the image index, then it is absorbed 

by that clustered group. At this point, the indoor-outdoor separation is finished. Each remaining 

group represents PathImgs taken inside one particular building or taken during an outdoor passage 

between different buildings. 

In step T2-IV, Path is generated for each indoor group using VO technique [24]. The path 

that the data collector takes through the building is rebuilt, including how she or he walks within 

floors and across a particular floor. Climbing between floors through stairwells is captured because 

it results in coordinate changes in the height dimension in 3D. This direction is recognized as being 

perpendicular to the ground surface in the 3D coordinate system. 

In step T2-V, for images in each indoor group, Path is divided into segments based on the 

height information. Each segment thus corresponds to Path formed on one single floor. By tracing 

back to PathImgs through the indices, I obtain PathImgs taken at each floor level. 
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In step T2-VI, InspImgs are related to PathImgs by comparing their timestamp, and the 

images from both sides with the nearest timestamp are considered taken in the same physical 

location or the same floor. By addressing the corresponding PathImgs, InspImgs are localized to 

floors they are collected from. 

Then in step T2-VII, I can retrieve the reconnaissance data that are already separated into 

a number of folders, and inside of each folder, it contains inspection data for a single floor, as 

PathImgs, InspImgs, and the structural drawing. 

3.3.2 Path Overlay in Data Processing 

Stage T2-3 in Figure 3.1 is data processing where I process data in each folder to generate 

the indoor locations of InspImgs and visualize them on the respective structural drawing. The 

process includes using VO to rebuild PathPcl, automatically overlay the reconstructed PathPcl 

onto the structural drawings, and perform timestamp matching. The details of Path overlay are 

discussed in this section, and PathPcl reconstruction and timestamp matching will be explained 

later in the validation section. 

Here I develop a method to automatically carry out the overlay without any manual 

assistance. To achieve this goal, an optimization problem is defined such that the solution gives 

the optimal Path overlay on the structural drawing. The optimization problem is formulated by 

minimizing the value of a cost function to determine several unknown parameters that define the 

overlay position of PathPcl. The cost function encodes a quantitative representation of how well 

PathPcl is overlaid onto the structural drawing. The search process to obtain the optimal 

combination of these parameters is designed to be practical, in that, it does obtain a useful and 

valid result quickly. Formulating the overlay problem as an optimization problem requires that one 

take into account the complexities of structural drawings, as well as the overall goal and what type 

of result is acceptable. Because this task is dealing with multiple floors and multiple buildings, all 

of which need to be identified, and then the overlay of each of these must be achieved. 

It is worth mentioning that without defining the cost function in the following section, an 

overlay result can only be evaluated by human judgment as to whether or not it is properly overlaid 

on the drawing. To do that, a human would simply focus their attention on meeting two goals. The 

first is matching the shape of Pcl with the markings that define the structural elements in the 

drawing. The second is to guarantee that the Path object falls in an empty area in the structural 
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drawing, specifically within the passage the engineers take in the hallways. These two goals inspire 

this approach and are thus encoded into the cost function discussed next. 

3.2.2.1 Cost Function Formulation 

The cost function is defined to quantitatively evaluate the quality of the overlay result. 

Thus, to define the cost function, I must model the overlay process. For generating the model, the 

markings on the structural drawing are considered to be fixed and impenetrable (i.e., the walking 

path cannot penetrate walls and columns). I must first transform PathPcl from its original arbitrary 

coordinate system to the coordinate system of the structural drawing. In the overlay model, PathPcl 

and the structural drawing are the known data. The unknown variables to solve for are the set of 

the parameters needed to perform a 2D affine transformation for PathPcl. The parameters include 

a translation in the 𝑥-direction, a translation in the 𝑦-direction, a rotation angle, and the scale. 

These are denoted as 𝑡𝑥,𝑡𝑦, 𝜃, and 𝑠, respectively. Collectively, I denote all the parameters to be 

tuned by 𝜙 =  (𝑡𝑥, 𝑡𝑦, 𝜃, 𝑠). 

The coordinate transformation for a point in PathPcl is defined as  

𝑝′(𝑝; 𝜙) ≔ [
𝑠 cos(𝜃) 𝑝𝑥  − 𝑠 sin(𝜃) 𝑝𝑦 + 𝑡𝑥 

𝑠 sin(𝜃) 𝑝𝑥 + 𝑠 cos(𝜃) 𝑝𝑦 + 𝑡𝑦
] (3.1) 

where 𝑝 is a point from either Path or Pcl, 𝑝𝑥 and 𝑝𝑦 are its 𝑥 and 𝑦 coordinates in the original 

coordinate system, and 𝑝′(𝑝; 𝜙) is the transformed point with the corresponding coordinate in the 

structural drawing coordinate system. 

Combining the input structural drawing and PathPcl with transformation parameters 𝜙, I 

can define the cost function. The cost function is formed as a combination of two terms, based on 

Path and Pcl of PathPcl, respectively. 

The term in the cost function related to Path is defined as 

𝐶Path(𝜙; 𝐷) =
1

𝑁Path
∑ 𝐵(𝑝′(𝑝; 𝜙), 𝐷)

𝑝∈𝑃Path
 

 (3.2) 

where 𝑃Path
  is the set of points in Path, 𝑝 is a point in 𝑃Path

 , and 𝑝′(𝑝; 𝜙) is the transformed point 

of 𝑝. 𝐷 is the image of the drawings. 𝐵(𝑝′, 𝐷) is the intensity value of binary 𝐷 at the pixel whose 

2D coordinates are the ones of point 𝑝′. If the value is 0, it means that point 𝑝′ hits a white pixel 

on the binary image of the structural drawing, and 1 means point 𝑝′ hits a black pixel. When Path 
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is optimally, or even acceptably, overlaid, all or most of the points along Path should encounter 

white pixels since Path must be placed in regions with no structural components and open to 

passage. And, 𝑁Path is the number of the points in 𝑃Path. 

The second term in the cost function related to Pcl, and is defined as 

𝐶Pcl(𝜙; 𝐷) =
1

𝑁Pcl
∑ 𝐸(𝑝′(𝑝; 𝜙), 𝐷)

𝑝∈𝑃Pcl
 

 (3.3) 

where, similarly, 𝑃Pcl
  is the set of points in Pcl, 𝑝 is a point in 𝑃Pcl

 , and 𝑝′ is the transformed point 

of 𝑝. 𝐸( ) is the Euclidean distance transform (hereafter, EDT) [25] of the structural drawing as a 

binary digital image. And 𝐸(𝑝′) is the value of the EDT at the pixel whose 2D coordinates are 

associated with point 𝑝′. EDT is a mapping method for a digital image where, for each pixel, EDT 

stores the Euclidean distance from this pixel to the closest pixel measured by such distance. In this 

problem, EDT only serves as a query table for analyzing and storing the Euclidean distance 

between Pcl points and SDI pixels. EDT is computed just one time before the search is executed. 

During the search, I directly query EDT for the distance information instead of repeatedly visiting 

the SDI. This approach greatly boosts the speed required to solve the optimization problem. Again, 

if Pcl is optimally, or even acceptably, overlaid on the structural drawing, the EDT mapping for 

most of the points in Pcl should be 0. Here, 𝑁Pcl is the number of points in 𝑃Pcl
 . 

The final cost function is defined as 

𝐶(𝜙;𝐷) = {

𝛼 ∙ 𝐶Path(𝜙; 𝐷) + 𝐶Pcl(𝜙; 𝐷), if 𝜙 ∈ Φ

𝐶penal
1 , if 𝜙 ∉ Φ

𝐶penal
2 , if 𝑝′(𝑝; 𝜙) ∉ 𝛷(𝑡𝑥, 𝑡𝑦), for any 𝑝 ∈ 𝑃Path

 

 (3.4) 

where Φ is the set of parameters that are bounded to yield a reasonable overlay, and how to retrieve 

the exact Φ for a Path overlay will be discussed in Section 3.2.2.2. When 𝜙 belongs to Φ, the cost 

function, 𝐶(𝜙;𝐷), equals the combination of the two cost function terms defined above, while 𝜙 

falls outside of Φ, I simply set 𝐶penal
1  to 𝐶(𝜙;𝐷), which is a penalty value set to 1100 in this task. 

And when a transformed Path point exists, which is out of the bounds of 𝑡𝑥 and 𝑡𝑦 (really, outside 

of the building plan), I set another 𝐶penal
2  to 𝐶(𝜙;𝐷), which is a penalty value set to 2200 in this 

task. The reason to set two different penalty values is to simply keep track of the cases when a 

penalty is applied. 𝛼 is a coefficient used to provide a relative weighting between the two terms. 

This coefficient is set as the ratio of the number of Path points to Pcl points to balance the 
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𝐶Path(𝜙; 𝐷) and 𝐶Pcl(𝜙; 𝐷). Together with the factors including the VO algorithm used in this 

task, Pcl filtering as explained in the next section, and so forth, 𝛼 is set as 0.1 in this task to provide 

the best overlay results, although the method is not sensitive to this parameter. By minimizing the 

value of 𝐶, I obtain the values of the variables in 𝜙 that correspond to the optimal overlay result. 

Note that I acknowledge the fact that it is possible that the hallways in a given structure will be 

wide enough that there are several adjacent positions for Path that are equally acceptable, and any 

of these would be an acceptable choice. 

3.2.2.2 Search Strategy 

To avoid being trapped by local minima, I seek to form a search strategy that is highly 

likely to yield the global minima. Given the design of this problem, it is guaranteed that at least 

one optimal solution exists for this optimization problem, which corresponds to the optimal 

overlay result, and thus I can find a set of the variables that give the optimal overlay result. This 

optimal result must exist within the range of the structural drawing, as PathPcl are overlaid onto 

the structural drawing. Thus, among the large but finite number of overlay results, I form a 

derivative-free method to search for the best values of the variables and to obtain such a result 

quickly. This search strategy is an adaptation of the original PSO method. Compared to PSO, 

which would be likely to become stuck in a local minimum in this problem, this method is able to 

achieve the global minimum with high robustness (this will be demonstrated in Section 3.3.1.3). 

In the next paragraphs, I explain this approach, and in the last paragraph of this section, I briefly 

discuss PSO and how PSO is integrated into this method. 
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(a) (b) 

  

(c) (d) 

Figure 3.3. Workflow of the search strategy: (a) Overall workflow, (b) Detailed workflow of 

search in the top level, (c) Detailed workflow of search in lower levels, (d) Detailed workflow of 

PSO search. 
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The front-end workflow of the search strategy is shown in Figure 3.3a. Step (T2-A) is to 

load the input data of a structural floor, including PathPcl and SDI. A series of preprocessing 

procedures are applied in step (T2-B): (T2-B-1) transform SDI to a binary image, as binary SDI; 

(T2-B-2) generate a multi-level image pyramid of binary SDI [26]. The total level in the image 

pyramid is denoted as 𝑇 (how to determine the value of 𝑇 will be discussed in the validation 

section). This step is to obtain 𝑇 copies of binary SDI with different sizes. Level 0 is the original 

binary SDI (the finest level), and level 𝑇 − 1 is the highest level (the coarsest level). Each level 

has half as many columns and rows of pixels as were in the previous level by smoothing the pixel 

intensities in the neighborhood. (T2-B-3) Filter the points in Pcl by their height coordinate values, 

the coordinate axis perpendicular to the SDI. Along the height coordinate, the points at the center 

area in the nearby region are kept. All of the preprocessing steps in step (T2-B) are meant to shorten 

the search process to a reasonable time. Then the following steps are used to perform the search 

over the image pyramid. The search starts in the highest level (level 𝑇 − 1) and moves down until 

reaching level 0 [14]. Step (T2-C) is a judgment of whether the search is going to be in the top 

level of the image pyramid, which has the smallest copy of binary SDI. If the answer is yes, it goes 

to step (T2-D), which applies the search at the top level. And if the answer is no, it goes to step 

(T2-E) to carry out the search at the lower levels. Then, step (T2-F) is to check whether the process 

has gone through all levels. If no, it will continue until it reaches level 0, and if yes, it proceeds to 

the final step, step (T2-G), where I obtain the output, the specific values of the variables 𝜙 yielding 

the optimal overlay result. 

The details of step (T2-D), to search in the top level, are shown in Figure 3.3b. Data passed 

from the previous steps are preprocessed input data, with indices indicating that these data are for 

processing at the top level of the image pyramid. Step (T2-D1) is to set up the search boundary for 

all of the variables (𝑡𝑥, 𝑡𝑦 , 𝜃, 𝑠). For each one of the four variables, a lower bound and an upper 

bound are generated. These two bounds govern the range of possible values for that variable, and 

when the value is outside of these bounds, a large penalty is applied in the cost function for that 

candidate (see Equation (3.4)). In this step, all bounds are set based on the top level in the image 

pyramid of binary SDI. If the binary SDI at the top level is treated as a 2D matrix, the indices of 

the far left and far right columns containing less than 1% black pixels are automatically set as the 

lower bound and the upper bound of 𝑡𝑥, respectively. In the same way, 𝑡𝑦 are set up based on the 

indices of the rows. 𝜃 is simply 0 and 360 degrees. For 𝑠, I calculate the Euclidean distance of 
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each black pixel in binary SDI in the top level from the origin, and get the standard deviation of 

the distances, 𝑆𝑡𝑑map, and for all the points of Path of PathPcl, 𝑆𝑡𝑑path. The ratio between 𝑆𝑡𝑑map 

and 𝑆𝑡𝑑path is regarded as 𝑠initial. Then, the lower bound is chosen as 50% of 𝑠initial, and the upper 

bound is chosen as 120% of 𝑠initial. Step (T2-D3) is to apply PSO search [18] to find the global 

minimum of the cost function, as designed in Section 3.2.2.1. And in step (T2-D4), a loop is carried 

out to repeat steps (T2-D2) to (T2-D3). The purpose of this loop is to compensate for the random 

initialization of PSO, and this approach is demonstrated to greatly increase the chance of 

generating the desired output. This procedure will be further discussed in Section 3.2.2.3. When 

the iteration meets its preset limit, 𝑀, the process goes to step (T2-D5), which ends the search at 

the top level and gives the output of the search at this level. The method used to determine 𝑀 will 

be discussed in Section 3.2.2.3. 

Once a combination of variables is obtained through the search at the higher levels, starting 

from the top level, the search at the lower levels focuses on a small region based on the available 

outputs, as in Figure 3.3c. Step (T2-E1) is to set up the search boundary based on the outputs from 

the previous level. In particular, I set 80% and 120% of the output value of each variable as the 

lower bound and upper bound for the current level, respectively. The search in the current level 

considers only options within these boundaries. Step (T2-E2) performs the initialization from the 

previous output, where it takes (2 ∙ 𝑡𝑥′, 2∙ 𝑡𝑦′, 𝜃′, 2∙ 𝑠′) as the initialization in the current level, and 

(𝑡𝑥′, 𝑡𝑦′, 𝜃′, 𝑠′) are the outputs from the previous level. Then PSO search is used to search for the 

global minimum in step (T2-E3). And then step (T2-E4) is used to check whether the loop meets 

the iteration limit, 𝑁. Compared to 𝑀, 𝑁 is a small number. In this task, 𝑁 is set to 10. After 𝑁 

iterations, the process gives the output in step (T2-E5). 

The PSO algorithm used in step (T2-D), search in the top level, and step (T2-E), search in 

the lower levels, is shown as in Figure 3.3d. In PSO, there are a group of candidates, which is 

referred to as a swarm of particles. All candidates will have their own initial guesses for the 

variables (or denoted as positions in PSO) simultaneously and independently. These guesses are 

not required to have the same values. Each candidate follows a unique trajectory of searching, 

including initializing the variables and updating them. To start, step (T2-i) is to initialize all 

variables for each particle by giving them some values. Unlike the traditional PSO, here these 

values are inherited from step (T2-D2), random initialization, or from step (T2-E2), initialization 

based on output from the previous level. In step (T2-ii), I evaluate the cost function at the positions 



 

 

57 

of each particle, yielding the corresponding values of the cost function. Then in step (T2-iii), I 

compare these values with the personnel best for each particle, and keep the smaller value of the 

cost function as the updated personnel best for that particle. I do the same comparison between 

these values and the global best, each time keeping the lowest one as the updated global best. The 

corresponding values of the variables are passed along with the personnel best and global best. 

Then in step (T2-iv), the positions of the particles are updated based on personnel best and global 

best from the previous step. More details on the update process are discussed in the next paragraph. 

In step (T2-v), I determine whether the iteration meets its limit, 𝐿, from step (T2-ii) to step (T2-

iv). When the iteration limit is reached, the output is generated in step (T2-vi), which is the updated 

global best kept until now and its corresponding combination of variables. The values of the 

variables are the outputs. 

In step (T2-iv) of Figure 3.3d, all particles update their positions. For instance, take a 

particle having the index 𝑖, with the total number of particles being 𝑃, and the iteration index is 

𝑘 + 1 out of the iteration limit 𝐿. The updated formula is given as 

𝑉𝑖,𝑘+1 = 𝑤 ∙ 𝑉𝑖,𝑘 + 𝑐1 ∙ 𝑧𝑖,𝑘 ∙ (𝜙̂𝑖,𝑘 − 𝜙𝑖,𝑘) + 𝑐2 ∙ 𝑧𝑖,𝑘
+ ∙ (𝜙̂𝑔,𝑘 − 𝜙𝑖,𝑘)  (3.5) 

where 𝑉𝑖,𝑘+1 is the update for this particle in the current iteration. It is a 4D vector reflecting the 

changes in the variables 𝜙, and 𝑉𝑖,𝑘 is the updated vector for the same particle from the previous 

iteration. Two random variables, 𝑧𝑖,𝑘, 𝑧𝑖,𝑘
+ ~𝑈(0,1). 𝜙̂𝑖,𝑘 is a variable vector corresponding to the 

personnel best of this particle up to iteration 𝑘, and 𝜙̂𝑔,𝑘 is the variable vector for the global best 

up to iteration 𝑘 . 𝜙𝑖,𝑘  is the current position of this particle; 𝑤, 𝑐1, 𝑐2  are three coefficients to 

balance different terms in the update. Then, the new position of this particle is calculated by adding 

the update vector to the previous position, as  

𝜙𝑖,𝑘+1 = 𝜙𝑖,𝑘 + 𝑉𝑖,𝑘+1  (3.6) 

The question yet remains as to how to determine the hyper-parameters used in the search, including 

𝑀, 𝐿, 𝑃, 𝑤, 𝑐1, 𝑐2. This question will be discussed in Section 3.2.2.3. 

3.2.2.3 Hyper-parameter Tuning 

The search algorithm requires the hyper-parameters to be selected before the optimization 

is performed. The choice of the hyper-parameters may influence the reliability of the search 
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algorithm and its computation time. Thus, I use a simple method to tune the hyper-parameters and 

find appropriate values. I run the algorithm 100 times using data collected only on a single floor, 

and count the number of runs during which the algorithm reaches a threshold, which indicates that 

the algorithm yields acceptable results in one run. For each run, instead of deciding if the overlay 

result is acceptable or not through human effort, I compare the value of the cost function to a 

predetermined threshold. If the value obtained is larger than the threshold, it is considered as a 

failed run, otherwise, as a successful run. 

 

 

Figure 3.4. The overlay result with the global minimum of the cost function 

I use the data collected in the underground floor in Armstrong Hall, Purdue, to tune the 

hyper-parameters. The data generate 1428 Path points and 489,930 Pcl points. To save time, I 

perform the hyper-parameter tuning only at the fourth level of the image pyramid. This adjustment 

shrinks the original image of the structural drawing from 8400 × 6000 pixels to 525 × 375 pixels. 

After using the algorithm (with a temporary hyper-parameter setting as 𝑀 = 50, 𝐿 = 50, 𝑃 =

50,𝑤 = 1.0, 𝑐1 = 1.0, 𝑐2 = 1.0), the optimal overlay result at the fourth level is shown in Figure 

3.4, which corresponds to the global minimum of the cost function. In this figure, the blue colored 

points correspond to the points in the Pcl, as the Pcl is rebuilding the visible environment along 

the path, including walls, doors, and so forth. 
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(a) (b) (c) 

   
(d) (e) (f) 

Figure 3.5. Results of validation by brute-force grid search 

The next part of the process is to find the threshold. I use the brute-force grid search to 

evaluate the cost function with all possible values of unknown variables Φ. A brute-force grid 

search will examine all possible values of each variable within the search boundaries, as indicated 

in Section 3.2.2.2. Sample results from the brute-force grid search are shown in Figure 3.5. To 

illustrate the behavior of the cost function near the optimal overlay result, I plot the brute-force 

grid search over the values of any two of the variables while keeping the other two at the optimal 

values. Note that the results are plotted in log and rescaled for better visualization. As indicated by 

the color bar, if a point is plotted with a darker color, it means the cost function at that point is 

smaller and therefore, it is closer to the global minimum. Take Figure 3.5a as an example. For 

𝑡𝑥 = 230, 𝑡𝑦 = 158, the point represents the global minimum. Notice in Figure 3.5a, the values of 

𝜃 and 𝑠 are set to achieve global minimum. This approach is simply for aiding visualization. As I 

move away from this point, the color of the points becomes brighter, which means that at those 

points, the cost function is becoming larger. It is obvious that in the region around the global 

minimum, there are scattered dark points compared to those in their neighborhood. These points 

represent local minima, and yield comparatively poor overlay results with respect to the global 

minimum. A key motivation for the development of this method is to avoid falling into a local 
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minimum. As mentioned in Section 3.2.2.2, any values of the variables that cause any portion of 

the PathPcl to stray out of the valid structural drawing boundary are not acceptable, and the cost 

function is accordingly assigned a large penalty value. These outcomes correspond to the gray 

background in each plot. It is easy to imagine that outside the gray region, the values of the 

variables lead to a cost function with such a penalty. So, there is no need to search in those areas. 

From these results, it is easily to see that the global minimum of the cost function corresponds to 

the overlay result. In addition, it is the sole point where the cost function reaches the global 

minimum. Thus, I use this global minimum and the corresponding value of the cost function (0.273) 

as the criteria in the evaluation discussed next. 

 

Table 3.1. Candidate values of hyper-parameters 

Hyper-parameter Candidate values 

𝑀 10, 20, 30, 40, 50, 100, 150, 200, 250 

𝐿 10, 20, 30, 40, 50, 60, 70, 80 

𝑃 10, 20, 30, 40, 50, 60, 70, 80 

𝑎𝑤 0.5, 0.8, 1, 1.2, 1.5 

𝑐1 0.5, 0.8, 1, 1.2, 1.5 

𝑐2 0.5, 0.8, 1, 1.2, 1.5 

 

After determining the threshold, the hyper-parameter tuning can begin. Candidate values 

of the hyper-parameters are listed in Table 3.1. To save time, I perform two tunings. Since it is 

obvious that the accuracy rises when 𝑀 is increased, the first tuning is performed at a fixed 𝑀, set 

at 10, while 𝐿, 𝑃, 𝑤, 𝑐1, 𝑐2 are tuned. After the first tuning finishes, I pick the hyper-parameters 

with the highest accuracy, and tune the value of 𝑀 on top of that until a good accuracy is achieved. 

The results are shown in Figure 3.6. The results from the first tuning are plotted in blue color (with 

𝑀 = 10, 𝐿 = 50, 𝑃 = 80,𝑤 = 0.5, 𝑐1 = 1.5, 𝑐2 = 1.5). The results of the second tuning are then 

plotted in orange, and it is apparent that the accuracy grows along with the value of 𝑀. In the end, 

I choose the first set of hyper-parameter values that reach an accuracy of 100%, which is 𝑀 =

200, 𝐿 = 50, 𝑃 = 80,𝑤 = 0.5, 𝑐1 = 1.5, 𝑐2 = 1.5 , and these are the values used in the final 

validation of the entire technique. This result also demonstrates that with the selected hyper-

parameter values, this search method has a high likelihood of obtaining the optimal overlay result. 
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Note that the objective here is to find an optimal overlay result for purposes of visualizing 

Path and linking it to the building locations visited by the field engineer when collecting data, 

instead of the optimal overlay result in the precise mathematical way. 

 

 

Figure 3.6. Results of hyper-parameter tuning 

3.4  Experimental Validation 

The validation is divided into two parts. First, I individually verify each of the major steps 

in this technique. These steps include indoor-outdoor separation, multi-floor separation, and Path 

overlay, which are tested separately with independent data collected from actual buildings. The 

focus of these sections is on explaining the implementation details, generalizing the methods for 

broad applicability, and verifying each with several sample datasets. 
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Next, to emulate a real reconnaissance mission, I collect image data covering a large-scale 

area. Data are collected using the recommended procedures while walking continuously through 

three buildings. Details are given for each of the buildings and floors used for this validation, as 

well as for the devices used, their configuration, and the lessons learned in this process. The results 

are provided to illustrate the method and type of results that are obtained. 

3.4.1 Verification of Essential Steps 

3.3.1.1 Verification of Indoor and Outdoor Separation 

As explained in Figure 3.2, step T2-I to step T2-III, I must process PathVideo and separate 

PathImgs into indoor and outdoor groups. This function is the first key component of this technique. 

Here I discuss the design of the indoor-outdoor image classifier, and the verification of the indoor 

and outdoor separation with several test data. 

3.3.1.1.1 Classifier Design 

The indoor-outdoor classifier is designed to classify each PathImg as being either in the 

indoor or outdoor category. These two categories are defined as follows: (1) indoor images—the 

context of these images is indoor environments. Indoor objects are likely to be present in these 

images, for example, walls, doors, corridors, staircases; and (2) outdoor images—the context is 

outdoor environments, which are formed by elements, for example, pavement, trees, grass, façades 

of buildings, vehicles. Outdoor images are the negative of indoor images. Regarding the two 

categories, I build a training and testing data set based on the data set organized and labeled 

manually by the authors, as well as other published data sets. Some sample images and the number 

of images I used from each data set are listed in Figure 3.7. Data sets used in the training and 

testing include CDSE, SUN, DOIDE, and Indoor scene [27-30]. Images from the two classes are 

not equally selected from each data set. Instead, I choose images that are correctly labeled and with 

no ambiguous visual contents. However, the total number of images in both classes are balanced 

(indoor: 11,583 images, outdoor: 11,078 images). This approach will help to avoid 

misclassification. 
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Indoor images from 

CDSE (3,197 images) 

Outdoor images from 

CDSE (2,011 images) 

Indoor images from 

DOIDE (5,796 

images) 

Outdoor images from 

DOIDE (8,949 

images) 

   

 

Indoor images from 

SUN (270 images) 

Outdoor images from 

SUN (118 images) 

Indoor images from 

Indoor scene (2,320 

images) 

 

Figure 3.7. Sample images in the dataset [27-30] 

The structure of the classifier is configured based on a popular CNN model, VGG16 [31]. 

This model performs among the best in the ImageNet competition in 2014, with high accuracy for 

classifying images into nearly 1000 classes. The five main convolutional blocks are kept, and the 

top block is replaced, since the output is binary, indoor or outdoor. To replace the original top 

block, a new top block is added after all of the convolutional blocks. This new block generates a 

probability between 0 and 1 for each image. A value closer to 0 means that the image has a high 

probability it is an indoor image. Otherwise, it is determined to be an outdoor image. 

To train the classifier efficiently, I balance the training of new weights with the use of the 

pretrained network. I use the pretrained VGG16 weight trained with ImageNet data set [32]. 

During the training process, the weights of the first two convolutional blocks in VGG16 are fixed, 

and the latter three blocks are tuned. Together with the top block, the weights of the last three 

blocks are the only ones that are trained with the indoor and outdoor data set. The data set gathered 

and formed in the above is randomly separated into 80% for training and 20% for testing. 
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The training process is shown in Figure 3.8. The classifier is trained for 100 epochs. The 

accuracy of the classifier in Figure 3.8a rises rapidly to a high level within the first few epochs, 

then subsequently increases with a gentle trend. From the loss history in Figure 3.8b, the training 

process is clearly quite successful. Both the training loss and testing loss drop steadily in the first 

few epochs. The weights obtained after 100 epochs are used for the final classifier. The confusion 

matrix of this classifier on the testing data set is shown in Table 3.2. Clearly, this model achieves 

both high recall and precision in predicting indoor and outdoor classes. 

 

  
(a) (b) 

Figure 3.8. Training process of the indoor-outdoor classifier: (a) accuracy history, (b) loss history 

Table 3.2. Confusion matrix of the classifier on the testing dataset 

 Indoor pred. Outdoor pred. Recall 

Indoor 2309 21 99.10% 

Outdoor 53 2150 97.59% 

Precision 97.76% 99.03%  

3.3.1.1.2 Results of Indoor and Outdoor Separation 

To increase the confidence in assigning the images into indoor or outdoor categories, I also 

develop a method I call image separation. Indoor-outdoor image separation is needed to separate 

the indoor image groups from outdoor image groups, rather than entirely based on the classification 

result of every single image. To start the process, PathVideo is read and the frames are saved as 

PathImgs. The indoor-outdoor classifier then labels each PathImg, and the raw probabilities from 

the classifier are stored nstead of the labels. I remove PathImgs that have probabilities between .1 

and .9, and leave all of those remaining. Then I apply an unsupervised cluster on the remaining 
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PathImgs. Here, I perform hierarchical clustering with the single linkage algorithm [33]. To 

perform the cluster, the data are treated as 2D points, and the clustering is based on the 2D 

Euclidean distance between the points. I scale the image indices by a scaling factor, which is 

roughly the total number of PathImgs. Here, I use 1000. This scaling factor is used to keep the 

values of probability and the image indices at about the same order of magnitude. The distance 

threshold for clustering is set to 0.1. Based on the raw clustering results, I remove any redundant 

clusters, which fall within other clusters. The remaining clusters are the final separation results.  

I test this image separation approach on two data sets. They are collected with a motion 

camera, a GoPro HERO 8. The camera is set to 240 fps with all other options as default. Each 

frame is 1920 × 1080 pixels. Each of the two data sets is real footage recorded while the data 

collector is walking through one or more buildings. Both are mixed and contain indoor and outdoor 

passages. The first data set begins in a passage starting from the first floor of Knoy Hall on the 

Purdue campus, and then moves outside of the building, down in the alley between the ME building 

and the ECE building. To speed up the process, I use one PathImg from every 200; 1039 PathImgs 

are used. The raw probability results from the classifier are shown in Figure 3.9a. Here the 𝑥 axis 

is the image index of PathImgs, and the 𝑦 axis is the raw probability value. In the figure, each point 

corresponds to one PathImg. A few select PathImgs are shown in Figure 3.9c. From the plots, it is 

obvious that the basic trend of indoor and outdoor is captured. Most PathImgs are correctly labeled, 

as PathImgs with an index from 1 to 686 are PathImgs collected indoors, and after that, PathImgs 

are collected outdoors. Following the technical procedure mentioned previously, the final 

separation result is in Figure 3.9b. Different colors represent different clusters. There are two 

clusters in total, which is exactly as expected. By comparing the mean probability of each cluster 

with respect to .5, one readily associates the first cluster as indoors, and the second one as outdoors. 

Tracing from the clustered results back to PathImgs indices, I can easily determine the boundary 

between the two groups in the PathImgs. As shown in Figure 3.9c, the PathImg that begins each 

group is bounded by a green box (B), and the ending PathImg for each group is bounded by a red 

box (E). Notice that the ending PathImg for the indoor group and the beginning PathImg for the 

outdoor group are not immediately next to each other. This is because, to further avoid bad 

separation, I remove 10 PathImgs from the starts and the ends of each indoor or outdoor group to 

determine the best PathImgs to designate as starting and the ending except for the very first 

PathImg and the last PathImg. 
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(a) (b) 

 
(c) 

Figure 3.9. Results of indoor and outdoor separation with dataset 3.1: (a) probability, (b) final 

separation, (c) separation of PathImgs 

Similarly, data set 3.2 starts in a passage on the second floor in the ME building on Purdue’s 

campus, continues outside from the side door in the southeast direction of the building, then walks 

along the way besides Potter Center, and ends with an arrival inside the first floor of Knoy Hall; 

1274 PathImgs are used. The results are shown in Figure 3.10, including the intermediate 

probabilities and final separation results. The data are successfully separated into three clusters. 

Also, the boundary PathImgs are marked as in Figure 3.10c. 
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(a) (b) 

 
(c) 

Figure 3.10. Results of indoor and outdoor separation with dataset 3.2: (a) probability, (b) final 

separation, (c) separation of PathImgs 

3.3.1.2 Verification of Multi-Floor Separation 

After indoor-outdoor image separation, I must process each indoor PathImg group. As in 

Figure 3.2, step T2-IV to step T2-V, if the PathImgs of one building contains data from multiple 

floors, I use the height information in the Path reconstruction to separate data collected at different 

floors. The multi-floor separation is tested with a PathVideo spanning three floors in Armstrong 

Hall on Purdue’s campus. The passage begins from the underground floor, then the data collector 

climbs the stairwell to walk through part of the second floor, and then to the third floor. The first 

floor is skipped here to show that there is no need to collect the data from every floor to use this 

method, rather the data collector can choose to enter a given floor based on the need for data. The 

PathVideo is also collected with a motion camera, a GoPro HERO 8. All camera settings are the 

same as in the previous section. 
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(a) (b) 

Figure 3.11. 3D coordinate system for the Path reconstruction: (a) 𝒙 − 𝒚 coordinate plane [34], 

(b) 𝒙 − 𝒛 coordinate plane [35] 

Before demonstrating the results, I need to explain the 3D coordinate system used. The 

coordinate system is defined at the moment when the first PathImg is taken. As shown in Figure 

3.11, the 𝑧 axis is defined along the direction the data collector faces from backward to forward. 

The 𝑥 axis similarly corresponds to the direction from the left to the right. The 𝑦 axis is then 

perpendicular to the ground, from downward to upward. 

 

   
(a) (b) (c) 

Figure 3.12. 3D reconstruction of PathPcl of the data set: (a) 3D reconstruction, (b) Path 

reconstruction in 𝒛 − 𝒚 plane, and (c) Path reconstruction in 𝒛 − 𝒙 plane 

I use VO to rebuild the 3D PathPcl using PathImgs. The 3D reconstruction is displayed in 

the z–y coordinate plane, as in Figure 3.12a [24]. There are 3387 points in Path and 1,336,847 

points in Pcl. The red-colored lines correspond to the Path, the Path that the data collector takes 

when walking through the building. The blue-colored points correspond to Pcl. They are meant to 

capture the exposed infrastructure components. Clearly, the 3D reconstruction rebuilds all contents 

in the environment including the stairwell when the Path changes in the height direction or along 

the 𝑦 axis. The Path reconstruction is plotted in the z–y coordinate plane as in Figure 3.12b, and 

in the x–y coordinate plane as in Figure 3.12c. Obviously, the height values along the 𝑦 axis 
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separate the entire path into three parts, as the PathImgs belong to three floors. In Figure 3.12b,c, 

the unit of the 𝑥, 𝑦, and 𝑧 axis is a hypothetical unit, which is determined by the VO algorithm. It 

is proportional to the corresponding real-world unit. 

 

 
(a) (b) (c) (d) (e) 

Figure 3.13. Clustering results of segments using unsupervised clustering and final separation 

results using supervised clustering: (a) cluster results of segment 1, (b) cluster results of segment 

2, and (c) cluster results of segment 4, (d) cluster results of segment 10, (e) final separation 

results 

It is obvious that the Path(s) of different floors are joined at the stairwell. Without any prior 

knowledge of where in the Path the stairwell is located, separating Path by associating it with the 

floors requires some assumptions. Because Path for the stairwell only exists over a limited range 

along the 𝑧 axis, I first divide Path into a number of segments (here, the number is set to 10 by 

experience) along the 𝑧 axis, and apply an unsupervised clustering method to each of the segments. 

As with the method in Section 3.3.1.1, I perform the hierarchical clustering with the single linkage 

algorithm [33] based on the 2D Euclidean distance between Path points. Representative results of 

some segments are shown in Figure 3.13. Although the first segment is clustered into one cluster 

corresponding to the location of the stairwell, as shown in Figure 3.13a, most other segments yield 

the correct number of floors, three, as shown in Figure 3.13b–d. Because segment 10 does not 

contain Path at floor 3, these two segments yield the number of the clusters which is 2. Thus, 

among all of the results given by the unsupervised clustering of each segment, those with the 

maximum number of clusters determine the correct number of floors. Using this number as the 

input for the number of clusters, I apply another supervised clustering method along the direction 

of 𝑦 axis. Here, I adopt the K-Means clustering methods [36]. This process generates the final 
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results shown in Figure 3.13e. As denoted in the figure, different colors represent path points 

belonging to different floors. It should be mentioned that I can only determine the relative floor 

index, for instance, floor 1, floor 2, or floor 3, using the mean value of the coordinates cluster along 

𝑦 axis. Because the points of Path link to specific PathImgs, they are thus separated by referring 

to the separated Path. Thus, the multi-floor separation of PathImgs of one indoor group is complete. 

It should be pointed out that, in a multi-floor separation, for each floor, I also automatically cut a 

number of PathImgs (the number is set to 60 times step 200) from the beginning and the end after 

I apply multi-floor separation. This step is merely to remove Path in the stairwell and to avoid the 

possibility of including bad boundary PathImgs between floors. 

3.3.1.3 Verification of Path Overlay 

The Path overlay step is performed to automatically overlay the PathPcl of one floor onto 

the corresponding structural drawing. This step follows both the indoor-outdoor separation step, 

and the multi-floor separation step. PathPcl for each floor is reconstructed using VO [24], while 

structural drawings are saved as digital images. Prior to solving the optimization problem of Path 

overlay, I implement an automated step to rotate the skewed PathPcl to the nominal coordinate 

system of the SDI. A plane surface is fit to the reconstructed Path. Then, I find the transformation 

matrix by projecting the normal vector of this plane to the normal vector of the 𝑥–𝑧 plane. In this 

way, the skewness is corrected. 

In the Path overlay step, I automate this overlay process. Hyper-parameters are tuned and 

set up before the validation, as discussed in Section 3.2.2.3. The only term that will vary with the 

specific structural drawing is the total level of the image pyramid, in Step T2-B-2 in Figure 3.3. 

Based on the experience, the total level should be chosen such that the top level has both a width 

and height that are larger than 350 pixels. 

Here I use data collected from the underground floor in Armstrong Hall, which is part of 

the data used in Section 3.3.1.2. There are 1254 points in Path and 1,904,234 points in Pcl. In this 

case, the structural drawing is 8400 × 6000 pixels. Thus, the total level of the image pyramid is 

chosen to be 5, with the top level defined as level 4 to the origin level defined as level 0. As 

explained in Section 3.2.2.2, the search results are mainly determined by the search at the top level, 

in this case level 4. For instance, the cost function history at the top level is shown in Figure 3.14. 

The red-colored points are the minimum value of the cost function in each iteration during the 
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entire search process of this method. The orange-colored line corresponds to the global minimum 

value of the cost function with this method. Clearly, only one iteration or one PSO cannot 

guarantee reaching the global minimum. With this iterative scheme, the chance of reaching the 

global minimum is greatly increased. As a comparison, I apply the original PSO on the same data 

to search for the optimal results. The global minimum value of the cost function of PSO is plotted 

in blue color. PSO is also found to hit a stable minimum result. However, this is merely a local 

minimum and after several iterations the PSO remains at that result, while this method robustly 

finds the global minimum. 

 

 

Figure 3.14. Cost function history at level 4  

The results for level 4 and level 0 are shown in Figure 3.15, where both the overall view 

and the detailed view are shown. In the figures, the red-colored lines are the path taken by the data 

collector, and the blue colored points are the points in Pcl. Herein, the alignment and location of 

the blue points on the black lines of the structural drawing show that the automated overlay 

algorithm is quite successful. 

Often photos are taken of paper drawings for older buildings, and I have addressed how to 

reassemble such photos into a drawing [37]. This stitched image can serve as the role of SDI in 

this task when a digital SDI is not available. 
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(a) 

 
(b) 

Figure 3.15. Results of automated overlay for underground floor of Armstrong Hall: (a) overlay 

results in level 4, (b) overlay results in level 0 (origin structural drawing) 

3.4.2 Validation with Large Scale Reconnaissance Data 

To assess the complete technique, I also perform an end-to-end validation. I collect 

continuous data from three buildings on Purdue’s campus, starting from Armstrong Hall, to ME 

building, and ending after walking through Knoy Hall. The buildings are shown on the map in 

Figure 3.16, along with the walking route that the data collector takes between each building. The 

data collection route covers two floors in Armstrong Hall, the underground floor, and the second 

floor. It also includes the third floor in the ME building and the first floor in Knoy Hall. I 

continuously walk through all of the floors in each of these buildings to collect data, and also move 



 

 

73 

between these buildings without making any stops. In this way, the data collection aims to imitate 

a real reconnaissance mission. 

 

 

Figure 3.16. Buildings covered in the validation data [38] 

In this experiment, I manually collect InspImgs using a DSLR camera (Nikon D90) and 

PathVideo using a motion camera (GoPro HERO 8). Before the data collection, the two cameras 

are set to have the same timestamp. In total, 811 InspImgs are collected along with a 53 min 

PathVideo at 240 fps. Each InspImg is 4288 × 2848 pixels, and each frame of the PathVideo is 

1920 × 1080 pixels. The DSLR camera is set to fully automated mode for collecting InspImgs. 

The motion camera is set to 240 fps video mode and all other settings are set to their default values. 

In the experiment, two people work together to collect InspImgs and PathVideo at the same time. 

In practice, however, one person can perform the entire data collection by attaching the motion 

camera to one’s body to record the PathVideo. Meanwhile, the person holds and operates the 

DSLR camera to collect InspImgs. InspImgs are select images targeting structural components, 

damage spots, and so forth that the data collector deems important to document with images, while 

the PathVideo is continuously recording the scenes in front of the data collector regardless of 

where that person directs their attention. 

I use a workstation with an Intel i9-7920x CPU, 32 Gb memory, and an NVIDIA GeForce 

RTX 2080Ti video card to apply the technique to the collected data. The entire process is fully 

automated and the results of the main steps are given here. To start with, the indoor-outdoor 
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separation results are shown in Figure 3.17. Again, I use one PathImg from every 200, and here 

3806 PathImgs are used. In Figure 3.17a,b, the probability and the final separation results are 

presented. The PathImgs of the PathVideo are successfully separated into five clusters. Starting 

from the left side to the right side of the plot in Figure 3.17b, one can see the first indoor group 

corresponding to Armstrong Hall, the first outdoor group corresponding to the passage from 

Armstrong Hall to the ME building, the second indoor group corresponding to the ME building, 

the second outdoor group corresponding to the passage from the ME building to Knoy Hall, and 

the third indoor group corresponding to Knoy Hall. Whether a group is located indoors or outdoors 

is determined by its mean probability value. The boundary PathImgs for each indoor or outdoor 

group are determined and marked in Figure 3.17c. Images with green-colored box correspond to 

the beginning PathImg for each group, while red-colored ones correspond to the ending PathImg. 

 

  
(a) (b) 

 
(c) 

Figure 3.17. Results of indoor and outdoor separation: (a) probability, (b) final separation, (c) 

separation of PathImgs 
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After indoor–outdoor separation, I apply multi-floor separation for each indoor group. I 

use VO [24] to reconstruct the Path for each indoor group. There are 4135 points in Path of the 

first indoor group, 1785 points in Path of the second indoor group, and 1459 points in Path of the 

third indoor group. The multi-floor separation results are shown in Figure 3.18 in the same 

coordinate system as Figure 3.11, where the 𝑦 axis is proportional to the height from the ground, 

while the 𝑥 axis and 𝑧 axis are determined by the orientation of the first PathImg collected. Note 

that I choose different stairwell as in Section 3.3.1.2 for the Armstrong Hall to justify multi-floor 

separation can deal with different cases. The first indoor group for Armstrong Hall is separated 

into two floors, while the second and the third indoor groups are identified as belonging on the 

first floor. By tracing back from the boundary points in each part of Path, I determine the index of 

the PathImgs that define the boundaries for the PathImg group for a single floor. 

 

   
(a) (b) (c) 

Figure 3.18. Results of multi-floor separation for each indoor group: (a) indoor group 1, (b) 

indoor group 2, and (c) indoor group 3 

On each floor, VO [24] is used to reconstruct PathPcl using the local PImgs. PathPcl is 

then overlaid onto the structural drawing using the overlay algorithm. For the underground floor 

in Armstrong Hall, there are 1796 points in Path and 1,252,363 points in Pcl, and the structural 

drawing is 8400 × 6000 pixels. For the second floor in Armstrong Hall, there are 1671 points in 

Path and 624,747 points in Pcl, and structural drawing is 8600 × 6143 pixels. For the third floor in 

the ME building, there are 1785 points in Path and 858,257 points in Pcl, and the structural drawing 

is 656 × 570 pixels. For the first floor in Knoy Hall, there are 1459 points in Path and 522,189 

points in Pcl, and the size of the structural drawing is 2533 × 1428 pixels. The overlay results for 

these cases are shown in Figure 3.19a–d. Again, the match between the shape formed by Pcl and 

the lines in the structural drawing demonstrates that the overlay is successful. Note that the PathPcl 
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of the ME building and Knoy building are overlaid onto floor plans. This demonstration is to 

illustrate that the overlay algorithm adapts to typical field scenarios other than using formal 

structural drawing. 

 

 
(a) 

 
(b) 

Figure 3.19. Overlay results of each floor: (a) results of underground floor in Armstrong Hall, (b) 

results of 2nd floor in Armstrong Hall, and (c) results of 3rd floor in the ME building, (d) results 

of 1st floor in Knoy Hall 
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Figure 3.19 continued 

 

(c) 

 

(d) 

 

With these results, the locations of InspImgs on a structural drawing can be extracted and 

the images can be reviewed. Each InspImg links to a PathImg that has the closest timestamp to 

that of the InspImg, and that PathImg corresponds to a point of Path based on the image index. 

With those relationships computed, InspImgs can be automatically localized onto the structural 

drawing by tracing through the corresponding PathImgs. A representative result is shown in Figure 

3.20. Using data for the second floor in Armstrong Hall, I illustrate how one InspImg and its 

location can be obtained and plotted on the overlaid structural drawing. The InspImg is shown in 

Figure 3.20a. The 3D textured model reconstruction at the selected InspImg is also shown in Figure 

3.20b. This model is constructed using the InspImgs and PathImgs that are identified as being 

within a specific range of the selected InspImg. Here I define the range according to the timestamp, 

using 5 s for InspImgs and 30 s for PathImgs. This step in the 3D reconstruction is performed with 

commercial software, Pix4D mapper 4.4.4. In Figure 3.20c, the location of the InspImg is shown 

on the overlaid structural drawing as a green colored dot. In practice, a user can select any InspImgs 

for review, and the entire process will be performed automatically. 
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The total time to process the data and output the localization results consisted of PathVideo 

format changing (about 100 min); PathImgs undistortion (about 50 min); PathPcl reconstruction 

(about 35 min); indoor-outdoor separation, including classification, clustering, outputs (about 3 

min); Path overlay (about 77 min); 3D reconstruction (about 50 min for one Pcl). Any steps that 

are not mentioned here normally require less than 1 min. In total, it takes about 4.5 h to process all 

of the data covering these three buildings (this is sufficient for rapid reconnaissance). Notice the 

video format changing step, which takes the major time is due to the special format of GoPro 

videos. Using motion cameras to output MP4 videos can avoid this step. An extra 50 min would 

be needed for generating a textured 3D reconstruction for one Pcl. 

 

  

(a) (b) 

 

(c) 
 

Figure 3.20. Representative results of image localization and local 3D textured model generation: 

(a) selected InspImg, (b) reconstructed local 3D textured model, and (c) its location on the 

structural drawing 
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3.4.3 Discussion of the Overall Results 

The results illustrate that the integrated technique is successful in automating the process 

for general indoor environments. That is to say that the environment has to possess floors, walls, 

and ceilings (or most portions of them). When data are collected from such environments, this 

technique can rapidly and automatically process the data and provide the locations of the InspImgs 

to the user. With this capability, an engineer interested in reviewing the damage to a given building 

can easily browse through the InspImgs together with their indoor locations. This option adds 

value to the data collected, because the images can be automatically associated with their location 

in the building, which is necessary for interpretation of the damage. The added value also increases 

the value of these data to engineers that were not present when the data were collected, that is, 

their potential for re-use. 

1. To reconstruct the PathPcl, the data need to be collected with sufficient lighting. If the 

indoor environment is not illuminated well, it is recommended that the data collector bring 

extra lights and use these to illuminate the scene captured by the motion camera. 

2. The multi-floor separation is developed under the most common case that a building will 

be visited during a reconnaissance mission. This assumes that each floor is sufficiently 

visited, and typically the same stairwell is used to walk from floor to floor. In rare cases 

such as partial exploration of corridors and simultaneously using different stairwells, an 

alternate strategy to determine the correct number of total floors may need to be proposed.  

3. For multi-floor separation, there may be ambiguity regarding how to determine whether an 

indoor group corresponds to a multi-floor or single floor situation. One can determine this 

using the height value, or simply use the number of structural drawing files input to the 

technique. 

4. For indoor-outdoor separation, when the number of PathImgs is really large, an alternative 

is to break the entire set into several sets. Based on the experience, it is reasonable to use 

about 1000 PathImgs per group, then apply indoor-outdoor image separation, and join the 

individual results together to obtain the final separation results. 

5. For successful Path overlay, PathPcl needs to cover at least 80% of the floor along one of 

the directions in the structural drawing. This requirement ensures that the automated 

overlay step will provide rational results. In an extreme case, one can imagine that if the 

inspection only takes place within a small portion of a floor (perhaps a small portion of a 
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hallway or just one room within a large building), the Path overlay is likely to fail to yield 

an acceptable result. This recommendation is used to define the search boundary for 

𝑆𝑖𝑛𝑖𝑡𝑖𝑎𝑙 in Section 3.2.2.2. 
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 INFORMATION FUSION TO AUTOMATICALLY CLASSIFY POST-

EVENT BUILDING DAMAGE STATE  

In the field, images are collected to document evidence of the post-event condition of the 

structure for each building. Such image sets have been growing in size, and in recent missions the 

teams typically gather about 100-200 images per building. Here I will refer to this visual data 

collected from a given building as the set of images (SOI, hereafter). The SOI contains images 

with scenes focused on structural components and nonstructural components, either exhibiting 

damage or showing undamaged views of damaged components, and also containing various 

undamaged components. The SOI also contains images of other objects, such as measurements 

and GPS devices, and other less important objects. The SOI for a single building is certainly not 

comprehensive, and sometimes only representative damage to components is captured rather than 

collecting repetitive images.  

During the data collection, an important task for reconnaissance teams is to classify the 

overall state of damage for buildings using general categories such as severe, moderate, etc. The 

classification, along with other reconnaissance information, is normally documented in a type of 

form which I refer as the building survey form. This damage classification task is performed 

separately for RC components and M components, as is evident from the information highlighted 

in the orange box in Figure 4.1a. These classes are assigned manually in the field following the 

guideline shown in the green box in Figure 4.1b. The guideline supports five states of damage each 

for both RC and M, including: none, light, moderate, severe, and collapse. Classifying the overall 

state of damage is just one example of the type of reconnaissance tasks that can be supported by 

automation and computer vision. Samples of images collected in the field are shown in Figure 

4.1c.  
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(a) 

 
(b) 

Figure 4.1. Representative sample of the building survey forms used in the field: (a) the 

building survey form, (b) the guideline and (c) samples of images [1] 
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Figure 4.1 continued 

 
(c) 

 

Assessing the post-event condition of buildings is complex and diverse, and in some cases, 

unsafe for reconnaissance teams. Villalobos (2016) showed that after the 2016 Ecuador earthquake, 

45% of the buildings surveyed presented severe damage, 24% presented moderate damage and 

31% light damage [2]. Image data is certainly collected from the exterior of the building as well. 

There is an interest in using drones to perform such data collection tasks in the future, although 

the tremendous number of images collected would require significant time and computational 

power to sort and analyze as well. Efforts have also been devoted to developing methods for post-

event building condition assessment using such data. Computer vision techniques have been 

utilized to detect various types of damage in buildings such as cracks and spalling [3-5]. Yeum et 

al. [6] designed clear definitions and associated image classifiers to classify images of buildings 

into ‘collapsed’ or ‘non-collapsed’ based on images of the building overview (overview image). 

Satellite images also have been used to provide such information [7-9]. However, to date the 

research has focused on generating in-formation from a single image. Techniques that can consider 

all of the images collected from a single building and produce a comprehensive output is lacking. 

Fusing the information from more than one images to support humans in making decisions has 

been developed for houses in hurricane surveys [10]. This task adopts a Bayesian-based method 

to fuse multiple overview images and make a decision regarding the damage level of a house. This 

approach provides a basis for the method developed in this paper. A barrier to that approach when 

dealing with more complex structures is that the computational time increases considerably when 

the number of images grows, for instance when dozens of images are collected from a single 

building. This challenge is addressed in this paper.  

In this task, I develop and validate an automated technique to process the visual data to 

classify the damage documented in the SOI for a building. The information collected during past 

reconnaissance missions and published in public repositories such as DataCenterhub [11] and 

Design-Safe [12] is used as the basis of the technique, and also as the ground truth for its evaluation. 



 

 

87 

To establish this technique, the images are classified using convolutional neural network (CNN)-

based image classifiers [13]. Two probability lists are formed, one for each category: for RC 

damage and M damage. Then, information fusion is performed to classify the overall RC damage 

state and the overall M damage state observed for the building. The main merit of this technique 

is that automation can assist survey teams by classifying the damage state of the building to support 

data organization and building-level classification. Such classification, into several broad 

categories based on damage state, will make useful data easier to search for in large reconnaissance 

data sets and serve the basis for a more targeted detailed assessment of particular structures.  

The contents of the task are organized as follows. Section 4.1 explains the methodology, 

including the schema designed for the image classifiers, and how to fuse the information to 

determine the overall damage states of the data set. Section 4.2 is the validation section, and 

describes the real-world dataset used for training and testing the image classifiers, and for 

validating the entire technique. A discussion of the results of this technique for earthquake induced 

structural damage, including pre-existing structural damage such as corrosion, is also included in 

this section. This chapter is adapted from the published work of the author [14].  

4.1  Methodology 

The overall workflow of the technique is shown in Figure 4.2. The input to the technique 

is an SOI collected from a single building during a reconnaissance mission and stored in a digital 

format. The output of the fully automated technique is a classification of the overall RC and M 

damage state present in the building based entirely on the scenes in the images collected. Thus, the 

technique must make these predictions of the damage state based entirely on the available SOI.  

To explain the technique, I divide it into three steps. Step T3-1 is to read the reconnaissance 

images that comprise one SOI. Based on the observations of building survey forms and datasets 

from past reconnaissance mission, these images can target building components with various types 

of damage, or they can contain no damage at all. Images of irrelevant objects can also be included 

in the SOI collected for a given building; they can be automatically filtered out with image 

classifiers. Metadata for the SOI are not needed, although sometimes information is available, 

including the time and date when the images were collected, GPS coordinates, etc. The approach 

requires a reasonable level of quality in the images, in terms of both visual content and standards. 

For such purposes, the images need to have a resolution larger than 299 by 299 pixels. Beyond 
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that, the resolution of the images can vary in scale. The visual content of the images must be 

distinguishable, i.e., the damage should not take up of the entire image nor too small to be barely 

to be visible. Additionally, the images should not contain blur. 

 

 

 

Step T3-1. Read reconnaissance 

images in an SOI 

Step T3-2. Generate the damage 

state probability lists 

Step T3-3. Use information 

fusion to predict the overall 

damage state for the 

building based on an SOI 

Figure 4.2. Overall workflow of the approach 

Step T3-2 is to generate values for the damage state in each image for populating two 

probability lists, one for RC damage and another for M damage. Taking RC damage as an example, 

each value in the list is a scalar probability between 0 and 1, and representing the probability of 

the corresponding image exhibiting RC damage state. This damage state probability is the raw 

prediction assigned by the respective image classifier to each image in the SOI. This classifier is 

applied after any irrelevant images are first filtered out automatically, which can be done using 

image classifiers. Irrelevant images are defined here as those for which the image classifier cannot 

generate a decision about the existence of RC damage, or for which no RC damage is present in 

the image. Detailed definitions of each of the classes used in the technique will be discussed in 

Section 4.1.1. A similar process is used for the M damage probability list. The generation of the 

two lists takes place in parallel, but they are entirely independent.  

Then, in step T3-3, I use information fusion to determine the overall damage state for the 

SOI. The information fusion process is based on the naïve Bayesian method. For either RC damage 

or M damage classification, the process takes a probability list from step T3-2 as an input and 

generates a single probability value as the output. After performing information fusion, the output 

probability value is utilized to yield a damage state decision for the SOI corresponding to a 

particular building. A decision is made for the SOIs corresponding to each of the two types of 
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damage, RC damage and M damage, respectively. For each type of damage, the decision will be 

determined as one of two states, either moderate-to-collapse damage (MD) or none-or-light 

damage (ND), indicating the overall damage state as determined from the SOI. The definitions for 

MD and ND will descripted in detail in Section 4.1.1. The decisions for RC damage and M damage 

are derived independently throughout the entire process. 

Note that although this technique is developed based on a selection of data from past 

reconnaissance missions, the data used here are from many locations around the world and are 

quite broad. Thus, I anticipate that the classifiers will be robust to variations in architecture and 

construction; they can be applied without any retraining. If architectural styles and construction 

were to vary significantly in some location or future mission from those used herein to develop the 

technique, the classifiers could readily be updated.  

4.1.1  Schema for the Image Classifiers 

To support the technique, four independent image classifiers are designed for use in step 

T3-2 in the overall workflow shown in Figure 4.2. All image classifiers used in this step are binary 

classifiers. The schema for the classifiers is shown in Figure 4.3. To make the classification result 

consistent and to avoid ambiguity, it is important to ensure that each classifier has a clear definition 

and a distinguishable boundary between positive and negative results. The definitions are provided 

here, and then used for labelling a training and testing dataset later. These definitions are built 

based on the guideline as described in the beginning of this task.  

 

 

Figure 4.3. Schema designed for the image classifiers 
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The classifiers and the schema are as follows: 

First, the damage state classifier classifies an image into either MD, or ND. Here, a single 

classifier applies to both RC damage and M damage. This approach takes into account the fact that 

RC damage and M damage are likely to be correlated with each other in post-event buildings, that 

is, if RC and M structural components both exist in that building, i.e., when the building is a 

reinforced concrete building that contains nonstructural masonry walls. And, more importantly, 

RC damage and M damage may frequently be present in a single image. Thus, this classifier is not 

meant to capture all types of damage but to focus on RC damage and/or M damage. 

• Moderate-to-collapse damage (MD): Image that contains building components 

having considerable damage. To be specific, the damage includes damage scales 

ranging from moderate, to severe, to collapse, as defined in the guideline. Moreover, it 

should be noted that damage in an image should be easily observed and identified, i.e., 

a significant part of the scene in the image should include the damage. Based on the 

past experience with similar classifiers, if the damage is extremely small in size as 

compared to the size of the image contents, it would be inappropriate to classify that 

image as an MD image. To quantify this relationship, I estimate that, to be classified 

as an MD image, the damaged region should take at least 30% of the entire area of that 

image without cropping. 

• None-or-light damage (ND): Image that contains building components having minor 

damage or no damage at all. This class includes damage scales from none to light, as 

defined in the guideline. This class is determined based entirely on the visual contents 

in the image, not the actual state of the building component. Thus, if the component is 

seriously damaged, an image capturing a healthy side of the component would also be 

considered as an ND image. Furthermore, an image with MD damage only in the 

background or damage that is hard for a human to distinguish would also be a valid ND 

image. To quantify this relationship, if the region with MD damage takes up no more 

than about a few percent (less than 5%) of the entire area of a single image without 

cropping, I still expect that image to be classified as a ND image. 

Second, the RC classifier classifies an image into either RC damage, or other. 

• RC damage (RC): Image that contains RC damage. This class includes damage scales 

of moderate, severe, and collapse with respect to the RC components as defined in the 
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guideline. The damage should be visible on the RC structural components. The RC 

component should be easily recognized from the image, with visible concrete, rebar, 

etc. Images classified as RC should be a subset of the images classified as MD. 

• Other: Image that is irrelevant to the condition classification of the building. Two types 

of images are included in this class. The first type is an image that contains no visible 

signs of MD damage to the building or the components. The image should not contain 

either RC damage or M damage, as defined above. Furthermore, the damage scale of 

moderate, severe and collapse are the target images that should be excluded from this 

class. The second type is the image that does not have the evidence to classify the 

building as ND, as defined in the above. An image belonging to ND can show no signs 

of damage, but it suggests that the building component captured in the image is in ND 

condition, therefore, it contributes to the decision of overall damage state to the 

building based on the SOI in the later process. Thus, ND images should be excluded 

from ‘Other’ class. Specifically, this class includes images about everyday objects, e.g., 

I have observed GPS, watches, people, vehicle, natural scenes, scenery other than 

infrastructure, etc. Some images with damage are also included in this class, if the scene 

includes irrelevant subjects such as people, papers, vehicles, etc. that represent at least 

2/3 of the area of the damaged region in the image, making the damage hard to identify 

from the image. 

Third, M classifier classifies images into either M damage, or other. 

• M damage (M): Image that contains M damage. This class includes damage scale of 

moderate, severe, and collapse with respect to the masonry components, as defined in 

the guideline. Similar to the definition of RC, the damage should be visible in the M 

components of the structure. The M component should be easily recognized from the 

scenery, with visible bricks, mortar, stones, etc. Images classified as M should be a 

subset of images classified as MD. 

• Other: this class is defined in the same way as ‘Other’ in the RC classifier. 

Fourth, the ND classifier classifies an image into either ND, or other. 

• ND: this class is defined in the same way as ‘ND’ is defined in the damage state 

classifier. 

• Other: this class is defined in the same way as ‘Other’ in the RC classifier. 
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4.1.2 Use Image Classifiers to Generate Probability Lists 

In this section, the details of step T3-2 in the overall workflow, as in Figure 4.2, are 

explained. Using the schema for the image classifiers defined in section 4.1.1, I developed a 

process to generate two probability lists, one for RC damage and one for M damage. The process 

takes each image in the SOI as the input, and loops through each image in the SOI until it finishes. 

 

 
Step T3-1a. Form the RC image list Step T3-1b. Form the RC probability list 

Figure 4.4. Detailed process to form the RC probability list 

Figure 4.4 illustrates the process for predicting RC damage. I divide the process into two 

steps. Step T3-1a is to form the RC image list. First, each input image will be put through the RC 

classifier. The classification result determines whether or not the current input image should be 

included in the RC image list, i.e., if it contains RC damage with a sufficiently high probability. 

The decision is made by comparing the raw probability to a threshold, 𝑇𝑎. This approach is taken 

because the raw probability represents the confidence that the classifier should assign the 

corresponding label to that image. The closer the value is to 0 (or to 1), the more confident the 

classifier will be. Specifically, if the raw probability is larger than 1 − 𝑇𝑎, I consider it to be valid 

to classify the image as RC damage, and it will be appended to the RC image list. The reason to 

use 1 − 𝑇𝑎  is to have the threshold parameter is a region easy to visualize in the later steps. 

Simultaneously, I implement the ND classifier on the input image, and follow the same procedure. 

The image is added to the RC image list if the probability exceeds the corresponding threshold. To 

simplify the method, I use the same threshold parameter for each case, and it will take the same 

value in the process. In this way, I identify all of the images in the SOI that can contribute to derive 

a decision about the condition of the building components. These include images that are highly 
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likely to focus on RC components, and thus add evidence that the building’s SOI is to be classified 

as a given MD state, and similarly for the ND classification.  

Step T3-1b is to form the corresponding RC probability list. For each entry in the RC image 

list, each image will pass through the damage state classifier. This classifier assigns a probability 

to the image representing its likelihood of being either ND or MD. After comparing that value with 

a chosen threshold, 𝑇𝑏, the probability value will be appended to the RC probability list. It should 

be noted that I include images with a probability larger than 1 − 𝑇𝑏 which is inclined toward MD, 

and images with a probability smaller than 𝑇𝑏 which corresponds to ND. The RC probability list 

serves as part of the inputs to step T3-3 (from Figure 4.2) for generating the overall RC damage 

state for the SOI. 

 

 

Step T3-2a. Form the M image list Step T3-2b. Form the M probability list 

Figure 4.5. Detailed process to form the M probability list 

A similar process is adopted for predicting M damage, as shown in Figure 4.5. I use the M 

classifier and the ND classifier to select images that should be appended to the M image list in step 

T3-2a, then use damage state classifier to generate the M probability list in step T3-2b. The 

thresholds in the process, 𝑇𝑎 and 𝑇𝑏, are chosen to be the same parameter in the process for RC 

damage, as in Figure 4.4. They will be tuned simultaneously in Section 4.2.3. Also, I should point 

out that neither the RC image list and M image list, nor the RC probability list and M probability 

list, are mutually exclusive because an image can contain both RC damage and M damage at the 

same time. In that case, the image will be included in both lists, and measured by the damage state 

classifier in two separate processes. 
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4.1.3  Information Fusion 

After acquiring the RC probability list and the M probability list, information fusion is used 

to fuse each of the probability lists into a single probability value, as in Step T3-3 in Figure 4.2. A 

single probability value is used to represent the damage state of either the RC components or M 

components of the building based on the SOI. In the following sections, I will explain the details 

of the information fusion algorithm. Subsequently, I will introduce a concern regarding the 

computational time of the algorithm. To address this concern, I integrate a sampling method to 

speed up the computations and the entire procedure will be explained.  

4.1.3.1 Details of the Information Fusion Algorithm 

I use naïve Bayesian fusion to fuse each probability list with the goal to arrive at the fused 

probability indicating the damage state of the building based on an SOI [10,15]. This procedure is 

applied separately to generate a damage state for both RC and M components. Let 𝑥1, … , 𝑥𝑛 

represent each image associated with the probability list, and 𝑝1(𝑥1),… , 𝑝𝑛(𝑥𝑛)  represent the 

damage state probability of each image. Using these values, the probability of the building based 

on an SOI is written as 𝑝(𝐷 = 𝑑| 𝑥1, … , 𝑥𝑛). And it is expressed as  

𝑝(𝐷 = 𝑑| 𝑥1, … , 𝑥𝑛) 

=∑ 𝑝(𝐷 = 𝑑|𝐷1 = 𝑑1, … , 𝐷𝑛 = 𝑑𝑛, 𝑥1, … , 𝑥𝑛)𝑝(𝐷1 = 𝑑1, … , 𝐷𝑛 = 𝑑𝑛|𝑥1, … , 𝑥𝑛)
𝑑1,…,𝑑𝑛∈𝒟

 

=∑ 𝑝(𝐷 = 𝑑|𝐷1 = 𝑑1, … , 𝐷𝑛 = 𝑑𝑛)𝑝(𝐷1 = 𝑑1, … , 𝐷𝑛 = 𝑑𝑛|𝑥1, … , 𝑥𝑛)
𝑑1,…,𝑑𝑛∈𝒟

 

=∑ 𝑝(𝐷 = 𝑑|𝐷1 = 𝑑1, … , 𝐷𝑛 = 𝑑𝑛)∏ 𝑝(𝐷𝑖 = 𝑑𝑖|𝑥1, … , 𝑥𝑛)
𝑛

𝑖=1𝑑1,…,𝑑𝑛∈𝒟
 

=∑ 𝑝(𝐷 = 𝑑|𝐷1 = 𝑑1, … , 𝐷𝑛 = 𝑑𝑛)∏ 𝑝(𝐷𝑖 = 𝑑𝑖|𝑥𝑖)
𝑛

𝑖=1𝑑1,…,𝑑𝑛∈𝒟
 

(4.1) 

To start with, 𝑥1, … , 𝑥𝑛 are treated as the prior for the fused probability, since 𝑝(𝑥𝑖) only 

relates to 𝑥𝑖. 𝑛 is the total number of the images in the probability list. Then, I define 𝐷 as the 

random variable indicating the damage state of the building based on an SOI. And 𝑑 will be a 

realization of the numerical value, as either 0 or 1, 0 denotes the damage state ND, and 1 denotes 

MD. Following that, I use the sum rule of probability to expand 𝑝(𝐷 = 𝑑|𝑥1, … , 𝑥𝑛) to all the 

possible scenarios that each 𝑥 has a chance being classified as ND or MD. Similar to the damage 

state of the building based on an SOI, 𝐷𝑖 is the random variable for 𝑥𝑖, and 𝑑𝑖 is its numerical value. 
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Then, 𝑝(𝐷1 = 𝑑1, … , 𝐷𝑛 = 𝑑𝑛|𝑥1, … , 𝑥𝑛) is written as the product of the probability for each 𝑥, 

this is because I consider the chance for each 𝑥 being classified as ND or MD are independent 

from each other. In the end, 𝑝(𝐷𝑖 = 𝑑𝑖 |𝑥𝑖) is the probability for 𝑥𝑖 being classified as 𝑑𝑖. And 𝒟 

is the set consisting of all the possible combinations of 𝑑𝑖 = {0, 1}.  

𝑝(𝐷 = 𝑑|𝐷1 = 𝑑1, … , 𝐷𝑛 = 𝑑𝑛) =

{
 
 

 
 ∑ 𝑑𝑖

𝑛
𝑖=1

𝑛
, ∀ 𝑑𝑖 = 1, 𝑝(𝐷𝑖 = 𝑑𝑖|𝑥𝑖) < 0.5

⌈
∑ 𝑑𝑖
𝑛
𝑖=1

𝑛
⌉ , ∃ 𝑑𝑖 = 1, 𝑝(𝐷𝑖 = 𝑑𝑖|𝑥𝑖) ≥ 0.5 

 (4.2) 

where ∀ 𝑑𝑖 = 1, 𝑝(𝐷𝑖 = 𝑑𝑖|𝑥𝑖) < 0.5  means for all 𝑑𝑖 = 1 , 𝑝(𝐷𝑖 = 𝑑𝑖|𝑥𝑖) < 0.5  or all 𝑥  are 

classified as more likely to ND over MD. In such case, I use the ratio of sum of 𝑑𝑖 to 𝑛 as the 

conditional probability. On the second case, ∃ 𝑑𝑖 = 1, 𝑝(𝐷𝑖 = 𝑑𝑖|𝑥𝑖) ≥ 0.5   means there exists 

𝑑𝑖 = 1, 𝑝(𝐷𝑖 = 𝑑𝑖|𝑥𝑖) ≥ 0.5   or at least one of 𝑥 is classified as more likely to MD over ND. In 

such case, I use ⌈∙⌉  of the ratio to compute the conditional probability. ⌈∙⌉  is the mathematical 

ceiling of the argument. This indicates if at least one 𝑥 is classified as MD or 𝑑𝑖 = 1, then the 

conditional probability is 1. 

4.1.3.2 Use of Sampling to Speed up the Process of Information Fusion 

There are two characteristics this task is looking for in an information fusion algorithm. 

Without a doubt, the first one is ‘accuracy’. The algorithm should be designed to reflect the damage 

state of the image set as much as possible. An evaluation of accuracy will be carried out in Section 

4.2. Aside from accuracy, this task is interested in computational efficiency to get the fused result. 

To illustrate why this is important, an example of how to perform information fusion is provided 

in Table 4.1. The input, the probability list, is chosen to have four elements, with values 

[0.0115, 0.1635, 0.6988, 0.1226]. It should be noted that this hypothetical example pertains to 

step T3-3 in Figure 4.2, which means this is explaining what happens after all the image 

classification and filtering. The resulting list of probabilities is put through the information fusion 

algorithm. As explained in Section 4.1.3.1, the fused probability is formed by the sum rule. Thus, 

the algorithm must consider all possible combinations of the input list to compute the associated 

products and add them together. That will yield the fused probability. However, the total number 

of combinations is 𝐶𝑡𝑜𝑡𝑎𝑙 = (
𝑁
1
) + (

𝑁
2
) +⋯+ (

𝑁
𝑁
), where 𝑁 is the number of elements in the 
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input list. Using the example in Table 4.1, 𝐶𝑡𝑜𝑡𝑎𝑙 = 16, and it consumes a computation time of 

 0.9975 milliseconds in total. While this computation time is acceptable for a four-element list, 

𝐶𝑡𝑜𝑡𝑎𝑙, will grow drastically as 𝑁 increases. When 𝑁 is 10, 𝐶𝑡𝑜𝑡𝑎𝑙 will be 1024. When 𝑁 reaches 

20, 𝐶𝑡𝑜𝑡𝑎𝑙 will be 1,048,576. And when 𝑁 approaches 25, 𝐶𝑡𝑜𝑡𝑎𝑙 will be a whopping 33,554,432. 

Since the computational time for each combination varies with the number of elements in the input 

list, consider that a single combination requires 0.06234 milliseconds (roughly the average time 

taken in the example), then, 𝑁 of 25 will be about 34.86 minutes. This value is a comparatively 

long time to endure for this technique to assess one building. Given the fact that an SOI will easily 

contain tens or hundreds of images, potential large computational times will inevitably limit the 

value of this technique for larger image sets. This remark is based on the assumption that 𝑁 will 

increase as the total number of images in an SOI increases.  

Table 4.1. Example of the time required for the conventional information fusion algorithm 

 Combinations Product 

1 [] 0.000000 

2 [1] 0.000636 

3 [2] 0.010678 

4 [3] 0.506983 

5 [4] 0.007634 

6 [1, 2] 0.000248 

7 [1, 3] 0.005898 

8 [1, 4] 0.000178 

9 [2, 3] 0.099093 

10 [2, 4] 0.002984 

11 [3, 4] 0.070841 

12 [1, 2, 3] 0.001153 

13 [1, 2, 4] 0.000052 

14 [1, 3, 4] 0.000824 

15 [2, 3, 4] 0.013846 

16 [1, 2, 3, 4] 0.000161 

Input and output 

Input: probability list, [0.0115, 0.1635, 0.6988, 0.1226] 

Output: fused probability, 0.721209 

 

To address this issue, I adopt a sampling method to speed up the fusion process. The basic 

idea is to sample a smaller number of elements from the input list, and iteratively perform the 

information fusion using the sampled list. Then, the process is repeated until the result converges.  
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The entire implementation is shown in Algorithm 4.1. To start with, I have the input 

probability list, 𝐴, and I define an empty list 𝑝_ℎ𝑖𝑠𝑡𝑜𝑟𝑦 for keeping track of the temporary fused 

probability, 𝑝_𝑡𝑒𝑚𝑝 , which is the fused probability computed at each iteration, an empty list 

𝑒_ℎ𝑖𝑠𝑡𝑜𝑟𝑦 for holding all the 𝑒, which are the errors. Before the iteration, I first check whether or 

not 𝑙𝑒𝑛𝑔𝑡ℎ(𝐴) , the number of the elements in the input list, is larger than 5  if not, I simply 

compute the fused probability with 𝐴 and return the fused probability as the output. The function 

fuse_probability() applies the original fusion algorithm as introduced in Section 4.1.3.1. However, 

if the answer is yes, the process moves to the iteration steps. I define two stop conditions, either of 

which will stop the iterations: one is 𝑒  reaching 𝑒_𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑  which is set to 0.01 , since the 

maximum possible value of a probability is 1, 𝑒_𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑  can be regarded as 1% of the 

maximum value, 𝑒_𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 is chosen for practical reasons so that the algorithm will reach a 

relatively accurate result in a reasonable iterations  and the other is reaching the 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛_𝑙𝑖𝑚𝑖𝑡 

which I set to 1,000. Based on experience developed during the present study, I define the number 

of the elements in the sampled list, 𝑁_𝑠𝑎𝑚𝑝𝑙𝑒, as 5. Inside each iteration, the process moves to 

the sampling steps.  

To fairly represent 𝐴 with the sampled list, 𝐵, I adopt the proportional stratified sampling 

strategy [16]. This strategy is typically used when the sampling group (here, 𝐴) can be divided into 

several subgroups. This strategy samples from each of the subgroups independently. If I consider 

the procedure in step T3-2 from Figure 4.2, the RC probability list and M probability list are filtered 

by 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑_𝑏 to select candidates that fall into their respective classes with high confidence. 

This approach offers the chance to cluster 𝐴 into two subgroups, one associated with probability 

values smaller than 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑_𝑏 which is defined in Section 4.1.2 and its value will be discussed 

and assigned in Section 4.2.3.2, and the other associated with probability values larger than 1 −

𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑_𝑏. I use proportional allocation to determine the number of elements to sample from 

each subgroup. Simply, the two sampled lists, denoted 𝐴_𝑙𝑜𝑤_𝑠𝑎𝑚𝑝𝑙𝑒  and 𝐴_𝑢𝑝_𝑠𝑎𝑚𝑝𝑙𝑒 , are 

sized to be proportional to the ratio between the size of the two subgroups, and they must add up 

to 𝑁_𝑠𝑎𝑚𝑝𝑙𝑒. Then, 𝐴_𝑙𝑜𝑤_𝑠𝑎𝑚𝑝𝑙𝑒 and 𝐴_𝑢𝑝_𝑠𝑎𝑚𝑝𝑙𝑒 form 𝐵. This sampling process is shown 

in lines 8 to 14 in Algorithm 4.1.  

After sampling, 𝑝_𝑡𝑒𝑚𝑝 is computed from 𝐵 with the fusion algorithm. After appending 

𝑝_𝑡𝑒𝑚𝑝 to 𝑝_ℎ𝑖𝑠𝑡𝑜𝑟𝑦, I calculate 𝑒 which is defined as the absolute difference between the current 

𝑝_𝑡𝑒𝑚𝑝 and the mean of 𝑝_ℎ𝑖𝑠𝑡𝑜𝑟𝑦. When either 𝑒 is less than or equal to 𝑒_𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 or the 
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process reaches 1000 iterations, the iteration stops. When the iterations stop, if the total number 

of iterations is smaller than 𝑖𝑡𝑒𝑟𝑎𝑡𝑖𝑜𝑛_𝑙𝑖𝑚𝑖𝑡, I take the last 𝑝_𝑡𝑒𝑚𝑝 as the fused probability, 𝑝. 

Otherwise, I take the mean of 𝑝_ℎ𝑖𝑠𝑡𝑜𝑟𝑦 as 𝑝. This case applies in the rare cases in which the 

process does not converge early and the maximum iterations is reached. In my experience, this 

case has a very small chance of occurring. When it does happen, the modified process using 

sampling is still able to fulfill the goal of capturing the damage state of the image set, assuming 

that the input probability list is correctly provided. This approach works because I design the entire 

technique to predict a building based on an SOI as either MD or ND, rather than aiming to provide 

an exact probability value. 

Algorithm 4.1. Implementation of the modified information fusion algorithm 

Algorithm 1: 

 Input: probability list, A 

Output: fused probability, p 

1 p_history = [], e_history = [], e_threshold = 0.01, iteration_limit = 1000, N_sample = 5 

2 if length(A) <= N_sample 

3 return p = fuse_probability(A) 

4 else 

5 e = 1, iteration =0, e_history = [1] 

6 while e > e_threshold and iteration < iteration_limit 

7 B = [] 

8 A_low = [element for element in A if element < threshold_b] 

9 A_up = [element for element in A if element > 1-threshold_b] 

10 Number_low = round(N_sample*length(A_low)/length(A)) 

11 Number_up = N_sample – Number_low 

12 A_low_sample = random(A_low, Number_low) # randomly sampling 

Number_low of elements from A_low 

13 A_up_sample = random(A_up, Number_up) # randomly sampling 

Number_up of elements from A_up 

14 append elements of A_low_sample, A_up_sample to B 

15 p_temp = fuse_probability(B) 

16 append p_temp to p_history  

17 e = abs(p_temp – mean(p_history))  

18 append e to e_history 

19 iteration = iteration+1 

20 if iteration < iteration_limit 

21 return p = p_history[end] 

22 else 

23 return p = mean(p_history) 
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I examine the modified information fusion method with sample data consisting of a 

probability list with 27 elements, as [0.9630, 0.9594, … , 0.03351]. The process stops at the 94th 

iteration where it reaches the stopping criterion when 𝑒 meets 𝑒_𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 which is set to 0.01. 

The results are shown in Fig. 4.6. The error history is plotted in Figure 4.6a. Clearly, 𝑒 decreases 

as the process proceeds. For a detailed view of the 94th iteration when 𝑒_𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑 is reached, the 

error history from iterations 86 to 96 is shown in the upper-right corner of Figure 4.6a. The history 

of fused probability, 𝑝_ℎ𝑖𝑠𝑡𝑜𝑟𝑦 , is shown in Figure 4.6b. The final outcome of the modified 

algorithm is 0.9983. As a comparison, the fused probability for the original fusion algorithm is 

0.9999 , and the number of combinations for the original algorithm would be 134,217,728 . 

Meanwhile, the modified process drops this number to 94 ∗ 𝐶𝑡𝑜𝑡𝑎𝑙(𝑁 = 5) = 3008. The actual 

computation time for the modified process is 0.0728  seconds, while the original algorithm 

requires 3.15 hours. 

 

 
(a) (b) 

Figure 4.6. Results of the modified information fusion algorithm: (a) error history, (b) fused 

probability history 

4.2  Validation of the Technique 

4.2.1  Validation Dataset 

I validated the technique with real world datasets from reconnaissance missions. The 

datasets were collected from the reconnaissance missions after several earthquakes, including 

Bingöl, Turkey in 2003; Haiti in 2010; Nepal in 2015; Taiwan in 2016; Ecuador in 2016; and 

Mexico City, Mexico in 2017 [1,17-21]. In these missions, 33,248 reconnaissance images were 
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collected from 800 buildings. The images cover a various of structural components with different 

health conditions. And they are taken from both inside and outside of buildings. Some sample 

images are shown in Figure 4.7. 

 

 
Haiti earthquake in 

2007 (129 buildings, 

3,129 images) 

Ecuador earthquake in 

2016 (171 buildings, 

6442 images) 

Taiwan earthquake in 

2016 (119 buildings, 

9164 images) 

Mexico City 

earthquake in 2017 (81 

buildings, 3245 images) 

Figure 4.7. Sample images from the reconnaissance image database [1,17-21] 

During the missions, the reconnaissance teams walk through each of the buildings and 

manually collect each of the images in the datasets. For this task, I organized the datasets according 

to the building that they were collected from. I do not specifically make use of the event itself. For 

each building, the datasets tend to include a number of reconnaissance images and a building 

survey form, as shown in the sample in Figure 4.1. It should be noted that the images and the 

building survey forms in the original datasets do not exactly correspond to each other perfectly. 

Some buildings have images but lack of building survey forms, while some lack the images instead. 

Also, some building survey forms are empty or not legible for various reasons. As this technique 

aims to evaluate a building based on an SOI instead of single images, thus, I only use the data that 

has both an SOI and a valid building survey form for the same building. After examination of the 

data, there are 29,543 images and 720 buildings left for use in the following validation. 

To fully test the technique, I divide the full dataset mentioned above into two parts, 

validation dataset 4.1 and validation dataset 4.2. The detailed assignments for the dataset are shown 

in Table 4.2. From validation dataset 4.1, I select some of the images to form the training set and 

the testing set for each of the classifiers used in this technique. The total number of images in 

validation dataset 1 is 26,298, and I select 5119 of them for this purpose. Next, validation dataset 
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4.1 will be used to tune the thresholds. In the end, validation dataset 4.2 will only be used for 

validating the technique. Since the process to develop the technique has not seen any of the data 

from validation dataset 4.2, using it for validation of the method is intended to represent an 

assessment of the performance of the technique on newly collected data. To form the two 

validation datasets, the events are randomly split as 90% (as 5) for validation dataset 1 and 10% 

(as 1) for validation dataset 4.2.  

 

Table 4.2. Details of validation datasets 

Validation 

dataset 

4.1 

 Bingöl Ecuador Haiti Nepal Taiwan Total 

RC: MD – 

ND 
36 – 19 118 - 53 76 – 53 83 – 82 32 – 87 

345 - 

294 

M: MD – 

ND 
49 – 6 133 - 38 91 - 38 119 – 46 33 – 86 

425 - 

214 

Total 55 171 129 165 119 639 

Validation 

dataset 

4.2 

 
Mexico 

City 
     

RC: MD – 

ND 
33 – 48      

M: MD – 

ND 
46 - 35      

Total 81   (unit: SOIs) 

 

Also, as explained in the beginning of this task, reconnaissance teams manually evaluate 

the RC damage state and M damage state of each target building and document them in the building 

survey form. The RC damage state or M damage state is given in the building survey form as one 

of five possible states, based on the following set of options: {none, low, moderate, severe, 

collapse}. The guidelines used by the reconnaissance teams were consistent across all the different 

datasets used in this validation section. As discussed in Section 4.1.1, I merge the five states 

specified in the guidelines into two states, designated MD and ND. The number of building SOIs 

that include the corresponding ground truth are also listed in Table 4.2.  

4.2.2  Classifier Design 

To train the classifiers, I manually select images from validation dataset 4.1 and label them 

based on the guidelines used by the reconnaissance teams. Several sample images from each class 

are shown in Figure 4.8. In general, I label four categories of images, including RC damage, M 



 

 

102 

damage, ND and other. For training and testing the classifiers, RC and other form the dataset for 

the RC classifier, M and other form the dataset for the M classifier, ND and other form the dataset 

for the ND classifier, and RC and M form MD, together with ND, they form the dataset for the 

overall damage state classifier. Note that RC and M images are not mutually exclusive, as I 

discussed in Section 4.1.1. Also, RC and M damage can occur simultaneously and be captured in 

one image. The detailed number of images labelled and used are also listed in Figure 4.8. The 

number of images in each class are not uniformly selected. Instead, I select images with ambiguous 

visual contents, and manually label them strictly by the definitions formed in Section 4.1.1. This 

approach results in a more robust classifier that can correctly classify the more challenging scenes. 

In total, 5119 images are used here, as compared to the total number of images in validation dataset 

4.1.  

 

 
Image samples labelled 

as RC damage  

(843 images) 

Image samples labelled 

as M damage  

(887 images) 

Image samples labelled 

as ND (2363 images) 

Image samples labelled 

as other (1026 images) 

Figure 4.8. Labelled image samples for each class [1,17-20] 

I use the same model for building all the classifiers. VGG16 is selected to be the base model 

of the classifiers, as its performance is one of the best in the ImageNet competition in 2014 [22]. 

The 5 main convolutional blocks are kept, and a new top block is attached to replace the original 

top block. The new top block generates a probability from 0 to 1 for each image, representing one 

of the binary categories of each classifier. During the training process, the pre-trained VGG16 

weights, trained with ImageNet dataset, is used. The weights of the first two convolutional blocks 

in VGG16 are fixed, and the latter three blocks are allowed to be tuned. Together with the top 

block, the weights of the last three blocks are the only ones that are trained on the datasets. Since 

the training datasets for each classifier are not balanced, I set class weights to compensate for the 

imbalanced dataset in the training process.  
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Figure 4.9. Training and testing of the RC classifier 

Each classifier is trained for 100 epochs, and I use the final weights as the ones in the 

following test. As an example, the training and testing history for the RC classifier is shown in 

Figure 4.9. In the first 20 epochs, the loss drops quickly while the accuracy rises, then both histories 

change gradually. The training accuracy and testing accuracy for each classifier that occur in the 

final epoch are listed in Table 4.3. The overall performance of the classifiers is acceptable. I 

observe the scenes in damage state classifier are more complex as compared to the scenes for the 

other three classifiers, thus attribute its slightly lower accuracy to this fact. 

 

Table 4.3. Final metrics of all the classifiers 

 Trained 

epochs 

Final training 

accuracy 

Final testing 

accuracy 

Damage state classifier 100 94.28% 92.88% 

RC classifier 100 96.17% 95.70% 

M classifier 100 98.29% 98.97% 

ND classifier 100 95.86% 94.38% 

4.2.3  Threshold Tuning 

In this section, I tune 𝑇𝑎 and 𝑇𝑏 to find the values that yield the best performance of the 

overall technique. As mentioned in Section 4.1.2, the results of the RC classifier, M classifier and 

damage state classifier are filtered using the corresponding thresholds before moving to the next 

step in the process. Conceptually, the filters remove the portion of the results based on the 
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confidence with which the categories are assigned to the images. To carry out the tuning, I 

implement the technique with validation dataset 4.1 using a range of values of 𝑇𝑎 and 𝑇𝑏. After 

generating the RC probability list and the M probability list, I fuse each probability list using the 

method explained in Section 4.1.3 to form the two overall probability values, RC fused probability 

(RCFP) and M fused probability (MFP). Then, I simply use a threshold of 0.5 to decide whether 

the building based on an SOI should be classified as ND (< 0.5) or as MD (> 0.5). The result is 

evaluated by the metrics of recall and precision on the entirety of validation dataset 4.1.  

4.2.3.1 Metrics for Evaluating the Technique and on an Imbalanced Dataset 

First, I explain the metrics used for evaluating the results [23]. Then for demonstrating how 

to interpret the metrics, I generate hypothetical data, and the associated results are shown with the 

confusion matrix in Table 4.4. The main items in the confusion matrix are denoted as follows: for 

the predicted damage state classification, the damage type (RC or M) followed by a “--”, the 

prediction (MD or ND), followed by a “--”, and true (or false) of the prediction, e.g., RC-MD-True 

means the RCFP prediction is RC MD and it is True. Similarly, RC-MD-False means the RCFP 

prediction is RC MD and it is False. The latter indicates that the ground truth for the classification 

is RC ND; for the column of total, the damage type (RC or M)-the ground truth (MD or ND)-Total; 

for metrics, the damage type (RC or M)-the ground truth (MD or ND)-recall, and the damage type 

(RC or M)-the prediction (MD or ND)-precision. After introducing the main items, the metrics are 

defined as follows:  

RC-MD-recall =
RC-MD-True

RC-MD-True+RC-ND-False
 

RC-MD-precision =
RC-MD-True

RC-MD-True+RC-MD-False
 

(4.3) 

The ND and M related confusion matrix and metrics follow this same pattern. Nevertheless, 

when the dataset is imbalanced, there is an issue regarding the metrics shown in Table 4.4. The 

recall values for RC-MD and RC-ND are both pretty high, and this means the technique is quite 

successful in retrieving overall damage classification, both those classified as MD and ND. 

However, the precision values vary considerably; RC-MD-precision is 100% and RC-ND-

precision is merely 1%. This outcome indicates that in the results that are predicted as ND, only 

1% of them is True. The reason for this biased indication brought by the metrics is the imbalanced 



 

 

105 

dataset. Because the total number of samples with a ground truth of RC MD is 101,000 while the 

number with RC ND is only 10, no matter how well the technique performs, RC-ND-precision 

will always struggle and have a relatively low value [24].  

 

Table 4.4. Hypothetical data and results of the demonstration  

RC (Hypothetical data and results) 

Ground 

truth\prediction 

MD ND Total  

MD RC-MD-True: 

100,000 

RC-ND-False: 

1000 

RC-MD-Total: 

101,000 

RC-MD-Recall: 

99% 

ND RC-MD-False: 0 RC-ND-True: 

10 

RC-ND-Total: 

10 

RC-ND-Recall: 

100% 

 RC-MD-

Precision: 100% 

RC-ND-

Precision: 1% 

  

 

To compensate for this imbalance, I use a similar idea to the one adopted in Section 4.1.3.2 

for accelerating the information fusion process. For the imbalanced dataset, I use a sampling 

method and sample from the categories with a larger number of SOIs. With these sampled results 

I compute the metrics, and then repeat the process until the metrics converge. The number of 

samples used is chosen as the number of SOIs in the smaller category, e.g., for the hypothetical 

data in Table 4.4, I simply sample 10 SOIs, which is the total number of RC-ND from the 101,000 

SOIs as RC-MD, and use the 10 samples from RC-MD together with all of those in RC-ND to 

compute the metrics. I define the error to be  

Error = ∑ |i-mean(i_history)|

𝑖∈𝑚𝑒𝑡𝑟𝑖𝑐𝑠

 
(4.4) 

where 𝑖 is one of the metrics, including: RC-MD-recall, RC-MD-precision, RC-ND-recall, RC-

ND-precision, M-MD-recall, M-MD-precision, M-ND-recall, or M-ND-precision. |⋅|  is the 

absolute value, and 𝑖_ℎ𝑖𝑠𝑡𝑜𝑟𝑦  is the history of the metrics, and mean()  is its expected value. 

Similar to Algorithm 1, I define the stopping criteria of the iteration as 0.01, as the maximum 

possible value of each metric is 1, or 100%. When Error ≤ 0.01  or the iteration exceeds a 

predefined number (here, I set it to be 10,000), the iterations stop. If the number of iterations is 

smaller than the pre-defined limit, I use the last computed metrics  if the limit of iterations is 

reached, the mean of the history is used. 
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It is worth noting that even though similar sampling methods are utilized in both Section 

4.1.3.2 and this section, the reasons for choosing to use them are fundamentally different. For the 

information fusion algorithm in Section 4.1.3.2, the sampling method is used to reduce the 

computation time that would be needed for the conventional method as much as possible. However, 

the goal for introducing the sampling method in this section is to overcome the issue caused by the 

imbalanced dataset. As the metrics are only computed one time after implementing the technique 

on the entire dataset, and, furthermore it will not be computed when the technique is actually 

implemented to classify the SOIs, the computation time is not of concern here. 

4.2.3.2 Detailed Procedure for Threshold Tuning 

For tuning the thresholds, I begin by proposing candidate values of 𝑇𝑎 as 0.01, 0.05, 0.1, 

0.2, 0.3, 0.4, 0.5 and 𝑇𝑏  as 0.01, 0.05, 0.1, 0.2, 0.3, 0.4, 0.5. The technique is run with each 

combination of these candidate values. Thus, with these candidates I perform 49 trials of the 

technique. For each trial, I classify all buildings in validation dataset 4.1 based on their respective 

SOI. The metrics are generated by the method introduced in section 4.2.3.1, and for each run 8 

metrics are generated.  

To illustrate the tuning, I plot a portion of the results for when 𝑇𝑎 is fixed as 0.01 and 𝑇𝑏 

cycles through all its candidate values. In Figure 4.10a, I plot the resulting metrics as a function of 

the values of 𝑇𝑏. As mentioned earlier, there are 8 metrics in total. As shown in the plot, these 

metrics drastically change with 𝑇𝑏. For example, RC-ND-recall drops from 84.07% to 50.17%, as 

𝑇𝑏 changes from 0.01 to 0.5. Meanwhile, M-MD-recall increases from 62.62% to 86.45%. To 

understand the reason behind why some metrics are larger when 𝑇𝑏 is large, while other metrics 

have the opposite behavior, I plot the number of SOIs being predicted in Figure 4.10b. As shown 

in the plot, all the values related to MD are increasing as 𝑇𝑏 increases, and all the terms related to 

ND are decreasing. This trend occurs because when 𝑇𝑏  is getting larger, or 1 − 𝑇𝑏  is getting 

smaller, the filters allowing images to be classified as MD and ND are getting less strict, allowing 

more images to be passed to the next stage of the process as MD and ND images. Because the MD 

images tend to dominate in the information fusion process to classify the damage state of the SOI 

as MD, this outcome results in an increasing number of SOIs being classified as MD, or 

equivalently, a reduced number of SOIs that are classified as ND. The consequence of this behavior 

is the significant changes in the values of the metrics. 
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(a) 

 
(b) 

 

(c) 

Figure 4.10. Thresholds tuning results: (a) results of metrics, (b) results of number of SOIs, (c) 

overall results 
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To select an optimal combination of thresholds, I simply use the minimum metrics in each 

case as the indicator. For instance, I use 64.95% to identify the case in which 𝑇𝑎 is 0.1 and 𝑇𝑏 is 

0.01. From all the indicators, I select the highest, which represents the thresholds that yield the 

approach with the best performance. The results are shown in Figure 4.10c. In this figure, I show 

the minimum metrics for each combination of different values. The most appropriate one is 

selected to be 𝑇𝑎 as 0.01 and 𝑇𝑏 as 0.05 corresponding to an indicator of 72.45%, which is pointed 

out by the arrow in Figure 4.10c. 

4.2.4  Validation Results 

4.2.4.1 Validation Results on an SOI Example 

In this section, I demonstrate the technique using an SOI. Several sample images from the 

SOI are shown in Figure 4.11 [20]. The SOI is from the Taiwan dataset, and contains 129 images. 

First, I walk through the workflow to demonstrate how the RC list is updated for one image. 

Updating the M list will be similar. The details relating to step 1a in Figure 4.4 are provided in 

Algorithm 4.2. The input is an image "𝒎" and the output is the updated RC list, 𝑅𝐶_𝑙𝑖𝑠𝑡. To begin, 

I obtain 𝑝_𝑅𝐶  by applying the RC classifier and 𝑝_𝑁𝐷  by applying the ND classifier on 𝒎, 

respectively. Then, the following decision is made: 𝑝_𝑅𝐶 or 𝑝_𝑁𝐷 is larger than 1 − 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑_𝑎, 

the RC list is updated by appending the image 𝒎 to the RC list; otherwise, the RC list stays the 

same. This terminates the process of step T3-1a in Figure 4.4 for 𝒎. 

By going through this process, the algorithm avoids the extreme case of having an image 

classified as both RC and ND at the same time (a high probability from both the RC classifier and 

the ND classifier is an indication of misclassification). Take the forth sample image in Figure 4.11 

as 𝑝_𝑅𝐶 = 0.8831 , 𝑝_𝑁𝐷 = 0.9778 , 1 − 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑_𝑎 = 0.99 , this means 𝑝_𝑅𝐶 < 1 −

𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑_𝑎 and 𝑝_𝑁𝐷 < 1 − 𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑_𝑎, thus, this image will not be put in, thus, this image 

will not be appended to the RC list. For the second sample image in Figure 4.11, as 𝑝_𝑁𝐷 > 1 −

𝑡ℎ𝑟𝑒𝑠ℎ𝑜𝑙𝑑_𝑎, then, the image will be appended to the RC list.  
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Algorithm 4.2. Updating of the RC list with one image 

Algorithm 2: 

 Input: m # image 

Output: RC_list # the updated RC list 

1 p_RC = RC_classifier(m) 

2 p_ND = ND_classifier(m) 

3 if p_RC > 1-threshold_a or p_ND > 1-threshold_a 

4 append m to RC_list 

 

For the SOI example, the ground truth is MD for RC and MD for M. The resulting 

probabilities are 0.9999 for RC and 0.9999 for M. Thus, the prediction is MD for both RC and M, 

which agrees with the ground truth. Notice that I design approach, with a separate damage state 

classifier and category classifier, increases the robustness of the method to correctly predict the 

damage state for each image. Evidence of this robustness is found here with the forth sample image 

where the RC classifier assigns 0.8331 to the image indicating the image can be classified as RC-

MD while the damage state classifier assigns 0.1365 indicating low damage state as the true 

condition of the image. The time required to generate this decision is 9.27 seconds, including the 

time for both image classification and information fusion. 

 

 

Figure 4.11. Sample images from a Taiwan mission SOI including testing results [20] 

4.2.4.2 Validation Results on the Validation Datasets 

As demonstrated in Section 4.2.3.2, the technique achieves good performance using the 

pre-determined thresholds with all metrics being above 72%. The detailed results corresponding 

to validation dataset 4.1 are shown in Table 4.5. I provide the results as a confusion matrix grouped 

by the buildings surveyed during each event, and also provide the results over all events. For this 

task and similar implementations of classification methods, recall plays a more important role than 

precision. In particular, in this application it is critical to successfully identify as many buildings 
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as possible in each class, without neglecting classes that happen to contain a smaller number of 

buildings [6]. Thus, I only calculate and show the recall for each category. Recall values are 

calculated directly, since the imbalance in the dataset only significantly affects the precision values, 

as shown in Section 4.2.3.1.  

In general, the performance is good. The results do vary somewhat with the specific event. 

In most cases, the performance is above or close to the overall metrics, for instance, the Bingöl, 

Ecuador, and Haiti datasets. However, in a couple of cases the performance is noticeably lower, 

including the M-MD for the Bingöl dataset, and M-MD of the Taiwan dataset, etc. I believe this 

outcome is mainly because the misclassification of images occurs more frequently in certain 

datasets. A possible solution is to collect more images containing a variety of damage conditions 

and architectural styles to add to the overall dataset. The variety of the training dataset is generally 

a strong indicator of the robustness of the classifiers trained. Also, adding more SOIs to the datasets 

will also reduce the likelihood of outliers in the metrics. For instance, the M-ND-recall of the 

Bingöl dataset is 100%. Here the M-ND-Total is only 6, and thus the high recall value does not 

necessarily reflect the technique. It is reasonable to expect that datasets containing more SOIs in 

M-ND, the recall will drop to a level closer to the overall performance. 
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Table 4.5. Results for validation dataset 4.1 

Ground truth\prediction MD ND Total Recall 

Bingöl 

RC 
MD RC-MD-True: 27 RC-ND-False: 9 RC-MD-Total: 36 75.00% 

ND RC-MD-False: 3 RC-ND-True: 16 RC-ND-Total: 19 84.21% 

M 
MD M-MD-True: 30 M-ND-False: 19 M-MD-Total: 49 61.22% 

ND M-MD-False: 0 M-ND-True: 6 M-ND-Total: 6 100% 

Ecuador 

RC 
MD RC-MD-True: 102 RC-ND-False: 16 RC-MD-Total: 118 86.44% 

ND RC-MD-False: 17 RC-ND-True: 36 RC-ND-Total: 53 67.92% 

M 
MD M-MD-True: 107 M-ND-False: 26 M-MD-Total: 133 80.45% 

ND M-MD-False: 13 M-ND-True: 25 M-ND-Total: 38 65.79% 

Haiti 

RC 
MD RC-MD-True: 69 RC-ND-False: 7 RC-MD-Total: 76 90.79% 

ND RC-MD-False: 18 RC-ND-True: 35 RC-ND-Total: 53 66.04% 

M 
MD M-MD-True: 72 M-ND-False: 19 M-MD-Total: 91 79.12% 

ND M-MD-False: 9 M-ND-True: 29 M-ND-Total: 38 76.32% 

Nepal 

RC 
MD RC-MD-True: 73 RC-ND-False: 10 RC-MD-Total: 83 87.95% 

ND RC-MD-False: 25 RC-ND-True: 57 RC-ND-Total: 82 69.51% 

M 
MD M-MD-True: 86 M-ND-False: 33 M-MD-Total: 119 72.27% 

ND M-MD-False: 12 M-ND-True: 34 M-ND-Total: 46 73.91% 

Taiwan 

RC 
MD RC-MD-True: 26 RC-ND-False: 6 RC-MD-Total: 32 81.25% 

ND RC-MD-False: 18 RC-ND-True: 69 RC-ND-Total: 87 79.31% 

M 
MD M-MD-True: 20 M-ND-False: 13 M-MD-Total: 33 60.61% 

ND M-MD-False: 15 M-ND-True: 71 M-ND-Total: 86 82.56% 

Total 

RC 
MD RC-MD-True: 297 RC-ND-False: 48 RC-MD-Total: 345 86.09% 

ND RC-MD-False: 81 RC-ND-True: 213 RC-ND-Total: 294 72.45% 

M 
MD M-MD-True: 315 M-ND-False: 110 M-MD-Total: 425 74.12% 

ND M-MD-False: 49 M-ND-True: 165 M-ND-Total: 214 77.10% 

 

The results for validation dataset 4.2 are shown in Table 4.6. Here it is clear that the 

approach also achieves good performance, especially considering the technique has not seen any 

images in validation dataset 4.2 before this test. Note that M-ND-recall is higher here than in the 

results for validation dataset 4.1. The reason for this outcome is possibly the limited number of 

SOIs. Increasing the number of SOIs in validation dataset 4.2 can lead to a more representative 

result.  
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Table 4.6. Results for validation dataset 4.2 

Ground truth\prediction MD ND Total Recall 

Mexico 

City 

RC 
MD RC-MD-True: 26 RC-ND-False: 7 RC-MD-Total: 33 78.79% 

ND RC-MD-False: 16 RC-ND-True: 32 RC-ND-Total: 48 66.67% 

M 
MD M-MD-True: 30 M-ND-False: 16 M-MD-Total: 46 65.22% 

ND M-MD-False: 6 M-ND-True: 29 M-ND-Total: 35 82.86% 

4.2.4.3 Influence of Corrosion and Other Types of Nonstructural Damage 

As I have mentioned before, the data collection procedures do play a major role in the 

success of this technique. For instance, note that some of the damage visible in the images collected 

during the reconnaissance missions already existed prior to the seismic event. Additionally, some 

of the damage to concrete components was to nonstructural components. The presence of these 

images does bias the performance of the technique and can yield false predictions. To explore 

these as possible reasons for false predictions, I consider the influence of these images on the 

overall results. I manually remove two types of images, those with: pre-existing damage, which is 

evident by the level of corrosion visible, and nonstructural damage, for instance to components 

such as balconies or parapets.  

During a reconnaissance mission, such evidence of distress in the building does not 

participate in the decision process because the human engineer is able to disregard this information.  

However, the computer is not yet able to distinguish between such cases. The design of new 

classifiers to filter out such data would be a viable option, however, I first must understand the 

role these images play in the overall success of the technique. I noticed that these situations are 

especially evident in the Ecuador dataset [1]. Thus, to examine the influence of these images, I 

manually remove such images (those with corrosion, indicating pre-existing damage; and with 

major nonstructural damage) from the Ecuador dataset. Then I re-run the technique on the reduced 

dataset and compare the results.  

Several sample images that were removed because they contain corrosion are shown in 

Figure 4.12. In total, 16 images from 5 SOIs are removed to examine their influence on the 

technique. As shown in the figure, they would be classified as MD images with varying 

probabilities. However, when the SOIs include these images, the predictions are likely to be MD, 

which does not match the ground truth and thus will reduce the associated metrics. The results of 

the Ecuador dataset without these images are shown in Table 4.7. It is obvious that the performance 
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in RC-ND and M-ND improves, while RC-MD stay the same and a decrease happens in M-MD. 

One additional SOI is falsely evaluated as compared with the original predictions shown in Table 

4.5. It is likely, with the tuned thresholds, that the removed images contribute to the MD prediction 

in this particular SOI. The improvement in the metrics agrees with the number of SOIs being 

altered. Because images with pre-existing damage are in 4 SOIs, RC-ND-True and M-ND-True 

increase by 2 and 2, respectively. Removing these images from the SOI, or not collecting them in 

the first place, would improve the results of the technique. This observation will be important for 

improving the data collection procedures.  

 

 

Figure 4.12. Sample images with corrosion as evidence of pre-existing damage from the Ecuador 

dataset [1] 

Table 4.7. Results for the Ecuador dataset without corrosion images 

Ground 

truth\prediction 

MD ND Total Recall Original 

recall 

Ecuador 

w/ 

corrosio

n 

RC 

MD RC-MD-

True: 102 

RC-ND-

False: 16 

RC-MD-

Total: 118 

86.44% 86.44% 

ND RC-MD-

False: 15 

RC-ND-

True: 38 

RC-ND-

Total: 53 

71.70% 67.92% 

M 

MD M-MD-

True: 106 

M-ND-False: 

27 

M-MD-

Total: 133 

79.70% 80.45% 

ND M-MD-

False: 11 

M-ND-True: 

27 

M-ND-Total: 

38 

71.05% 65.79% 

 

A similar situation is considered for images with purely nonstructural damage. Several 

sample images of this case are shown in Figure 4.13. In total, 49 images from 10 SOIs are removed 

and the predictions are repeated. The results for the Ecuador dataset without these images are 

shown in Table 4.8. Two categories see improved metrics, raising the number of true predictions, 
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while RC-MD stay the same and M-MD-True decrease by 1 likely due to the same reason in the 

corrosion case. Based on the sample here, it is clear that the data collection process does bias the 

results of the technique. These images, containing corroded components with pre-existing damage 

and damage to nonstructural components, contribute to the number of false predictions made by 

the technique. This sample case motivates the need for either new classifiers that can automatically 

filter out these images, or guidelines that discourage teams in the field from taking such images. 

The performance of such techniques will be improved with awareness about the overall process. 

 

 

Figure 4.13. Sample images with nonstructural damage from the Ecuador dataset [1] 

Table 4.8. Results for the Ecuador dataset without images of nonstructural damage 

Ground truth\prediction MD ND Total Recall Original 

recall 

Ecuador w/ 

nonstructural 

damage 

RC 

MD RC-MD-

True: 102 

RC-ND-

False: 16 

RC-MD-

Total: 118 

86.44

% 

86.44% 

ND RC-MD-

False: 11 

RC-ND-

True: 42 

RC-ND-

Total: 53 

79.25

% 

67.92% 

M 

MD M-MD-

True: 106 

M-ND-

False: 27 

M-MD-

Total: 133 

79.70

% 

80.45% 

ND M-MD-

False: 9 

M-ND-

True: 29 

M-ND-Total: 

38 

76.32

% 

65.79% 
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  CONCLUSIONS 

Rapid reconnaissance data collection is a critically important tool that civil engineers use 

to identify gaps in design procedures and in construction practices. These data are collected at 

great expense by reconnaissance teams after each natural hazard event. Evidence from post event 

reconnaissance missions informs building code changes and suggests new research directions, and 

the amount of available data is growing rapidly.  

Global positioning systems (GPS) are often used to provide useful spatial information for 

localizing image data. It is, however, challenging to collect such information when images are 

captured in places where GPS signals are weak or interrupted. The indoor spaces of buildings are 

a good example of such a case, and thus I developed other means to achieve this goal. Without 

such information, the data collector is typically the primary individual that is able to actually use 

such image data. At the same time, for users other than the data collector, it is difficult to know 

and document where each image was taken. Without spatial information, engineers are not able to 

conduct in-depth studies needed to understand the consequences of natural hazard events on our 

buildings and improve our building codes. This work aims to address this gap by developing 

methods to automatically link the location in the building where the image was taken with each of 

the images, and overall make the data more complete and useful to the engineer analyzing them. 

This dissertation focuses on enabling the engineer in the field to automatically determine 

and document the indoor location of image data. By implementing and integrating techniques 

including, visual odometry, CNN-based image classifier, optimization, clustering, data fusion, etc., 

this tool is able to automatically process reconnaissance data that are collected from a large-scale 

area, and then provide the indoor location information for image data. Furthermore, the research 

in this dissertation provides a method to output the damage state evaluation for buildings based on 

a large volume of images. This work contributes to the post event reconnaissance and data 

documentation in the following ways:  

• First, this work offers the capability to localize reconnaissance data on structural 

drawings in an automated and rapid manner. By automating all the processing steps, 

this work is able to take in the raw reconnaissance data as the input, then generates the 

outputs without any manual supervision. Processing speed is also taken into 

consideration in this work. Techniques are utilized to accelerate the most time-
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consuming steps, the optimization of path overlay and the data fusion for damage state 

evaluation. Through demonstrations using data collected from real buildings, this work 

is shown to perform over the entire end to end process and provide the results in a 

reasonable amount of time. Most importantly, this process does not add extra effort as 

compared to the existing data collection protocol. Data collection does not require the 

use of expensive cameras or special 3D sensors. The only addition here is to mount an 

inexpensive motion camera to the data collector and keep it recording while data 

collection progresses.  

• Second, this work increases the accuracy and robustness of data localization and herein 

data documentation based on indoor localization. Compared to manually work, the 

automated process is based on time step matching and optimization and can thus 

generate results with highly consistency. This avoids the human factor. Based on the 

reconstructed and overlaid path, the location of images can be specified to a narrow 

area even when consider the errors accumulated in the process. This approach has the 

potential to be further developed to deliver more accurate results than the locations 

based on data collector’s memory or guess from the image content. Furthermore, this 

method can free engineers from performing the tedious work to manually provide 

location information that may consumes long time and lead to unreliable results.  

• Third, in reconnaissance missions, an important task is to develop methods to classify 

the damage state of buildings after an event. However, the process of collecting the 

data can be both exhausting and dangerous for the reconnaissance teams, and efforts to 

increase the reuse of those data collected under such difficult conditions should be 

energetically pursued. The automated damage state evaluation developed in this 

dissertation will facilitate an increase in the amount of data collected and used to 

develop new knowledge, while also building greater confidence in vulnerability models 

developed from the reuse of such data. This component can also serve as a tool to 

extract information from a large dataset, support data documentation and organizing 

the data.  

Researchers and engineers that are active in reconnaissance missions can get more out of 

their data than we presently do by leveraging these methods. Though the collection of the image 

data can influence the outcomes of such automated techniques, and thus there is value in 
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considering some suggestions to follow for collecting data that will yield robust results from these, 

and possibly other, techniques. Recommendations include:  

• First, a lot more images should be collected in the field. Reconnaissance teams are 

encouraged to cover as much of the indoor areas of the buildings as possible and collect 

more images from each target building. As the number of images gathered from a given 

building grows, more knowledge can be extracted, and important lessons can be learnt. 

Most importantly, this includes collecting images about non-damaged building 

components. For a specific problem, the non-damaged building components, 

comparing to the damaged components, could yield the same or more amount of 

valuable information.  

• Second, the images should cover as many building components as possible. For every 

visible building region, it is essential to know whether or not those components contain 

damaged or undamaged building components, structural or non-structural components, 

relevant or irrelevant to the damage state of buildings, etc. This work can make more 

robust predictions when buildings are sufficiently covered by the reconnaissance 

images.  

• Third, images should not be taken from so close that the context of the scene is not 

clear. A close in view of a crack can be useful, but does not provide information about 

whether the damage is to structural or nonstructural components, nor does it provide 

any sort of scale information. Finally, the image data need to be collected with 

sufficient lighting. If the indoor environment is not illuminated well, it is recommended 

that the data collector bring extra lights and use these to illuminate the scenes.  

The contributions in this dissertation will promote the collection and reuse of more 

reconnaissance data to inform building design procedures, and facilitates a much broader range of 

studies using image data. In general, this work provides a systematic tool for assisting the normal 

reconnaissance data collection missions. With this tool, a comprehensive and detailed spatial 

information of the images collected in the field are generated in an automated and rapid manor. 

This ability will increase the accessibility of post event reconnaissance images, supporting a safer 

built environment and accelerating the adoption of new design procedures and codes. In addition, 

this work provides the ability to analyze a vast volume of reconnaissance images to predict the 

damage state of buildings. I also anticipate this work has the potential to support the use of drones 
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or robots for field data collection, which in turn, reduces life-threatening situations for 

reconnaissance teams.  

In the end, there are some future directions to consider to complete and extend the 

application of this dissertation. 

• The current work is realized in an end-to-end relative coordinate system. Therefore, the 

preferred types of input data are from continuous data collection or data collection with 

stops but continues at where the previous the stops are at. If the same building or floors 

are visited in separate and for multiple times, it is difficult for this work to figure out 

the different portion or the same portion. All results have to be presented to engineers 

without further clarification. To address, data fusion would be the direction to explore. 

For example, scene recognition and similarity analysis could be engaged as a basis for 

such data fusion. Then, a complete data set could be presented. 

• Though we emphasis the importance that this tool is able to work without any 

additional signals or systems due to the fact that post event environments normally lack 

of them, we should acknowledge in some scenarios signals are indeed available during 

reconnaissance missions. Thus, to utilize these signals, e.g., WIFI, telecom signal, GPS, 

etc. and integrate them into the tool could potentially increase the quality of the results 

and the applicability of the work. 

• In this work, damage state evaluation for buildings is yet based on image classifiers 

where classification decisions only depend on the overall information possessed by the 

images and information of objects that are small or in the background of the images are 

commonly neglected.  This inevitably leads to loss of information conveyed through 

the process and in the results. A possible way to overcome this is to resort to CNN-

based object detection or instance detection techniques. Instead of yielding 

classification results on the image level, these techniques distinguish individual objects 

in the visible content and classify each of them and output the more meaningful and 

concrete results. These techniques can be combined with object level information 

fusion to upgrade the damage state evaluation step to a higher level. 

 


