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lated as e−R/L with L ≈ 1Å and R equal to the minimum distance found between
the pigments. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 83

 3.2 Non-negligible triplet-triplet couplings between pigments in the WT FMO complex. 85

8



LIST OF FIGURES

 1.1 Chlorosome, baseplate, and reaction center in the green sulfur bacteria C. tepidum.
The FMO complex exists in the baseplate through which the chlorosome is at-
tached to the membrane. Image from [  17  ].  . . . . . . . . . . . . . . . . . . . . 19

 1.2 The Fenna-Matthews-Olson complex. (a) The protein itself is a trimeric complex
with a C3 rotational symmetry. (b) Each monomer contains 8 pigments, with
the 8th pigment lying closer to the next monomer over. Image from [  20  ].  . . . . 20

 1.3 Photosynthetic pigment protein complexes embedded in the thylakoid membrane
(yellow). Photosystem I (blue), Photosystem II (teal), and Cytochrome b6f (or-
ange) power the light reactions. Image from [  26  ].  . . . . . . . . . . . . . . . . . 22

 1.4 Excitonic splitting of two uncoupled transition energies H11 and H22 into excitonic
transitions EB+ and EB−.  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31

 1.5 Effect of excitonic interactions on absorption band strength and placement for
a homodimer. The absorption of each monomer (dashed) and excitonic band
(solid) are shown for 3 different orientations of the transition dipole moments of
the monomers. The orientation in A is referred to as a “J-aggregate,” whereas the
orientation in C is referred to as an “H-aggregate.” The total dipole strength is
conserved regardless of the orientation [  28  ]. The excitonic bands have been given
Gaussian band shapes with arbitrary bandwidths. Figure inspired by Figure 8.4
in [   28  ].  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33

 1.6 FMO WT absorption (A) and CD (B) at room temperature (black) and 77K (red).  40

 1.7 Jablonski diagram showing radiative and nonradiative transitions between elec-
tronic states and vibrational levels in a model system.  . . . . . . . . . . . . . . 41

 1.8 Illustration of the exchange interaction between a donor and acceptor pigment.
The excited electron on the donor and acceptor pigments exchange electrons
without the electrons changing their spins. The (0) and (1) refer to the fact that
the electron on pigment 0 and 1 respectively are transferred from one pigment to
another.  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45

 2.1 Comparison of modeled and measured M7 absorption (77 K) and CD (295 K).
The modeled data is obtained by increasing the energy of pigment 7 in the Kell
Hamiltonian by 24 cm−1 as in [  60  ]. While the computed absorption provides
a good match, the computed CD is shifted enough that the experimental and
modeled CD have opposite signs.  . . . . . . . . . . . . . . . . . . . . . . . . . . 49

 2.2 Distribution of pigment energies for WT FMO modeled from first principles
(black, solid). The average energy (black, dashed), and pigment energies from the
Brixner (red) and Kell (blue) empirical Hamiltonians are labeled for comparison.  51

9



 2.3 Distribution of pigment energies for M3 FMO (red, solid) compared with the dis-
tribution of pigment energies for WT FMO (black, dashed). Note the significant
shifts in pigments 3 and (to a lesser degree) pigment 6.  . . . . . . . . . . . . . 52

 2.4 Distribution of pigment energies for M7 FMO (red, solid) compared with the
distribution of pigment energies for WT FMO (black, dashed). The shifts relative
to WT are minor.  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

 2.5 Comparison of experimental and modeled WT spectra at 77 K. The “YB 7/8”
spectrum is a mix of 45% 7-pigment and 55% 8-pigment WT spectra. Pigment
8 may be lost during purification, so a more realistic model of the absorption
spectrum includes a mix of both 7- and 8-pigment spectra. The occupancy of the
pigment 8 site was found to be 55% via electrospray mass-spectrometry [  61  ].  . 55

 2.6 Steady state spectra of FMO WT, M3, and M7 computed from first principles
with 100 Hamiltonians. The computed CD spectra are blue-shifted by 5 nm for
visual comparison.  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56

 2.7 Mutant−WT difference spectra computed from first principles with 100 Hamil-
tonians. Also shown are difference spectra computed by applying diagonal shifts
from Tables   2.3  and   2.4  to the Brixner and Kell Hamiltonians.  . . . . . . . . . 58

 2.8 Pigment positions from MD simulations before and after alignment. Pigments in
a given color are the same pigment from different structures i.e. all red circles
are pigment 1 from different structures.  . . . . . . . . . . . . . . . . . . . . . . 59

 2.9 Spectra of 3 arbitrarily chosen snapshots from FMO WT compared to the average
of 100 snapshot spectra. Individual spectra vary dramatically compared to the
average.  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61

 2.10 Mutant−WT difference spectra computed from the average of 100 first-principles
spectra compared to a spectrum produced by shifting the site energy of a single
pigment. The first-principles spectra (YB 7/8) are computed from a mix of 7- and
8-pigment spectra, while the single-site spectra are computed from the 8-pigment
Kell Hamiltonian.  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 62

 2.11 Structure of pigment pockets in M3 (solid) compared to WT (transparent). The
structures were aligned by minimizing RMS error of the tetrapyrrole rings. The
large structural changes near pigment 2 (A, B) produce minor spectral changes,
whereas the small structural changes near pigment 3 (C, mutation outlined in
red) and 6 (D) produce noticeable spectral differences.  . . . . . . . . . . . . . . 64

 2.12 Structure of pigment pockets in M7 (solid) compared to WT (transparent). The
structures were aligned by minimizing RMS error of the tetrapyrrole rings. A
change in the orientation between pigments 1 and 2 (A) produces a noticeable
spectral change. Pigment 6 (B) also experiences a large spectral change. The
mutation near pigment 7 is outlined in red.  . . . . . . . . . . . . . . . . . . . . 66

10



 3.1 Block diagram of the TRCD spectrometer. A stress-plate (SP) is placed after
a very high quality polarizer (P1) with the stress-axis 45◦ relative to P1 to pre-
pare a very slightly elliptically polarized beam prior to the sample. A second
high-quality polarizer is crossed relative to P1 and serves to pass the minor axis
of the polarization ellipse. The intensity of the minor axis is detected by the
“perpendicular” channel (Per). The first beam splitter (BS) directs a portion of
the beam towards a “reference” detector which is used to correct for noise. The
second beam splitter directs a portion of the beam towards the “parallel” detector
(Par) which measures the intensity of the major axis of the polarization ellipse.
The lenses and apertures serve to block stray light (dominated by fluorescence) to
reduce artifacts in the TRCD signals. The monochromator (Mon) is synchronized
with the wavelength of the Ti:Sapph oscillator to only pass through the probe
wavelength and block stray light (fluorescence and scattered pump light). All
the elements after the first aperture are enclosed in a light-tight box to further
prevent stray light from reaching the perpendicular detector.  . . . . . . . . . . 72

 3.2 ∆A (x.1) and ∆ACD (x.2) DADS spectra for WT (A), M3 (B), M4 (C), and M7
(D) FMO.  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76

 3.3 Decay-associated difference spectrum (DADS) associated with a triplet excitation
on pigment 3 decaying to the ground state. The spectra in (A) are the simulated
ground state and triplet excited state absorption spectra. The DADS associated
with the decay is shown in (B) and is computed by subtracting the ground state
spectrum from the excited state spectrum.  . . . . . . . . . . . . . . . . . . . . 78

 3.4 DADS of the 55µs component from [   37  ] obtained at 20 K compared with a triplet
excitation on pigment 3 decaying to the ground state modeled with the Kell
Hamiltonian.  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80

 3.5 Evolution of DADS modeling efforts for the 55µs DADS component of WT
FMO, including the decay of triplet 3 to the ground state (A, T3-G), decay
of a Boltzmann population of triplet states (B, T{34567}-G), and decay of a
Boltzmann population of triplet states experiencing a Stark shift due to triplet 3
(C, T{34567}S-G).  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

 3.6 Boltzmann populations on the pigments of FMO in singlet and triplet states as
computed from first-principles based on 100 snapshots of FMO WT structures
for singlet states and 25 for triplet states.  . . . . . . . . . . . . . . . . . . . . . 82

 3.7 Modeled DADS for FMO WT obtained by matching kinetic models with the
experimental DADS. (A) The “55”µs component was best fit by a decay of triplets
on pigments 3–7 to the ground state (T{3-7}S → G). (B) The 2.4µs component
was best fit by energy transfer from pigments 4–7 to pigment 3 (T{4-7}S → T3).
(C) The 360ns component was best fit by a decay of triplets on pigments 1 and
2 to the ground state (T{12}S → G).  . . . . . . . . . . . . . . . . . . . . . . . 84

11



 3.8 Modeled DADS for M3 FMO obtained by matching kinetic models with the
experimental DADS. (A) The “55”µs component was best fit by a decay of triplets
on pigments 3–7 to the ground state (T{3-7}S → G). (B) The 2.4µs component
was best fit by energy transfer from pigments 4–7 to the ground state (T{4-7}S
→ G). (C) The 430ns component was best fit by a decay of triplets on pigments
1 and 2 to the ground state (T{12}S → G).  . . . . . . . . . . . . . . . . . . . . 87

 3.9 Modeled DADS for FMO WT obtained by matching kinetic models with the
experimental DADS. (A) The “55”µs component was best fit by a decay of triplets
on pigments 3–7 to the ground state (T{3-7}S → G). (B) The 2.4µs component
was best fit by energy transfer from pigments 4–7 to pigment 3 (T{4-7}S → T3).
(C) The 360ns component was best fit by a decay of triplets on pigments 1 and
2 to the ground state (T{12}S → G).  . . . . . . . . . . . . . . . . . . . . . . . 89

 4.1 Block diagram of MHz system detection system. The system has a time resolution
of ∼20 fs.  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 93

 4.2 Block diagram of MHz system modulation scheme. The 50 kHz and 950 kHz out-
puts are scaled to provide signals slightly larger than 1 Vpp, which is the maximum
signal size accepted by the AOM driver inputs without distortion. Variable atten-
uators are placed on the AOM driver inputs to optimize the modulation signals
to provide the largest modulation signal short of distortion.  . . . . . . . . . . . 95

 4.3 Smallest signal measured with the MHz system using IR-140 laser dye as the
sample. The signal was measured by reducing the pump modulation intensity
until just before the signal disappeared before the signal disappeared. Integration
time is 10 s per point.  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 98

 4.4 ∆A (A) and ∆ACD (B) of the IR140 laser dye at 815 nm as measured with the
proposed design with an integration time of 1 s per point.  . . . . . . . . . . . . 98

 5.1 Reaction center of cyanobacterial PSI. The amino acid residues PsaA-N600 and
PsaB-N582 coordinating the accessory chlorophylls eC-A2 and eC-B2 are shown
for reference as well.  . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 100

 5.2 Decay associated difference spectra (DADS) for S. sp. PCC 6803 single and
double mutants. The spectra and lifetimes in the single mutants are very similar
to those of WT, but the double mutant has a much larger peak near 680nm in
the long component. Figure from [  8  ].  . . . . . . . . . . . . . . . . . . . . . . . 103

 5.3 A comparison of the longest DADS component (>1ns) to the P700
+ − P700 differ-

ence spectrum for WT, the PsaB-N582M A-side mutant, the PsaA-N600M B-side
mutant, and the PsaB-N582M/PsaA-N600M double mutant. The A-side mutant
and double mutant show an additional peak at 682.5nm, the origin of which is
under investigation in this work. Figure from [   8  ].  . . . . . . . . . . . . . . . . . 104

 5.4 Illustration of the experimental apparatus.  . . . . . . . . . . . . . . . . . . . . 105

 5.5 Steady state spectra of WT and PsaB-N582M/PsaA-N600M (Double Mutant).  107

12



 5.6 Nanosecond measurements of WT and the double mutant (DM) at 700nm (A)
and 682.5nm (B). The WT trace in (A) is scaled by 0.615 to match the size of the
DM signal and show the high degree of agreement between the kinetics in both
samples. Both traces in (A) are smoothed with a moving window 10 points wide
in total to further show the agreement. The traces in (B) are not smoothed, but
WT is again scaled by 0.615.  . . . . . . . . . . . . . . . . . . . . . . . . . . . . 108

13



ABBREVIATIONS

BChl bacteriochlorophyll

CD circular dichroism

Chl chlorophyll

DADS decay-associated difference spectrum

FMO Fenna-Matthews-Olson complex

PS I Photosystem I

TRCD time-resolved circular dichroism

WT wild-type

14



ABSTRACT

The Fenna-Matthews-Olson (FMO) complex is a photosynthetic pigment-protein com-

plex that has been the subject of study of decades of research, both experimental and the-

oretical. The FMO complex is small enough that computational modeling is feasible, while

the rich excitonic interactions between the pigments give rise to absorption and circular-

dichroism (CD) spectra with many interesting details. This makes FMO an excellent testing

ground for new predictive modeling techniques.

In this work we model the FMO complex from first-principles, wherein the only input

is the X-ray crystal structure of the protein. We compute steady-state absorption and

CD spectra of wild-type (WT) FMO as well as two mutants, Y16F and Q198V, in which

amino acid residues near pigment 3 and pigment 7 are replaced respectively. CD spectra

contain extra structural information and thus provide another avenue of investigation into

the electronic properties of the FMO complex. We find that while there are large structural

changes in the mutants, not all of the structural changes produce significant spectral changes.

We conclude that the primary contributor to the spectral changes in Y16F is the breaking

of a hydrogen bond between the nearby tyrosine and pigment 3. On the other hand, the

spectral changes in Q198V are due to a collection of effects cancelling one another out to

varying degrees, all induced by widespread structural changes as a result of the mutation.

We then perform time-resolved absorption and CD spectroscopy measurements on WT,

Y16F, and Q198V FMO to provide a high quality set of experimental data against which the

first-principles spectra can be validated. We find that in order to accurately model the triplet

energy transfer dynamics in FMO two effects must be accounted for in the modeling: (1)

the Stark shift caused by the rotation of the bacteriochlorophyll’s permanent dipole moment

upon entering a triplet state, and (2) decays must be modeled as Boltzmann populations

rather than individual pigments.
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1. INTRODUCTION

Global energy consumption in 2020 was about 18 terrawatts (TW) on average [ 1 ]. This is

not without consequence, as the concentration of greenhouse gases such as carbon dioxide,

methane, and nitrous oxide have reached concentrations unseen for at least 800,000 years [ 2 ].

This is projected to cause more intense weather events, acidification of the oceans, increased

temperatures on both the surface and in the oceans, as well as a rise in the global sea level [ 2 ].

Mitigating the worst effects of climate change requires significant reductions in greenhouse

gas emissions over the next few decades, and near elimination of greenhouse gas emissions by

the end of the century [ 2 ]. Despite the dangers of climate change, global energy consumption

is predicted to reach 50 TW by 2050 [ 3 ].

Investments in renewable energy have generally increased, and in regions like Africa,

Central America, and South America, renewable energy is projected to be the largest share

of increased energy production between 2019 and 2030 [ 4 ]. Furthermore, growth in renewable

energy is driven primarily by solar and wind from utility-scale developments [ 4 ]. Estimates

place the amount of harvestable wind energy at 72 TW after accounting for theoretical limits

in turbine efficiency, the required wind speeds to turn the blades of turbines, the area on

land and offshore where turbines can be built, and a variety of other factors [ 5 ].

On the other hand, solar energy is the most abundandant energy resource on Earth,

with over 100,000 TW of solar radiation reaching the Earth [ 5 ]. As such, there has been

great interest in light harvesting technologies. One method of solar energy collection is

photovoltaics (PV), which use semiconductors to convert light directly into electricity [ 5 ].

The estimate for the amount of solar energy harvestable by photovoltaics is 380 TW [ 5 ].

It would seem then that PV are a silver bullet for the world’s energy production needs.

Unfortunately, while PV produce no greenhouse gases during their operation, the rest of the

lifecycle must still be considered. The production of PV involves mining rare earth minerals,

the use of corrosive and carcinogenic chemicals, and the emission of several heavy metals [ 6 ].

Fortunately, nature developed a method of harnessing solar energy billions of years ago:

photosynthesis [ 7 ].
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In this thesis I will present the first time-resolved circular-dichroism measurements of

mutants of the Fenna-Matthews-Olson (FMO) complex, a protein involved in the photo-

synthetic apparatus of the green sulfur bacteria Chlorobium tepidum. I will also present

simulated absorption and circular-dichroism spectra computed from Hamiltonians that were

obtained from first-principles simulations. I will also present progress towards a shot-noise

limited femtosecond time-resolved circular-dichroism spectrometer that, when completed,

could be used to further investigate the singlet state dynamics of the FMO complex. I will

conclude with measurements clarifying the nature of a long-living state in a Photosystem I

double-mutant whose picosecond dynamics were presented in a previous work [ 8 ]. By bring-

ing together experiment and first principles theory to study the FMO complex, this work

provides the opportunity to develop predictive modeling that is applicable to a wide variety

of systems.

1.1 Photosynthesis

The FMO complex is just one pigment-protein complex involved in the photosynthetic

apparatus of the green sulfur bacteria C. tepidum. To understand its function in this appa-

ratus we must first understand the larger picture of photosynthesis and the various processes

involved.

Life on Earth began roughly 3.5 billion years ago [ 9 ]. 1.5 billion years later oxygen began

to accumulate in Earth’s atmosphere as a result of photosynthesis in cyanobacteria [ 9 ], [ 10 ].

Photosynthesis is responsible for producing the sugars, carbohydrates, lipids, and proteins

that serve as food for other living creatures [ 9 ]. Thus, photosynthesis serves as a process for

converting an abundant but inaccessible resource (sunlight) into an accessible source of food

for life on Earth.

Photosynthesis is the process by which plants, algae, and bacteria convert light into

chemical energy [ 9 ]. The overall reaction in plants is

n (H2O) + n (CO2) ℏω−→ (CH2O)n + n (O2)

17



and is ∼30% energy efficient in reducing a mole of CO2 to a mole of glucose [ 9 ]. As shown

above, the electron donor is water in plants and some bacteria as both plants and these

bacteria perform oxygenic photosynthesis. Anoxygenic photosynthesis as performed by green

sulfur bacteria (GSB) such as C. tepidum and purple bacteria may use other compounds such

as H2S as the electron donor [ 9 ].

The reaction equation above is highly simplified. The process of photosynthesis may be

broken up into light reactions and dark reactions based on whether the reaction requires

light as an input [ 9 ]. The light reactions in C. tepidum involve the cooperation of several

pigment-protein complexes, including the FMO complex. In order to understand the role of

the FMO complex we must first examine photosynthetic apparatus of C. tepidum.

1.1.1 The Fenna-Matthews-Olson Complex of the Green Sulfur Bacteria C.
Tepidum

The green sulfur bacteria Chlorobium tepidum (C. tepidum) is found 145m under water

in the Black Sea and is particularly well suited for survival in low light conditions [ 11 ].

The photosynthetic machinery of C. tepidum are shown in Figure  1.1 . The large peripheral

antenna complex is called the chlorosome, and it consists of up to 200,000 BChl c pigments

depending on light conditions [ 9 ], [ 12 ]. Chlorosomes are the largest and most pigment-dense

light harvesting antennas found in nature [ 13 ]. The chlorosome is attached to the membrane

indirectly through a protein baseplate [ 9 ]. The baseplate contains a trimeric BChl a protein

complex called the Fenna–Matthews–Olson (FMO) complex, which will be examined in

greater detail shortly and is the primary subject of study in this work [ 9 ]. In the membrane

is a Type I reaction center where the primary electron donor is a pair of BChl a pigments

that absorb maximally at 840nm [ 14 ].

Reaction centers can be classified as either Type I or Type II based on the identity of

the terminal electron acceptor [ 15 ], [ 16 ]. Type I reaction centers are found in both plants

and green sulfur bacteria such as C. tepidum and employ iron-sulfur clusters as the terminal

electron acceptor [ 15 ], [ 16 ]. Type II reaction centers are found in plants, cyanobacteria, and

purple bacteria and employ quinones as the terminal electron acceptor [ 15 ], [  16 ].
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Figure 1.1. Chlorosome, baseplate, and reaction center in the green sulfur
bacteria C. tepidum. The FMO complex exists in the baseplate through which
the chlorosome is attached to the membrane. Image from [ 17 ].
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The chlorosome absorbs maximally in the 720–750 nm range, but the red edge of the ab-

sorption band extends to ∼800 nm [ 18 ]. Excitation energy from absorbed light is transferred

first between pigments in the chlorosome, then through the FMO complex in the baseplate,

and finally to the reaction center [ 14 ]. The baseplate maximally absorbs at 795 nm and is

made of BChl a dimers[ 18 ]. This energy transfer from chlorosome to reaction center is driven

by a downhill energy gradient both inside the chlorosome and between the chlorosome and

the baseplate [ 13 ].

The existence of the FMO complex was discovered in 1962 by John Olson at Brookhaven

National Laboratory [ 19 ]. The atomic structure of the FMO complex was determined by

x-ray crystallography in 1979 with a resolution of 2.8Å, making it the first photosynthetic

protein to have its structure determined [  19 ]. A more recent structure commonly used for

modeling today is known to 2.2Å resolution [  20 ]. The existence of high quality structures

allows first principles modeling such as the work presented here and in [ 20 ]. The protein

sequence was determined in 1992 [ 19 ]. The structure of the FMO complex is shown in Fig.

 1.2 .

Figure 1.2. The Fenna-Matthews-Olson complex. (a) The protein itself is a
trimeric complex with a C3 rotational symmetry. (b) Each monomer contains
8 pigments, with the 8th pigment lying closer to the next monomer over. Image
from [  20 ].
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The FMO complex is found in C. tepidum, but also in other green sulfur bacteria such

as Prosthecochloris aestuarii, Chlorobium limicola, and Pelodictyon phaeum [ 21 ]–[ 23 ]. The

FMO complex is a homotrimer with C3 rotational symmetry, where each monomer contains

8 BChl a pigments [ 24 ]. Of the 8 pigments, 7 are arranged within a few angstroms of one

another, while the 8th pigment is situated further away, closer to the neighboring monomer.

The tight packing of pigments into the protein complex means that the pigments are strongly

coupled, leading to excitations that are delocalized over multiple pigments [ 24 ]. The theory

behind these delocalized excitations, called excitons, will be discussed in a later section.

The FMO complex is one of the most well-studied photosynthetic proteins. The FMO

complex strikes a balance between simplicity and complexity that makes it an interesting

system to study while remaining practical to model. With only 8 pigments the system is much

simpler than a system like the cholorosome, which contains 200,000 pigments. However, the

rich excitonic structure, interactions between the pigments and the surrounding protein, and

size of the protein make computational modeling difficult. Quantum mechanical simulations

have only become feasible within the last few years.

As mentioned previously, in addition to the experimental measurements and computa-

tional modeling of the FMO complex, we have also measured one of the long living states in

a double-mutant of plant Photosystem I. An understanding of the photosynthetic machinery

in plants is therefore necessary background for the discussion of that work.

1.1.2 Photosynthetic Machinery of Plants

Photosynthesis in plants takes place in organelles called chloroplasts [ 25 ]. Inside of the

chloroplast is a region called the stroma, which contains the thylakoid membrane, which

encloses a region called the lumen [ 25 ]. Protein complexes embedded in the membrane build

up a gradient of hydrogen ions across the membrane through a variety of reactions shown

in Figure  1.3 . This gradient is used to drive the synthesis of ATP [ 9 ]. The photosystems

of plants and bacteria follow the same general structure in that they have a peripheral

antenna, a core antenna, and a reaction center [ 9 ]. The antenna complexes contain various

forms of chlorophyll (Chl) or bacteriochlorophyll (BChl), depending on the organism [ 9 ].

21



Figure 1.3. Photosynthetic pigment protein complexes embedded in the thy-
lakoid membrane (yellow). Photosystem I (blue), Photosystem II (teal), and
Cytochrome b6f (orange) power the light reactions. Image from [  26 ].

Energy is funneled from the peripheral antenna to the core antenna and then to the reaction

center, where charge separation and electron transfer takes place [  9 ]. These energy transfer

mechanisms are the primary focus of this work.

The energy transfers that take place in both Photosystem I and the FMO complex are

ultimately triggered by the absorption of light in a remote antenna complex. Furthermore

both Photosystem I and the FMO complex contain strongly coupled molecules. Therefore a

theoretical description of the absorption of light by strongly coupled molecules is necessary

for understanding both systems.

1.2 Theoretical Background

The BChl a pigments in the FMO complex are coupled strongly enough that they cannot

be modeled as isolated systems. This strong coupling leads to delocalization of excited states

across multiple pigments. We will work up to the theoretical description of this strongly cou-
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pled system by beginning with the theoretical description of how a single pigment absorbs

light as the primary method of investigation in this work is spectroscopic techniques and the

absorption of light is central to photosynthesis. We will then develop the theory for describing

the excited states of strongly coupled molecules. Finally, we will describe the interaction of

these strongly coupled systems with circularly polarized light as the work presented here em-

ploys time-resolved circular-dichroism spectroscopy. This is particularly interesting because

differences in the absorption of circularly polarized light can reveal structural information

about a system.

1.2.1 Perturbation of a Two-Level System

Consider an isolated single molecule such as a single BChl a pigment. The Schrödinger

equation for the system is

iℏ
∂Ψ
∂t

= HΨ (1.1)

The solutions of ( 1.1 ) are the stationary states with energies Ei and wavefunctions in ( 1.2 ).

Ψi = ψi(r)e−iEit/ℏ (1.2)

For simplicity, we will restrict the analysis to just two states, Ψa and Ψb with Ea < Eb, so

that the molecule resembles a two-level system. If prepared in one of these stationary states,

the system will forever remain in that state.

However, we are primarily interested in transitions between these two states such as in

the case of energy transfer, electron transfer, or the absorption of light, so we must make a

small perturbation to the system that makes the wavefunctions in ( 1.2 ) no longer stationary

states. We will write the new Hamiltonian as H = H0 + H ′, where H0 is the Hamiltonian

of the isolated molecule in ( 1.1 ). In this small-perturbation scenario, the Heitler-London

approximation allows the new stationary states Ψ′ to be written as superpositions of the

original stationary states [ 27 ].
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Ψ′ = ca(t)ψa(r)e−iEat/ℏ + cb(t)ψb(r)e−iEbt/ℏ (1.3)

Obtaining the stationary states of the perturbed system amounts to choosing the appro-

priate ci(t). Placing ( 1.3 ) into ( 1.1 ) yields ( 1.4 )–( 1.6 ).

ċa = − i

ℏ
[
caH

′
aa + cbH

′
abe

−i(Eb−Ea)t/ℏ
]

(1.4)

ċb = − i

ℏ
[
cbH

′
bb + caHbae

−i(Ea−Eb)t/ℏ
]

(1.5)

H ′
ij ≡ ⟨ψi|H ′|ψj⟩ (1.6)

If H ′
ii = 0, ( 1.4 ) and ( 1.5 ) may be simplified to ( 1.7 ) and ( 1.8 ).

ċa = − i

ℏ
H ′

abe
−iω0tcb (1.7)

ċb = − i

ℏ
H ′

bae
iω0tca (1.8)

ω0 ≡ (Eb − Ea) /ℏ (1.9)

If the system is prepared entirely in ψa at t = 0 then ca(0) = 1 and |cb(t)|2 represents the

probability that the system has made the transition into ψb. The first order approximation

of cb(t) is found by asserting that cb(t) is small and thus that ca(t) = 1. This approximation

leads to ( 1.10 ), but further progress requires knowledge of the form of H ′.

cb(t) = − i

ℏ

∫ t

0
H ′

ba(t′)eiω0t′
dt′ (1.10)

Now consider a perturbation with an arbitrary spatial dependence and an oscillating time

component as shown in ( 1.11 ). Such is the case for the interaction of a single molecule with

an oscillating electric field.

H ′ = V (r) cos(ωt) (1.11)
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The cannonical example of this type of perturbation is the interaction of a single molecule

with an external electric field, but it could also represent nuclear vibrations within the

molecule or from the surrounding environment. Plugging ( 1.11 ) into (  1.6 ) yields the matrix

elements in ( 1.12 ).

H ′
ij = Vij cos(ωt) (1.12)

Vij ≡ ⟨ψi |V (r) |ψj⟩ (1.13)

Placing ( 1.12 ) into ( 1.10 ), we obtain the solution for cb(t) in ( 1.14 ).

cb(t) ≈ −iVba

ℏ
sin [(ω0 − ω)t/2]

(ω0 − ω) ei(ω0−ω)t/2 (1.14)

The transition probability Pa→b(t) is then given by |cb(t)|2, as shown in ( 1.15 ).

Pa→b(t) = |cb(t)|2 ≈ |Vba|2

ℏ2
sin2 [(ω0 − ω)t/2]

(ω0 − ω)2 (1.15)

There is a resonance between the frequency of the transition and the frequency of the per-

turbation. In the next section we will examine the particular case of an oscillating electric

field and we will see that this resonance determines the frequency of light that is most likely

to drive the transition.

In the case of a single molecule interacting with an oscillating electric field we know the

particular form of V (r) so the theory can be further developed.

1.2.2 Interaction of a Single Molecule with an Oscillating Electric Field

Suppose that the oscillating perturbation is an electric field. The energy of a collection of

charges (a molecule, for example) in an electric field may be decomposed into its multipole

expansion [  28 ]:

U = qV (0) − µ · E + 1
6
∑

i

∑
j

Qij
∂Ej

∂xi

+ . . . (1.16)
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The total charge of a molecule is typically zero, so the first term vanishes. The next

lowest term is the dipole term. The remaining terms are higher order and typically very

small, so they may be ignored. Thus, the dominant contribution to the interaction energy

comes from the dipole interaction:

U ≈ −µ · E (1.17)

Placing ( 1.17 ) into ( 1.11 ) yields the expression for the matrix elements H ′
ij.

H ′ = V (r) cos(ωt) = (−µ · E) cos(ωt) (1.18)

µ ≡ er (1.19)

H ′
ij = Vij cos(ωt) = −

(
µij · E

)
cos(ωt) (1.20)

Vij = −µij · E (1.21)

µij ≡ e ⟨ψi|r|ψj⟩ (1.22)

The quantity described in (  1.22 ) is the transition dipole moment, which plays a central

role in determining the magnitude of the interaction with the electric field via the dot product

in ( 1.20 ). The transition dipole moment is commonly quoted in the literature in units of

debyes (D). One debye is 3.336 × 10−30 C m in SI units. For comparison, the transition

dipole moment of two electrons separated by 1 Å is 4.803 D. Placing (  1.21 ) in ( 1.15 ) yields

the transition probability for the molecule in the electric field.

Pa→b(t) =
(

|µba · E|
ℏ

)2 sin2 [(ω0 − ω)t/2]
(ω0 − ω)2 (1.23)

As mentioned above, the transition probability is highest when the oscillation frequency of

the electric field, ω, is equal to ω0.

With the theory of interactions between light and a single molecule developed we may

now describe the absorption of light by a single molecule as would be the case with a BChl

a pigment in the FMO complex under illumination.
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1.2.3 Absorption of Light by a Single Molecule

A quantity related to the transition dipole moment is the dipole strength of the transition,

Dij:

Dij =
∣∣∣µij

∣∣∣2 = |⟨ψi | µ |ψj⟩|2 (1.24)

The dipole strength is related to the molar extinction coefficient εij (M−1 cm−1) through

( 1.25 )

Dij ≈ 9.186 × 10−3
(
n

f 2

)∫ εij(ν)
ν

dν
D2

M−1 cm−1 (1.25)

where n is the refractive index of the medium and f is a local-field correction factor.

The integral in ( 1.25 ) is performed over the broadened absorption band associated with

the i → j transition. The local-field correction adjusts the field around the molecule to

account for the properties of the surrounding dielectric medium [ 29 ]. A common model used

to calculate this local-field correction is that of a point dipole in an empty spherical cavity

in a linear isotropic medium.

The molar extinction coefficient can be measured experimentally with a spectrometer.

The spectrometer obtains the absorption A(λ) by measuring the intensity of a beam of light

before and after the sample. The absorption is related to ε(λ) through (  1.26 )

A(λ) = ε(λ)Cℓ = − log
(
I(λ)
I0(λ)

)
(1.26)

where C is the concentration of the sample (mol/L) and ℓ is the optical path length in cm.

Thus, with (  1.26 ) we have connected a microscopic, quantum-mechanical property of the

molecule (the transition dipole moment) to an easily measured, macroscopic property (the

absorption).

The theory thus far has been focused on either a single molecule or a collection of non-

interacting molecules. As mentioned previously, the BChl a pigments in FMO are strongly

interacting so we must extend the theory to account for these strong interactions. These

strong interactions give rise to delocalized excitations called excitons.
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1.2.4 Absorption of Light by Molecular Excitons

The theory of excitons was originally developed by Yakov Frenkel in 1931 as part of

his work describing how light is converted to heat in solids [ 30 ]. He noted that light is

converted into heat in a monatomic gas when an atom absorbs light, becomes excited, and

then inelastically collides with a second atom, increasing the translational kinetic energy of

the second atom. However, a solid is modeled as a set of uncoupled harmonic oscillators,

and heat in the solid is modeled as the vibrational levels of these oscillators. A photon at

532nm is ∼2eV, whereas kBT at room temperature is 25meV, so the excitation is ∼100x

larger. Transferring this excitation to a nearby atom would require the nearby atom to jump

100 vibrational levels, which isn’t possible if the oscillators are harmonic [ 30 ]. He also notes

that perhaps the excitation could be shared amongst several atoms in the lattice, but that

isn’t possible if the “oscillators” are uncoupled. What follows is Frenkel’s solution to this

problem applied to strongly interacting molecules rather than the atoms in a crystal lattice.

We begin with a pair of interacting molecules (such as two BChl a pigments in the FMO

complex), each of which is a two-level system. A pair of interacting molecules is referred to

as a dimer. Each molecule in isolation has the Schrödinger equation shown in ( 1.27 )

Hiφ
(k)
i = E

(k)
i φ

(k)
i (1.27)

where φ(k)
i refers to the wavefunction of molecule i in state k. Let a and b refer to the lower

and upper of the k = 2 states of each molecule in our dimer respectively.

When the interaction is introduced, we assume that the interaction is weak enough that

the new stationary states may be constructed from linear combinations of products of the

φ
(k)
i , as shown in ( 1.28 ) and ( 1.29 ).

ΨA = φ
(a)
0 φ

(a)
1 (1.28)

ΨB = c0φ
(b)
0 φ

(a)
1 + c1φ

(a)
0 φ

(b)
1 (1.29)

We also stipulate that there is no exchange of electrons between the molecules in the dimer

so that we don’t have to antisymmetrize the wavefunctions.
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We obtain the energies of the dimer by placing ΨA and ΨB into the Schrödinger equation

that includes individual molecule Hamiltonians and the interaction term H ′.

(H0 +H1 +H ′) ΨA = EAΨA (1.30)

(H0 +H1 +H ′) ΨB = EBΨB (1.31)

Multiplying (  1.30 ) from the left with ⟨ΨA| we get ( 1.32 ) for the energy of the new ground

state.

EA = E
(a)
0 + E

(a)
1 +

〈
φ

(a)
0 φ

(a)
1 |H ′|φ(a)

0 φ
(a)
1

〉
(1.32)

The last term in ( 1.32 ) is referred to as the displacement energy, as it simply shifts or

displaces the energy of the ground state relative to the case where there is no interaction.

The displacement energy is typically small, and may be ignored [ 24 ].

The energy of the upper state is obtained in a similar manner. Multiplying ( 1.31 ) from

the left with ⟨φ(b)
0 φ

(a)
1 | or ⟨φ(a)

0 φ
(b)
1 | yields ( 1.33 ) or ( 1.34 ) respectively.

c0
(
E

(b)
0 − EB

)
+ c1H

′
01 = 0 (1.33)

c0H
′
10 + c1

(
E

(b)
1 − EB

)
= 0 (1.34)〈

φ
(b)
i φ

(a)
j |H ′|φ(b)

j φ
(a)
i

〉
≡ H ′

ij (1.35)

This can be reformulated as a matrix equation as shown in ( 1.36 ).

E(b)
0 H ′

01

H ′
10 E

(b)
1


c0

c1

 = EB

c0

c1

 (1.36)

What appear on the diagonal of the Hamiltonian matrix are just the individual excited state

energies of the molecules, while the off-diagonal elements are the interaction terms between

the molecules.
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This is an eigenvalue problem with two solutions. The energies are shown in ( 1.37 ),

EB± = E0
B ± 1

2

√
δ2 + 4 (H ′

01)
2 (1.37)

E0
B ≡

(
E

(b)
0 + E

(b)
1

)
/2 (1.38)

δ ≡ E
(b)
0 − E

(b)
1 (1.39)

and the eigenvectors (c0 and c1) are shown in ( 1.40 ).

ΨB± = c0±φ
(b)
0 φ

(a)
1 ± c1±φ

(a)
0 φ

(b)
1 (1.40)

c0± =
√

1 ± s

2 , c1± =
√

1 ∓ s

2 (1.41)

s = δ/
√
δ2 + 4 (H ′

01)
2 (1.42)

From (  1.40 ) one can predict whether the excitation will reside mostly on one pigment or

whether it will be more equally shared. When the molecules have very similar energies, then

δ → 0 and s → 0. In this case both c0± →
√

1/2 and the excitation is shared equally between

the molecules. When one molecule has a much larger energy than the other, say E(b)
0 ≫ E

(b)
1 ,

then δ ≫ H12 and s → 1. In this case c0+ → 1 and c1+ → 0 (or vice versa for c0− and c1−)

and the excitation resides predominantly on one molecule at a time. In all cases, the upper

energy level EB is split around the average energy E0
B with a splitting determined by the

magnitude of the interaction and the difference between individual molecule energies. This

splitting is illustrated in Figure  1.4 .

The transition dipole moment, and thus the dipole strength, also experiences a split.

µBA± = c0±µ0,ba + c1±µ1,ba (1.43)

DBA± =
∣∣∣µBA±

∣∣∣2 = (c0±)2 D0,ba + (c1±)2 D1,ba + 2c0±c
∗
1±

(
µ0,ba · µ1,ba

)
(1.44)

In ( 1.44 ) we see that dipole strengths of the DBA+ and the DBA− transitions will be different,

which means that the absorption of those two transitions will be different. The dipole

strengths are now a weighted sum of the individual dipole strengths and there is now a

term that takes into account the mutual orientation of the transition dipole moments. The
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Figure 1.4. Excitonic splitting of two uncoupled transition energies H11 and
H22 into excitonic transitions EB+ and EB−.
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transition dipole moments are also important for the interaction matrix elements H ′
ij. For

the case of interacting molecules, the interaction is the Coulomb interaction between two

molecules. As before in ( 1.16 ), the dominant contribution to the interaction energy comes

from the dipole interaction.

If the electric field in ( 1.17 ) is replaced with the electric field from another dipole (the

other molecule in the dimer), one obtains interactions of the form shown in ( 1.45 )

U =
µ0 · µ1 − 3

(
µ0 · R̂

) (
µ1 · R̂

)
R3 (1.45)

where R is the relative position vector from one molecule to the other. Placing ( 1.45 ) into

( 1.35 ) yields ( 1.46 ).

H ′
ij =

µi,ba · µj,ba − 3
(
µi,ba · R̂ij

) (
µj,ba · R̂ij

)
R3

ij

(1.46)

Both ( 1.45 ) and ( 1.46 ) are sensitive to not only the angle between the two dipoles, but their

placement relative to one another.

For example, two parallel dipoles placed side by side do not have the same energy com-

pared to two parallel dipoles placed tip to tail, even if the distance between the dipoles is

the same in both cases as shown in Figure  1.5 .

This analysis is easily extended to larger systems consisting of N pigments. The wave-

functions take on the form shown in ( 1.47 ) and ( 1.48 ).

ΨA =
∏
k

φ
(a)
k (1.47)

ΨB,k =
∑

i

cikφ
(b)
i

∏
m̸=i

φ(a)
m (1.48)

The N–pigment system is comprised of an N–way superposition where the dimer was a 2-

way superposition. With the dimer there were just two excitonic states (ΨB+ and ΨB−) and

it sufficed to label them with +/−. With N excitonic states we replace ± with the index

k = 1 . . . N . The {cik} for a given excitonic state k contain the weights for each combination

of wavefunctions with molecule i in its upper state and all others in their lower states.
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Figure 1.5. Effect of excitonic interactions on absorption band strength and
placement for a homodimer. The absorption of each monomer (dashed) and
excitonic band (solid) are shown for 3 different orientations of the transition
dipole moments of the monomers. The orientation in A is referred to as a
“J-aggregate,” whereas the orientation in C is referred to as an “H-aggregate.”
The total dipole strength is conserved regardless of the orientation [ 28 ]. The
excitonic bands have been given Gaussian band shapes with arbitrary band-
widths. Figure inspired by Figure 8.4 in [ 28 ].
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The Hamiltonian takes the same form as shown in (  1.36 ) but N ×N rather than 2 × 2.

Hij = δijE
(b)
i +H ′

ij (1.49)

If the cik are placed into a matrix C, then determining the energies EB,k and weights cik

reduces to diagonalizing the matrix C−1 · H · C shown in (  1.50 )

C−1 · H · C = EB (1.50)

where EB is a diagonal matrix whose elements are the energies EB,k. The matrix elements

H ′
ij are the same as those in ( 1.46 ).

The exciton dipole moments and dipole strengths are shown in ( 1.51 ) and ( 1.52 ) respec-

tively

µk =
∑

i

cikµba,i (1.51)

Dk = |µk|2 =
∑
i,j

cikc
∗
jk

(
µba,i · µba,j

)
= ρkD (1.52)

where ρk is the density matrix for state k and D is the dipole strength matrix. It can be

shown that the sum of all of the Dk is equal to the sum of the individual dipole strengths,

so the excitonic interaction has the effect of redistributing the total dipole strength amongst

the different excitonic transitions [ 24 ].

Thus far we have focused on the absorption of an excitonic system. Excitonic systems

can also exhibit circular dichroism (CD), a difference in the absorption of circularly polarized

light, even if the constituent molecules themselves do not exhibit CD. This is the case with

the FMO complex as flat molecules such as BChl a do not exhibit CD. Excitonic CD is

of particular interest because CD carries extra structural information that absorption does

not, as will be described shortly. We will begin our treatment of excitonic CD by describing

circularly polarized light.
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1.2.5 Circularly Polarized Light

A plane-wave solution to Maxwell’s equations is shown in ( 1.53 ).

E(r, t) = E0e
i(k·r−ωt) (1.53)

If this wave propagates in the ẑ direction, the polarization lies in the xy–plane with a

potentially arbitrary relative phase difference δ between the x- and y-components, as shown

in ( 1.54 ).

E(z, t) =
(
Ex x̂ + eiδEy ŷ

)
ei(kz−ωt) (1.54)

The general case is Ex ̸= Ey and arbitrary δ. In this scenario the polarization vector

traces out an ellipse in the plane of polarization, traversing the ellipse at angular frequency

ω. The wave is said to be elliptically polarized [ 31 ].

When δ = nπ for n = 0,±1,±2, . . . the x- and y-components oscillate either in phase

or exactly out of phase. The polarization vector oscillates along a line at angle θ =

arctan(Ey/Ex) relative to the x-axis, and the wave is said to be linearly polarized.

When Ex = Ey and δ = nπ/2 for n = ±1,±3, . . . the polarization vector traces a circle

in the plane of polarization, traversing the circle at angular frequency ω. In this scenario the

wave is said to be circularly polarized. When looking along the direction of propagation, the

wave is said to be left-hand circularly polarized (LCP) if the polarization vector rotates in

the clockwise direction, and right-hand circularly polarized (RCP) if the polarization vector

rotates counter-clockwise.

The equations for a circularly polarized plane wave are shown in ( 1.55 ) and ( 1.56 ), where

the top signs refer to LCP and the bottom signs refer to RCP.

E(z, t) = E0
(
x̂ + e±i π

2 ŷ
)
ei(kz−ωt) (1.55)

E(z, t) = E0 [cos(kz − ωt) x̂ ∓ sin(kz − ωt) ŷ] (1.56)
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1.2.6 Intrinsic Circular Dichroism of a Single Molecule

When ε(λ) for a system is different for different polarizations of light, the system is said

to exhibit dichroism [ 32 ]. A system with linear dichroism (LD) absorbs two perpendicular

polarizations differently i.e. εx ̸= εy. A system with circular dichroism (CD) absorbs LCP

light and RCP light differently. The most common systems that exhibit CD are proteins and

systems consisting of interacting pigments, but individual chiral molecules may exhibit their

own “intrinsic” CD as well [ 24 ]. We will first focus on the CD of an individual molecule.

To understand the source of this intrinsic CD, we modify ( 1.17 ) to include the magnetic

dipole moment.

U = −µ · E − m · B (1.57)

m = e

2mc
∑

i

(Li + 2Si) (1.58)

The analysis that follows is simplified when the electromagnetic field is assumed to propagate

in the z-direction, allowing us to rewrite the x- and y-components of µ and m in terms of

the LCP and RCP components of the field e+ and e−.

µ = µ−ê− + µ+ê+ + µzẑ (1.59)

m = m−ê− +m+ê+ +mzẑ (1.60)

g ≡ −im (1.61)

The interaction elements Vij then become

(V±)ij = − (µ±)ij E0 − (m±)ij B0 (1.62)

mij ≡ ⟨ψi|m|ψj⟩ (1.63)
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Squaring ( 1.62 ) and averaging over all orientations yields ( 1.64 )

(V±)2
ij = 8πI

3c

[
Dij

n
+ nGij ∓ 2Rij

]
(1.64)

Gij ≡ |gij|2 = mij · mji (1.65)

Rij ≡ −µij · gij = Im(µij · mji) (1.66)

where I is the intensity of the electromagnetic field, n is the refractive index of the medium,

and Dij, Gij, and Rij are the electric dipole strength, magnetic dipole strength, and rotatory

strength respectively.

The magnetic dipole strength is on the order of 10−4 relative to the electric dipole

strength, so it is typically not included in further analysis [ 32 ]. In light of this, the dominant

correction to ( 1.23 ) comes from the rotatory strength.

Similar to ( 1.25 ) where the dipole strength is proportional to an integral over εij(ν),

the rotatory strength is proportional to an integral over the difference between extinction

coefficients.

∆εij = (ε−)ij − (ε+)ij (1.67)

Rij ∼
∫ ∆εij

ν
dν (1.68)

The shape of an instrinsic CD band is the same as the absorption band, but with a smaller

amplitude [  28 ].

1.2.7 Excitonic Circular Dichroism

As mentioned earlier, CD can arise from the structure of an individual molecule but also

as a consequence of excitonic interactions. Even for molecules with intrinsic CD the excitonic

CD can be much larger when the pigments are strongly interacting [  24 ]. To examine excitonic

CD we begin with ( 1.56 ) and assume that kz ≪ 1.

ER/L (r, t) = E0√
2

[cos (ωt) (x̂ ± kzŷ) ∓ sin (ωt) (ŷ ∓ kzx̂)] (1.69)
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The transition probability from the ground state A to excited state Bk is proportional to

the square of the matrix element H ′
ij shown in (  1.70 ).

H ′
Bk,A = ⟨ΨBk

|−µ · E| ΨA⟩ (1.70)

The transition probability is

PA→Bk
∼ E2

0

[
(x̂ · µk)2 + (ŷ · µk)2

2 ∓ 2π
λ

∑
n

∑
m

cknc
∗
km(ẑ · rn)(ẑ · µn × µm)

]
(1.71)

and has an interesting spatial dependence on the mutual orientations of pairs of molecules,

but also the position of one of the molecules along the propagation direction of the electric

field. This is the origin of the extra structural information that excitonic CD provides that is

not found in excitonic absorption. The intuitive understanding of this spatial dependence is

that since the polarization vector of the electric field traces out a spiral as it propagates, the

polarization vector may align well with the transition dipole moment of one molecule and

then align well with another molecule’s transition dipole moment after propagating some

distance [  24 ].

We can rewrite the dipole strengths as in ( 1.72 ).

D
R/L
k = Dk ∓ 2π

λ

∑
n

∑
m

cknc
∗
km(rn · µn × µm) = Dk ±Rk (1.72)

From ( 1.72 ) we can extract an expression for rotational strength, shown in ( 1.73 ).

Rk ≡ DL
k −DR

k

4 = ρkR (1.73)

ρij,k ≡ cknc
∗
km (1.74)

Rij ≡ − π

2λ(rji · µj × µi) (1.75)

rij ≡ ri − rj (1.76)
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From ( 1.72 ) one can see that the dipole strength Dk splits into DR
k and DL

k , where one band

is stronger by Rk and one is weaker by Rk. The average of these two bands is the original

dipole strength Dk.

1.3 Spectroscopic Methods

As shown in the previous sections, a perturbation in the form of an appropriate oscillat-

ing electric field such as produced by a laser can drive a transition between the states of a

system. Therefore, optical techniques provide a method for directly probing the electronic

structure of microscopic systems. Various optical spectroscopy techniques have been de-

vised to investigate the frequency, polarization, and time dependence of optically accessible

properties. In many cases the measurements are ensemble averages over all of the atoms,

molecules, proteins, etc in the sample, but single molecule spectroscopic measurements are

possible as well [ 33 ].

As mentioned previously, the FMO complex is a very well studied system. Various

steady-state and time resolved spectroscopic techniques have been employed to examine the

electronic structure of the FMO complex. The excitonic theory examined in the previous

section predicts that there are 8 different electronic states, and thus 8 different peaks in

the absorption spectrum of a single FMO complex. Vibrations of the surrounding protein

and vibrations of the pigments themselves, both of which become stronger as temperature

increases, serve to broaden the absorption spectrum. This means that much of the fine detail

in the spectrum is lost at room temperature, as shown in Figure  1.6 .

As mentioned in Section  1.2 , a system’s absorption describes its ground state interaction

with light without regard for its polarization. A system’s CD describes its ground state

interactions with light that is circularly polarized. Fourier transform infrared spectroscopy

(FTIR) is a spectroscopic technique that can be used to examine the vibrational spectrum

of a system [ 28 ]. Instruments that perform these steady state measurements and other

polarization sensitive measurements are readily available.

Time-resolved measurements are typically carried out with custom built instruments,

though some commercial instruments are available. Light sources for these instruments are
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Figure 1.6. FMO WT absorption (A) and CD (B) at room temperature
(black) and 77K (red).

often pulsed lasers (nanosecond to attosecond resolution), but flash lamps may also be used

for measurements that do not require high time resolution [ 34 ]–[ 38 ].

Pump-probe is a common technique for measuring transient changes in absorption or CD

[ 36 ]–[ 38 ], but other techniques exist such as two-dimensional electron spectroscopy (2DES)

[ 34 ], [ 35 ], and photon-echo spectroscopy [ 39 ]. Only pump-probe will be described here as it

is the technique used in the work presented here.

1.3.1 Pump-Probe Spectroscopy

The pump-probe technique typically employs two pulsed lasers, a “pump” beam and a

“probe” beam, that are delayed relative to one another. The pump pulse serves to excite

the sample, starting energy or electron transfer processes within the sample and causing

a transient change in the absorption of the sample. The intensity of the probe pulse is

modulated by the absorption of the sample, so the presence of the excitation causes a change

in the intensity of the probe pulse [ 28 ]. The delay between the pump and probe pulses is

varied to sample the kinetics of the energy or electron transfer processes. The probe pulse is

typically broad (>10 nm FWHM), so a measurement may be collected at a single wavelength

via filters or a measurement may be collected at all wavelengths within the probe bandwidth
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Figure 1.7. Jablonski diagram showing radiative and nonradiative transitions
between electronic states and vibrational levels in a model system.

simultaneously by dispersing the probe pulse onto a CCD camera. Additional beams and

pulses may be used to prepare a system in a specific state or to compensate for noise.

The work presented here has measured transitions between triplet states of the FMO

complex. As described in Section  1.2.3 , the transition probability between two states is

highest when the frequency of the incident light matches the frequency of the transition.

However, some transitions that meet this requirement nonetheless have a very low probability.

These so-called forbidden transitions are those for which the spin of the system must change

in the course of the transition [ 24 ], [ 28 ]. One such forbidden transition is the transition from

a singlet (S = 0) ground state to a triplet (S = 1) excited state or vice versa. A variety of

states and the transitions between them are shown in Figure  1.7 .

A molecule in a singlet ground state S0 excited to singlet excited state S1 may either

decay back to the ground state or undergo intersystem crossing (ISC) to decay to the triplet

excited state T1 [ 24 ], [  28 ], [  40 ], [  41 ]. The T1 → S0 transition is much slower than the
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S1 → S0 transition because the T1 → S0 transition is forbidden. The analysis of triplet

state dynamics has physiological relevance to the FMO complex as it has a high triplet yield

but remains photostable without the photoprotection mechanisms found in other pigment-

protein complexes [ 37 ]. It was found through pump-probe spectroscopy that the lowest

triplet state energy in the FMO complex lies below that of singlet oxygen, preventing the

formation of damaging radical oxygen [ 37 ]. Further examination of triplet state dynamics

could be used to design photostable artificial photosynthetic systems.

The signals measured via pump-probe are a combination of several effects which may

yield a positive or negative change in absorption at a given wavelength. An absorption band

corresponding to a transition from the ground state is lost when a molecule is excited by

the pump. This is effect is called photobleaching (PB) and its contribution is a negative

change in the absorption. A new absorption band corresponding to a transition from this

excited state to a higher state appears in place of this ground state band, and the excited

molecule may absorb photons from the probe pulse to reach this higher state. This is called

excited state absorption (ESA) and contributes a positive change to the absorption because

there is additional absorption at the location of the new band. The excited molecule can

undergo stimulated emission (SE) and release a photon, which appears to the detector as a

photon that wasn’t absorbed and thus contributes a negative change in the absorption [  40 ],

[ 41 ]. In the case of an excitonic system such as the FMO complex instead of measuring the

evolution between electronic states of a single molecule the signals measured in a pump-probe

experiment may measure the evolution between different excitonic states.

Analysis of pump-probe data involves decomposing a two-dimensional dataset of the

form ∆A(λ, t) into a set of decay-associated difference spectra ∆Ai(λ) (DADS) and lifetimes

τi that are associated with energy transfer or electron transfer processes started by the

excitation from the pump pulse.

∆A(λ, t) =
∑

i

∆Ai(λ)e−t/τi

This is typically accomplished with a global fitting procedure in which the DADS are free

parameters at each measurement wavelength while the τi are fixed across the entire set of
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measurements. Once the DADS have been extracted the analysis moves to assigning them to

energy transfer or electron transfer processes. Spectral features in the DADS aid in assigning

a DADS to a particular process. However, this is difficult when there is “spectral conges-

tion” i.e. many pigments that absorb in the same region. In these scenarios measurement

techniques such as CD spectroscopy that can differentiate between molecules that absorb at

the same wavelength become particularly useful.

1.3.2 Time-Resolved Circular Dichroism Spectroscopy

In a typical pump-probe experiment the pump and probe beams are both linearly po-

larized lasers, but the measurement may not rely on the actual polarization of the beams.

However, circular dichroism measurements by their nature rely on the polarization of one

or both of the pump and probe beams. Time-resolved circular dichroism (TRCD) measure-

ments fall into two categories: ellipsometric [ 42 ]–[ 45 ] and absorptive [ 46 ]–[ 51 ].

The absorptive method simply replaces a linearly polarized pump or probe beam with a

circularly polarized one. The handedness of a circularly polarized pump may be switched

back and forth to measure the preferential excitation of a sample in its ground state. The

handedness of a circularly polarized probe may be switched back and forth to measure the

change in CD induced by an excitation. Until recently this method has required prohibitively

high sensitivity to measure small signals since CD is on the order of 10−3 relative to absorp-

tion.

The ellipsometric method prepares the probe beam in a highly elliptically polarized state

(which is a superposition of both RCP and LCP light) and relies on the CD of the sample to

vary the minor axis of the polarization ellipse. This method was recently advanced to enable

measurement of extremely small signals and is used to collect the measurements presented

in this work [  41 ]. The apparatus used in this work will be described in detail in Chapter

 3 and progress on a shot-noise limited femtosecond CD spectrometer will be described in

Chapter  4 .
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1.3.3 Triplet-Triplet Energy Transfer

The time-resolved spectra collected using the methods described in the previous sec-

tions reveal information about the rates at which energy moves through a pigment-protein

complex, namely the couplings between pigments and their relative populations. Pigment-

pigment couplings are required for the formation of excitonic states, as described in  1.2.4 ,

and allow for a variety of energy transfer mechanisms between individual pigments [  28 ].

Resonant energy transfer occurs when there is a resonance between a downward transi-

tion in the donor pigment and an upward transition in the acceptor pigment, or, in other

words, when the donor and acceptor absorption spectra overlap [ 28 ]. The rate of resonant

energy transfer is proportional to the square of the electronic coupling between pigments,

and Equation  1.46 illustrates that the dipole-dipole Coulomb interaction is proportional to

R−3
ij . Thus, the rate of resonant energy transfer is proportional to R−6

ij , making resonant

energy transfer strongly dependent on the distance between the donor and acceptor pig-

ments. However, resonant energy transfer only occurs when the ground state and excited

state have the same spin (i.e. the transition is not “forbidden”) [  28 ]. Most pigments have

singlet ground states, meaning that a transition from a triplet excited state to a singlet

ground state is forbidden.

Once pigments are close enough contributions from other coupling mechanisms become

significant, namely the “exchange” interaction. Equation  1.77 illustrates the form of the

exchange interaction between two pigments, each with energy levels a and b, where (0) and

(1) refer to the coordinates of electron 0 or 1 respectively and σ
(a)
0 refers to the spin of

pigment 0 in state a [ 28 ].

HExch
10 = − ⟨φ(a)

0 (1)φ(b)
1 (0)| e

2

r10
|φ(b)

0 (0)φ(a)
1 (1)⟩ ⟨σ(b)

1 |σ(b)
0 ⟩ ⟨σ(a)

0 |σ(a)
1 ⟩ (1.77)

The first term is an overlap integral which is only non-negligible when the two pigments

are close enough for their orbitals to overlap. This term also describes the excited electron on

the donor pigment being transferred to the acceptor pigment while the ground state electron

on the acceptor pigment is transferred to the donor pigment, as shown in Figure  1.8 .
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Figure 1.8. Illustration of the exchange interaction between a donor and
acceptor pigment. The excited electron on the donor and acceptor pigments
exchange electrons without the electrons changing their spins. The (0) and
(1) refer to the fact that the electron on pigment 0 and 1 respectively are
transferred from one pigment to another.
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This exact form of the overlap term depends on the shape of the orbitals, but is gener-

ally taken to have the form e−Redge/L where Redge is the edge-to-edge distance between the

pigments and L is on the order of 1Å [  28 ]. This is a much stronger spatial dependence than

R−6
ij and explains why the exchange interaction is only significant for pigments that are very

close to one another. The second and third terms are non-zero only when the spins of the

upper states on each pigment are the same and the spins on the lower states on each pigment

are the same.

The exchange interaction therefore allows the transfer of a triplet excited state between

pigments, as the spin of the excited electron does not need to change in order for the exci-

tation to move between pigments. This is also referred to as Dexter energy transfer [  28 ].

1.4 Computational Methods

As mentioned previously, spectral congestion and a large number of pigments make ex-

perimental measurements of pigment-protein complexes difficult. In Photosystem I there are

96 Chl a pigments, so assigning DADS spectra to any particular population is not straight-

forward. Furthermore, in pigment-protein complexes where the pigments are strongly in-

teracting such as FMO it is impossible to directly measure individual pigments due to the

mixing of individual pigment states into excitonic states. In the case of the FMO complex

identifying the pigment energies of even just 8 pigments has proven difficult [ 24 ]. One of the

original difficulties in modeling FMO was realizing that each of the 8 pigments have different

energies despite being otherwise identical molecules [ 24 ].

Predicting the interactions of each pigment with the others as well as the protein envi-

ronment is one focus of computational modeling efforts [ 20 ], [ 24 ], [ 52 ]–[ 54 ]. A number of

Hamiltonians have been proposed based on modeling and fits of experimental data [ 55 ]–[ 57 ].

Further improvements have been made by adjusting the line shapes of interactions between

excitonic states and the bath of vibrations in the surrounding protein [ 58 ].

Recent efforts have focused on simulating the FMO protein from first principles using

molecular dynamics (MD) simulations and quantum mechanical refinements [  20 ]. This av-

enue of investigation is attractive because the only input is the X-ray crystal structure of
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the protein. In pure MD simulations Newton’s equations of motion are iteratively integrated

for all atoms in the system, computing the trajectory of each atom in the system [  59 ]. Ap-

proximations are employed to cull the number of interactions necessary to compute the next

time step as the computational complexity grows rapidly with the number of atoms in the

system [ 59 ]. For example, electrons are typically not explicitly included in computations,

instead empirical force fields are used to account for the interactions between atoms and their

environments [  59 ]. Software packages such as GROMACS, LAMMPS, and NAMD exist and

have been developed to run on massively parallel computing clusters as well as GPUs [ 59 ].
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2. STEADY STATE MODELING OF FMO

2.1 Introduction

As mentioned in previous sections, the pigment-protein complexes involved in photosyn-

thesis are extraordinarily efficient at transferring energy over long distances. This efficiency

is due in part to the protein environment tuning the positions and electronic properties

of the pigments in the complex. Experimental data provides substantial insight into the

details of energy transfer in these proteins, but large, complex systems present experimen-

tal difficulties that preclude useful measurements. Systems with many pigments or excitonic

states with overlapping absorption make distinguishing just a few interesting pigments nearly

impossible. Chemical modification of these systems to allow easier measurement of the pig-

ments of interest can move the system further from physiological conditions to the point of

questionable relevance.

Computational modeling provides a complement to experimental measurements in cases

where a protein structure and/or Hamiltonian is known. However, computational cost

quickly outpaces available computational resources due to the number of electrons in a typi-

cal protein. Careful choice of computational methods and approximations enables modeling

of moderately sized systems.

In the case of WT FMO, several Hamiltonians have been proposed based on structural

data and fits to experimental data [ 55 ]–[ 57 ]. The off-diagonal elements of the Hamiltonians

represent the electronic couplings between pigments and can be approximated via dipole-

dipole interactions and X-ray structures. The diagonal elements are the site energies of the

pigments and are influenced considerably by the protein environment. To date these diagonal

elements have been computed from fits to experimental data with varying degrees of success.

In order to observe the influence of the amino acid residues that coordinate each pigment,

Saer et al. [ 60 ] prepared 8 site-directed FMO mutants (one for each pigment) and measured

their absorption and CD spectra. The amino acids targeted in [ 60 ] were chosen from amino

acids that were close to oxygen atoms in the chlorin rings of the nearby BChl a pigments,

and the mutations were intended to replace polar residues with non-polar residues or non-

polar residues with polar residues while still allowing the system to grow photosynthetically.
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Figure 2.1. Comparison of modeled and measured M7 absorption (77 K)
and CD (295 K). The modeled data is obtained by increasing the energy of
pigment 7 in the Kell Hamiltonian by 24 cm−1 as in [ 60 ]. While the computed
absorption provides a good match, the computed CD is shifted enough that
the experimental and modeled CD have opposite signs.

The authors attempted to model the effect of each mutation by modifying empirical WT

Hamiltonians, shifting the site energy of the pigment nearest each mutation.

There was qualitative agreement between the proposed Hamiltonians and the experimen-

tal mutant spectra except in the case of pigment 7 (mutant Q198V), shown in Fig.  2.1 .

It was proposed that the spectral changes in Q198V could not be explained by a simple

shift of pigment 7’s site energy and that the spectral changes could instead be attributed to

wide-spread structural changes induced by the mutation.

To investigate the cause of the spectral changes in the mutants we have applied a pre-

viously reported computational method that can reproduce the electronic properties of WT

FMO from first principles based only on available X-ray protein structures. The work pre-

sented here will focus primarily on mutants Y16F (pigment 3) and Q198V (pigment 7). The

Y16F mutant is of interest because pigment 3 has the lowest energy in FMO and contributes

primarily to the easily visible 825 nm band. The Q198V mutant is chosen for investigation

precisely because the modeling in [ 60 ] could not explain the experimental spectra.
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2.2 Computational Methods

Hamiltonians were obtained from first-principles modeling by Prof. Lyudmila Slipchenko

and Yongbin Kim using the methods described in [ 20 ]. In short, molecular dynamics (MD)

simulations are performed on the X-ray structure of the FMO trimer with a time step of

2 fs for a total duration of 80 ns. 100 snapshots are chosen at random from the last 30 ns

of the MD simulations, motivated by the assumption that the protein has reached an equi-

librium conformation by this time. Quantum-mechanics/molecular-mechanics (QM/MM)

geometry optimizations are performed on each pigment and a few surrounding amino acids

for each snapshot. Excited state calculations are performed with an effective fragment po-

tential (EFP) model. The optimizations have a significant impact on the site energies of the

pigments as described in [  20 ].

The distribution of pigment energies for WT are shown in Figure  2.2 , while Figures  2.3 

and  2.4 compare the distribution of pigment energies in M3 and M7 respectively to WT.

X-ray structures for the mutants are not yet available, so the mutant structures were

created by replacing the appropriate amino acid in the WT structure and minimizing the

structure with MD simulations. The subsequent computational steps were otherwise identical

to those for WT FMO.

The simulations from which the Hamiltonians were obtained were performed by Yong-

bin Kim, so the first-principles Hamiltonians will be referred to as “YB Hamiltonians” from

here on out. Once the Hamiltonian, pigment positions, and pigment transition dipole mo-

ments are extracted from a snapshot, the absorption and CD spectra are computed for each

snapshot. As mentioned in Section  1.2 , the excitonic states are obtained by diagonalizing

the Hamiltonian matrix Hij. The excitonic energies Ei are the eigenvalues of Hij and the

eigenvectors cij represent the contributions of site j to exciton i. The dipole strength and

rotational strength for each exciton are computed with Eq. (  1.52 ) and Eq. ( 1.73 ) respec-

tively.

Each transition is modeled with a Gaussian band shape located at Ei. The bandwidth

depends on the Hamiltonian being modeled and the temperature at which to model. The

structures in the simulations were modeled at room temperature (RT), so some broadening is
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Figure 2.2. Distribution of pigment energies for WT FMO modeled from first
principles (black, solid). The average energy (black, dashed), and pigment
energies from the Brixner (red) and Kell (blue) empirical Hamiltonians are
labeled for comparison.
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Figure 2.3. Distribution of pigment energies for M3 FMO (red, solid) com-
pared with the distribution of pigment energies for WT FMO (black, dashed).
Note the significant shifts in pigments 3 and (to a lesser degree) pigment 6.

52



Figure 2.4. Distribution of pigment energies for M7 FMO (red, solid) com-
pared with the distribution of pigment energies for WT FMO (black, dashed).
The shifts relative to WT are minor.
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already applied by the motion of the protein. In order to model low-temperature spectra, the

YB Hamiltonians were “squeezed,” meaning that the difference in diagonal energies between

each snapshot and the average Hamiltonian was reduced by half. The bandwidths for each

Hamiltonian at both RT and 77 K are shown in Table  2.1 . These bandwidths were chosen

to visually match experimental spectra at the respective temperatures.

Table 2.1. Bandwidths used to compute steady state spectra.

Hamiltonian 77 K BW (cm−1) RT BW (cm−1)
YB (100) 70 140
Brixner 105 157.5
Kell 105 157.5

Structures were only available for WT, Y16F (mutant 3, M3), and Q198V (mutant 7,

M7), so analysis will focus solely on these proteins. The spectra are computed as a mix of

45% 7-pigment and 55% 8-pigment spectra as the 8th pigment may be lost during sample

preparation [ 61 ].

2.3 Results

The average YB WT Hamiltonian is shown in Table  2.2 , and the deviations of the mutants

from the WT Hamiltonian are shown in Tables  2.3 and  2.3 . The spectra obtained from the

YB Hamiltonian are in excellent agreement with 77 K experimental spectra, shown in Figure

 2.5 . The main difference between the modeled spectra and the experimental spectra is in

the blue region below 800 nm. This difference can be attributed to the higher-energy sites

having broader bandwidths and shorter lifetimes, which are effects that are more complex

to model and are out of the scope of this work.

Experimental absorption spectra for the mutants were collected at 77 K and CD spec-

tra were collected at RT. The modeled spectra presented here are modeled at the same

temperatures as the experimental spectra.

Figure  2.6 shows the full set of absorption and CD spectra produced by averaging the

spectra computed from each of the 100 YB Hamiltonians. The spectra are in good qualitative

agreement with the experimental absorption and CD spectra.
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Figure 2.5. Comparison of experimental and modeled WT spectra at 77 K.
The “YB 7/8” spectrum is a mix of 45% 7-pigment and 55% 8-pigment WT
spectra. Pigment 8 may be lost during purification, so a more realistic model
of the absorption spectrum includes a mix of both 7- and 8-pigment spectra.
The occupancy of the pigment 8 site was found to be 55% via electrospray
mass-spectrometry [  61 ].

Figure  2.7 shows the “Mutant−WT” difference spectra computed from the YB Hamilto-

nians along with spectra computed from modified empirical Hamiltonians. The WT Brixner

and Kell empirical Hamiltonians are shown in Tables  2.5 and  2.6 respectively. The empiricial

mutant Hamiltonians are constructed by applying the diagonal shifts from Tables  2.3 and

 2.4 to the Brixner and Kell Hamiltonians. It was found that the shifts from off-diagonal

elements made little difference to the spectrum.

55



Figure 2.6. Steady state spectra of FMO WT, M3, and M7 computed from
first principles with 100 Hamiltonians. The computed CD spectra are blue-
shifted by 5 nm for visual comparison.
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Table 2.2. Average of 100 WT Hamiltonians with diagonals shifted by
−2420 cm−1 to match experimental absorption spectrum. Elements are given
in wavenumbers ( cm−1).

12373 -109.5 5.2 -6.4 6.5 -9.2 -2.6 22.5
-109.5 12544 36.9 9.4 1.6 11.9 6.7 5.7
5.2 36.9 12166 -50.1 -1.8 -10.2 6.7 1.4
-6.4 9.4 -50.1 12326 -82.6 -19.1 -54.1 -2.0
6.5 1.6 -1.8 -82.6 12463 54.1 4.2 4.4
-9.2 11.9 -10.2 -19.1 54.1 12450 28.6 -11.6
-2.6 6.7 6.7 -54.1 4.2 28.6 12354 -14.0
22.5 5.7 1.4 -2.0 4.4 -11.6 -14.0 12412

Table 2.3. Deviations of Mutant 3 Hamiltonians from average WT Hamilto-
nian. Elements are given in wavenumbers ( cm−1).

-2.3±9.5 -7.7 1.1 -1.3 1.9 -4.9 -4.1 13.1
-7.7 21.9±17 -0.1 -0.6 -0.4 0.9 2.3 3.6
1.1 -0.1 272.5±12 5.4 0.7 -0.6 9.8 0.7
-1.3 -0.6 5.4 -34.2±12 -5.9 -0.6 -8.6 0.2
1.9 -0.4 0.7 -5.9 2.7±14 10.7 -1.4 0.1
-4.9 0.9 -0.6 -0.6 10.7 -73.6±11 2.4 2.6
-4.1 2.3 9.8 -8.6 -1.4 2.4 20.3±10 1.2
13.1 3.6 0.7 0.2 0.1 2.6 1.2 41.9±20

Calculating the absorption and CD spectra from a Hamiltonian requires also knowing the

pigment positions and transition dipole moments. Therefore when computing the spectra of

the average Hamiltonian the average pigment positions and transition dipole moments are

also necessary. The protein can both rotate and translate during MD simulations so it is

necessary to align the structures before averaging. Efficient algorithms such as the Kabsch

algorithm exist for alignment and do a good job as shown in Figure  2.8 .

2.3.1 Discussion

The aim of this work is to show that first-principles modeling is able to accurately re-

produce electronic properties of pigment-protein complexes. To demonstrate this we have

computationally constructed FMO mutants and conducted simulations from which we have
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Table 2.4. Deviations of Mutant 7 Hamiltonians from average WT Hamilto-
nian. Elements are given in wavenumbers ( cm−1).

49.4±9 -22.2 1.3 -0.8 1.0 -1.2 -1.1 4.6
-22.2 -37.3±15 1.0 -1.7 0.5 0.7 3.3 3.2
1.3 1.0 38.2±13 -8.2 0.9 -0.5 4.5 0.7
-0.8 -1.7 -8.2 -46.2±10 -5.4 -1.3 -7.9 -0.3
1.0 0.5 0.9 -5.4 65.5±11 11.0 -0.7 0.4
-1.2 0.7 -0.5 -1.3 11.0 -77.6±12 8.1 -0.3
-1.1 3.3 4.5 -7.9 -0.7 8.1 -9.4±11 -0.8
4.6 3.2 0.7 -0.3 0.4 -0.3 -0.8 29.3±21

Figure 2.7. Mutant−WT difference spectra computed from first principles
with 100 Hamiltonians. Also shown are difference spectra computed by apply-
ing diagonal shifts from Tables  2.3 and  2.4 to the Brixner and Kell Hamiltoni-
ans.

computed absorption and CD spectra. We have compared these modeled spectra against

experimental mutant spectra and found them to be largely in agreement. In the discussion

that follows we will compare against previous attempts to model mutant spectra and propose

explanations for the spectral changes based on the first principles modeling efforts.
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(a) Unaligned structures (b) Aligned structures

Figure 2.8. Pigment positions from MD simulations before and after align-
ment. Pigments in a given color are the same pigment from different structures
i.e. all red circles are pigment 1 from different structures.
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Table 2.5. The Brixner Hamiltonian for FMO WT [ 56 ]. Note that the Brixner
Hamiltonian only includes 7 pigments whereas the Kell and YB Hamiltonians
include 8.

12420 -106 8 -5 6 -8 -4
-106 12560 28 6 2 13 1
8 28 12140 -62 -1 -9 17
-5 6 -62 12315 -70 -19 -57
6 2 -1 -70 12460 40 -2
-8 13 -9 -19 40 12500 32
-4 1 17 -57 -2 32 12400

Table 2.6. The Kell Hamiltonian for FMO WT [ 57 ].

12405 -87 4.2 -5.2 5.5 -14 -6.1 21
-87 12505 28 6.9 1.5 8.7 4.5 4.2
4.2 28 12150 -54 -0.2 -7.6 1.2 0.6
-5.2 6.9 -54 12300 -62 -16 -51 -1.3
5.5 1.5 -0.2 -62 12470 60 1.7 3.3
-14 8.7 -7.6 -16 60 12575 29 -7.9
-6.1 4.5 1.2 -51 1.7 29 12375 -9.3
21 4.2 0.6 -1.3 3.3 -7.9 -9.3 12430

It’s interesting to note that averaging the spectra does not produce the same result as

computing the spectrum of the average Hamiltonian even though analysis showed that there

is no correlation in the differences between snapshots and thus the structural differences

should be totally random. Figure  2.9 illustrates how different the spectrum of a single

snapshot is both to other snapshots and the averaged spectrum. The average of the spectra

agrees with experimental spectra better than the spectrum of the average Hamiltonian.

The mutant spectra computed from single-site shifts (Figure  2.10 ) generally do not re-

produce experimental spectra as well as the first principles spectra, but a single-site shift

reproduces M3 better than M7. This can be explained by examining the diagonal shifts in

Tables  2.3 and  2.4 . The largest average shift in the M3 Hamiltonian is a 272 cm−1 shift to

pigment 3, where all other shifts are on the order of 20–30 cm−1. In constrast with M3, the

average shift to pigment 7 in the M7 Hamiltonian is -9 cm−1, which is the smallest diagonal

shift in the M7 Hamiltonian and is 30x smaller than the M3 shift to pigment 3. Further note
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Figure 2.9. Spectra of 3 arbitrarily chosen snapshots from FMO WT com-
pared to the average of 100 snapshot spectra. Individual spectra vary dramat-
ically compared to the average.

that the diagonal shifts of the other pigments in M7 are still ∼3x smaller than the pigment

3 shift in M3, and thus are more comparable to the uncertainties of the diagonal energies.

We can safely conclude that the effect of the mutation in M7 has no effect on pigment 7 in

particular.

In this context it makes sense that the M7 spectrum would not be reproduced well by

applying a single shift of the pigment 7 site energy to the WT Hamiltonian. This suggests

that a mutation in the pocket of pigment 7 produces far-reaching effects felt by the other

pigments in the monomer rather than a strong effect localized near pigment 7.

To determine the origin of the spectral changes introduced by each mutation Prof. Lyud-

mila Slipchenko and Jack Lawrence investigated mutant structural changes relative to WT.

It is interesting to note that while the mutations introduce noticeable structural changes

throughout the protein and most importantly near the pigments, only a fraction lead to no-

ticeable energetic or spectral changes. Detailed analysis of the structural changes is outside

the scope of this work, but I will summarize the most significant changes for each mutation.

It is important to note that the amino acid residue numbers presented here are +8 higher
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Figure 2.10. Mutant−WT difference spectra computed from the average
of 100 first-principles spectra compared to a spectrum produced by shifting
the site energy of a single pigment. The first-principles spectra (YB 7/8) are
computed from a mix of 7- and 8-pigment spectra, while the single-site spectra
are computed from the 8-pigment Kell Hamiltonian.

than the numbering in the protein database (PDB ID: 3ENI) for consistency with previous

work in [  60 ].

It was found that the largest structural changes are found in the flexible regions of the

protein, whereas the more structured regions of the protein were less affected by individual

mutations. For example, one of the largest effects in M3 is a distortion of a flexible region

near pigment 2 shifting residues PRO 867 and ASN 868 by ∼2Å relative to pigment 2,

as shown in Figure  2.11 B. This distortion closes a pathway that lets water molecules near

pigment 2 in WT such that no water is found coordinating the central Mg of pigment in

M3. This large structural change results in a relatively minor energetic change to pigment

2 with a cumulative shift of 20 ± 10. cm−1 In the same vein, amino acids (LYS 239, SER
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237, PRO 243) in a flexible region near pigment 5 see significant structural changes with no

major change to the energy of pigment 5.

One would expect significant changes in the positions of multiple charged/polar amino

acids near a pigment to produce a significant change in the electric field at the location of

pigment and therefore cause a Stark shift to the pigment’s transition energy. However, this

is not what is observed for pigments 2 and 5. The electric field due to these amino acid

residues could be screened by nearby water molecules or by opposing structural changes in

other amino acids that move in concert with the residues near the pigment.

The largest effect of the M3 mutation is the energetic shift of the pigment 3 site energy

by 272 cm−1. Interestingly, the structural changes near pigment 3 are small compared to the

structural changes near pigments 2 and 5. The changes near pigment 3 are mainly located at

turns of the peptide chain (e.g., ALA 30, ASN 298) and the structural changes here relative

to WT are comparable to the fluctuations in the protein itself. Pigment 3 and the nearby

shifted residues are shown in Figure  2.11 C.

The large energetic change to pigment 3 is attributed to breaking the hydrogen bond

(H-bond) to the pigment’s carbonyl group as a result of the mutation replacing tyrosine

with phenylalanine. The electron density on the carbonyl group is higher and therefore

more negative in the excited state, and some of this extra electron density is donated to

the H-bond with the nearby tyrosine leading to a red-shift of the excited state. With the

mutation there is no H-bond, and thus the excited state on pigment 3 is blue-shifted relative

to WT.

The mutation near pigment 7 in M7 does not significantly change the energy of the

pigment as neither the glutamine nor the valine that replaces it in the mutant form an H-

bond with the pigment. However, the mutation is in the middle of the protein and thus causes

small structural changes throughout the protein that induce small shifts to the energies of

all pigments. This makes modeling challenging as energetic changes cannot be assigned to

a single dominating effect. Indeed, modeling shows that the changes are instead due to a

collection of small effects that oppose each other to varying degrees. Regardless of the trouble

determining the precise origin of spectral changes in the M7 mutant, the steady state spectra

computed from the structures agree well with the experimental spectra.
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Figure 2.11. Structure of pigment pockets in M3 (solid) compared to WT
(transparent). The structures were aligned by minimizing RMS error of the
tetrapyrrole rings. The large structural changes near pigment 2 (A, B) produce
minor spectral changes, whereas the small structural changes near pigment 3
(C, mutation outlined in red) and 6 (D) produce noticeable spectral differences.
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As with M3 the largest structural change is in a flexible region of the protein near pigment

2. In a significant departure from M3, the water channel near pigment 2 remains open in M7

despite the structural changes. Another significant difference is that the relative orientation

of pigments 1 and 2 are changed by ∼1Å, as shown in Figure  2.12 A. The change in orientation

causes a change of -22 cm−1 in the electronic coupling between the pigments. Similar to M3

the energy of pigment 6 is shifted by -77 cm−1 due to a combination of structural changes in

the nearby ARG 96 (Figure  2.12 B, not shown).

Based on this analysis we propose that the site energies of the pigments in FMO are

determined predominantly by the Stark shifts due to the electric fields of nearby residues.

Changes in residue positions produce changes in the net electric field at the location of the

pigment and thus produce changes in the site energy of the pigment. The net effect may be

the result of many residues with competing effects.

2.3.2 Conclusion

In this work I computed steady state absorption and CD spectra of WT, Y16F (M3), and

Q198V (M7) FMO from 100 Hamiltonians each which were obtained from first principles

modeling of the FMO protein at room temperature. I compared the modeled steady state

spectra to experimental spectra and found them to be in good agreement. I then compared

the “Mutant–WT” modeled difference spectra to the experimental spectra and found them

to also be in good agreement. I constructed mutant empirical Hamiltonians by computing

the site energy shifts of the mutants relative to WT and applying them to the empirical

Brixner and Kell Hamiltonians. The first principles spectra performed as good or better

than the empirical Hamiltonians in most cases.

Analysis of these modeled structures revealed that the shifts of the site energies were

predominantly due to Stark shifts from structural changes of amino acid residues near the

pigments. Furthermore, analysis revealed that large structural changes can have minimal

spectral impact, and mutations in the pocket of a given pigment can have minimal spectral

impact on that pigment. Instead, the transition energy of a pigment is the sum of contribu-

tions from many amino acid residues which may cancel each other out to some degree.
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Figure 2.12. Structure of pigment pockets in M7 (solid) compared to WT
(transparent). The structures were aligned by minimizing RMS error of the
tetrapyrrole rings. A change in the orientation between pigments 1 and 2 (A)
produces a noticeable spectral change. Pigment 6 (B) also experiences a large
spectral change. The mutation near pigment 7 is outlined in red.
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Future work will perform more detailed analysis on the contributions from the amino

acids near each pigment for each mutant. This work may inform selection of mutations

that produce significant spectral changes without substantial structural modification of the

pigment pockets.
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3. TIME-RESOLVED CIRCULAR DICHROISM OF THE

FENNA-MATTHEWS-OLSON COMPLEX

3.1 Introduction

Time-resolved spectroscopy of the triplet states in FMO have been investigated for

decades [ 37 ], [  40 ], [  41 ], [  55 ], [  57 ], [  62 ]. Most recently our group has developed a shot-

noise limited time-resolved circular-dichroism (TRCD) spectrometer and used it to obtain

preliminary TRCD spectra of the FMO complex [ 41 ], [  63 ].

The goal of this work is to improve upon the spectrometer developed in [ 63 ] and [ 41 ] in

order to obtain ∆A and ∆ACD spectra of WT FMO in addition to site-directed mutants near

pigments 3, 4, and 7 of the FMO complex. The time resolved spectra obtained from these

measurements will provide a unique set of high quality experimental data against which

predictive modeling techniques may developed that can be applied to other pigment protein

complexes. The TRCD spectra obtained here provide extra structural information not found

in absorption measurements and thus provide extra checks against simulations.

The FMO complex is well-situated as a test sample for developing excitonic modeling

techniques as it contains only 8 pigments yet still has rich excitonic structure. The steady-

state spectra and electronic structures have been explored in detail in Chapter  2 .

3.2 Materials and Methods

FMO WT, Y16F (pigment 3 mutant, M3), Y345F (pigment 4 mutant, M4), and Q198V

(pigment 7 mutant, M7) cultures were prepared as in [ 60 ].

Concentrated FMO protein was diluted with CAPS buffer to an optical density (OD) of

∼1 OD at the Qy peak (808 nm) in a 2 mm optical path length fused silica cuvette. Samples

were prepared with a 10mM dithionite solution as dithionite has been shown to increase

triplet yield [  62 ]. All sample components were deoxygenated using the procedure described

in [  37 ] to preserve sample quality under illumination.

Steady state absorption spectra were collected with a Cary Varian 300 spectrophotometer

immediately after sample preparation, then before and after transient measurements. Sam-
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ples for time-resolved measurements were prepared in 2 mm fused silica cuvettes as described

above.

3.2.1 Ellipsometric CD Detection Method

A custom time-resolved circular-dichroism (TRCD) spectrometer was built as described

in [ 41 ] and further developed to decrease noise and artifacts in the TRCD signal. This system

is an improvement to the original design of an ellipsometric detection technique reported by

Lewis et. al [ 42 ] and has noise performance orders of magnitude better than previous designs

[ 41 ], [ 42 ], [ 44 ]. Figure  3.1 shows a block diagram of the system including the improvements

to the design in [  41 ].

The ellipsometric detection method can be described using Jones calculus, in which each

optical element is represented as a 2 × 2 matrix acting on a 2-vector representing the x- and

y-components of the complex polarization vector. The relevant optical elements here are two

crossed polarizers with a stress-plate and a sample between the two polarizers. The sample

is assumed to have some CD.

Eout = MP 2MSMSPMP 1Ein (3.1)

If we take P1 to be horizontal and P2 to be vertical MP 1 and MP 2 have the following

form:

MP 1 =

1 0

0 0

 (3.2)

MP 2 =

0 0

0 1

 (3.3)
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The CD of the sample is modeled by composing a left-circular absorber and a right-

circular absorber with transmissions of k′2 and k2 respectively.

MS = MRCAMLCA (3.4)

MS = 1
2

2k − ρ −iρ

iρ 2k − ρ

 (3.5)

ρ = k − k′ (3.6)

The stress plate is modeled as a retarder with retardance δ. When angled at +45◦ the

stress plate takes the following form:

MSP =

 cos(δ/2) i sin(δ/2)

i sin(δ/2) cos(δ/2)

 (3.7)

Composing the optical elements together yields the matrix M :

M = 1
2

 0 0

(ρ cos(δ/2) + (2k − ρ) sin(δ/2))eiπ/2 0

 (3.8)

From Eq  3.8 we can see that any y-component of the input polarization will vanish and

the output polarization will never have an x-component.

Eout = M

Ein,xe
iϕx

Ein,ye
iϕy

 (3.9)

Eout,y = Ein,xe
i(ϕx+π/2) ((2k − ρ) sin(δ/2) + ρ cos(δ/2)) (3.10)

The retardance is typically small, with δ ∼ 10−2, so we can Taylor expand the sine and

cosines in Eq  3.8 . Furthermore, the physical quantity measured by a photodiode is the

intensity so we must square the fields.

Iout = 1
4I0

(
k2δ2 + ρ2 + 2kρδ − kρδ2 − ρ2δ

)
(3.11)

I0 = E2
in,x (3.12)
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The quantity ρ is related to ∆ACD via Eq  3.13 . For experiments presented in this work

ρ ∼ 10−4 and δ ∼ 10−2. We can Taylor expand Eq  3.13 to obtain Eq  3.14 .

ρ = k
(
1 − e1.15ACD

)
(3.13)

ρ = 1.15kACD (3.14)

By placing Eq  3.14 into Eq  3.11 and dropping higher terms we obtain an expression that

relates the input and output intensities to ∆ACD.

Iout = k2I0

4
(
δ2 + 2.3δACD

)
(3.15)

Given that k2 is the transmission the quantity k2I0 is the intensity after the sample. This

portion of the beam is parallel to the first polarizer and so we refer to it as the “parallel”

polarization. The beam passed by the second polarizer is referred to as the “perpendicular”

polarization. With this naming scheme Eq  3.14 can be rewritten as Eq  3.16 .

I⊥

I∥
= 1

4
(
δ2 + 2.3δACD

)
(3.16)

Now consider a change in absorption induced by a pump pulse. By subtracting Eq  3.16 in

the “with pump” from the “without pump” case we can obtain an expression for the pump-

induced change in CD. In our experiments every measurement is acquired with a pump pulse

and the “without pump” data is acquired from the portion of the kinetics captured before

the pump pulse arrives. This cuts data acquisition time in half.

(
I⊥

I∥

)
with-pump

−
(
I⊥

I∥

)
without-pump

= 2.3δ
4 ∆ACD (3.17)

4
2.3δ

(I⊥

I∥

)
with-pump

−
(
I⊥

I∥

)
without-pump

 = ∆ACD (3.18)
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Figure 3.1. Block diagram of the TRCD spectrometer. A stress-plate (SP)
is placed after a very high quality polarizer (P1) with the stress-axis 45◦ rel-
ative to P1 to prepare a very slightly elliptically polarized beam prior to the
sample. A second high-quality polarizer is crossed relative to P1 and serves
to pass the minor axis of the polarization ellipse. The intensity of the minor
axis is detected by the “perpendicular” channel (Per). The first beam splitter
(BS) directs a portion of the beam towards a “reference” detector which is
used to correct for noise. The second beam splitter directs a portion of the
beam towards the “parallel” detector (Par) which measures the intensity of
the major axis of the polarization ellipse. The lenses and apertures serve to
block stray light (dominated by fluorescence) to reduce artifacts in the TRCD
signals. The monochromator (Mon) is synchronized with the wavelength of
the Ti:Sapph oscillator to only pass through the probe wavelength and block
stray light (fluorescence and scattered pump light). All the elements after the
first aperture are enclosed in a light-tight box to further prevent stray light
from reaching the perpendicular detector.

From Eq  3.18 it would appear that δ reduces our sensitivity since δ ∼ 10−2. However,

the ratio I⊥/I∥ is proportional to δ2 as shown in Eq  3.19 , so there is an enhancement of

1/δ ∼ 102.

δ = Ey

Ex

=
√√√√I⊥

I∥
(3.19)
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3.2.2 Experimental Apparatus

The sample is excited at 600 nm with a 5ns laser pulse from a tunable YAG:Nd3+ laser

(Ekspla NT342B10SH-WW). This excitation wavelength is chosen because all Qx excitonic

bands are overlapping in this spectral region. The pump beam is made larger than the probe

beam to ensure that the probe beam is uniformly excited. The intensity of the pump beam

is tuned before the experiment to keep the ∆A signal linear in response to the pump.

The probe beam is provided by a custom Ti:Sapph oscillator tunable between 780 nm

and 850 nm with a motorized birefringent etalon. An EOM (Conoptics 350-160 with Model

275 driver) after the oscillator blocks the probe between measurements to prevent premature

sample degradation. No electrical interference was noticed due to the high-voltage switching

of the EOM.

Several improvements were made to the detection system of the spectrometer described

in [  41 ]. The oscilloscope configuration at the start of an experiment was automated to the

largest degree possible, which uncovered an error in the data collection in [ 41 ]. TRCD signals

are quite small and exist on top of large DC offsets, and both the CD signal and the laser

output vary widely over the range over the range of acquisition wavelengths. This means

that the vertical resolution of the oscilloscope will always be suboptimal if set once before

the experiment and in fact it was found that digital noise was a limiting factor to our signal

to noise ratio. Periodic auto-ranging of each detector channel during the experiment was

implemented to allow the optimal vertical resolution to be chosen for each detector during

the course of the experiment.

Post-processing of experimental data was automated and performance was improved to

such a degree that preliminary fits can now be obtained in an hour instead of days.

It was found that the limiting factor for signal to noise in the perpendicular channel (once

stray light is eliminated) is electrical noise in the detector. To this end the perpendicular

detector in [ 41 ] was replaced with a Thorlabs PDA8A2 detector, which has lower noise and

higher gain.

The signals measured in the perpendicular channel are small enough that stray light of

any kind can easily obscure them. As mentioned in [ 41 ] the detector is placed in a light tight
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box to eliminate as much stray light as possible. However, this box was simply polycarbonate

with a layer of paint. It was shown that scattered pump light was intense enough to pass

through the paint, so the inside and outside of the box were covered in matte black anodized

aluminum foil to provide extra shielding.

The high-quality polarizers used before and after the sample are constructed from polar-

izing prisms in metal housing which are themselves housed in a metal tube. The light that

does not pass through the polarizer is reflected to the inside surface of this metal housing,

and it was found that some of this light scatters back out of the prism. This scattered light

was collected by a nearby lens and focused onto the detector. A mask made of matte black

anodized aluminum foil with a small hole for the beam was placed over the back of the

polarizer to block this scattered light.

Two other sources of stray light that can obscure the signals are sample fluorescence and

pump light that scatters off the sample cuvette. Fluorescence and scattered pump light are

both short-lived, but are emitted in all directions and can be intense enough to overload

the detector and cause ringing for a short time after excitation. The pump wavelength

is far enough away from the probe wavelength that it can be greatly reduced with filters,

but fluorescence strongly overlaps with the probe beam during experiments and cannot be

removed by filters alone.

The fluorescence and pump light were addressed both spatially and spectrally. A lens

with a long focal length is placed before the first polarizer so that the probe beam is focused

onto a very small aperture after the sample and right before entering the box. This greatly

reduces the solid-angle of scattered light that makes it into the box. Inside of the box (after

the polarizer) is a lens and another aperture to block scattered light rays that aren’t parallel

to the probe beam.

This lens inside the box focuses the beam onto an Optometrics SDMC1-04G motorized

monochromator with PCM-02-110 controller, G1200R750QEAS gratings, and 1 mm input

and output slits. The computer controlling the experiment synchronizes the monochromator

wavelength with the probe wavelength so that the probe beam is passed through and stray

light is spectrally filtered. The imaging system of the monochromator also provides a degree

of spatial filtering.
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A temperature controlled cuvette chiller holding the cuvette at 4◦C, where the thermal

expansion coefficient of water is zero, did not eliminate the acoustic oscillations reported in

[ 41 ], so it is likely the circular geometry and very thin windows of the custom cell in [ 41 ] that

were responsible for eliminating the oscillations. The measurements reported here compen-

sate for the oscillations by collecting measurements at 850 nm, where there are oscillations

but no CD signal, then subtracting the averaged oscillations from the measurements at other

wavelengths. This practice substantially reduces the effort required to prepare a sample.

Each experiment consisted of 1500 measurements at each wavelength from 780 nm to

850 nm in 2.5 nm increments. Each experiment takes approximately 8 hours.

3.3 Results

Figure  3.2 shows the decay-associated difference spectra (DADS) collected for WT, Y16F

(M3), Y345F (M4), and Q198V (M7) FMO.

In this work we have measured the first room-temperature TRCD spectra of FMO mu-

tants. Furthermore, we have produced a unique set of experimental data that can be used

to validate the effectiveness of first-principles simulations for predicting transient absorption

spectra. Furthermore, we have produced a unique set of experimental data that can be used

to develop computational techniques that quantitatively predict the electronic properties of

pigments in pigment-protein complexes from first-principles based solely on X-ray crystal

structures. Such computational methods need extensive experimental data to validate their

results and the FMO complex has proven to be an excellent candidate for a model system.

Triplet lifetimes for WT FMO have been measured previously. The authors of Kihara et

al.[ 37 ] reported lifetimes of 1µs, 11µs, 55µs, and “long” at 20 K, where the long component

is simply outside the measurement range of the system (>>1 ms). The authors also observed

1µs, 50µs, and 200µs lifetimes at room temperature, but the 50µs component obtained had

one broad band with no structure. These lifetimes and an additional 100ns component were

also used to fit the data from [ 41 ], but excitonic simulations were unable to explain the 100ns

spectrum. Here we add TRCD spectra which have both positive and negative bands and

carry additional structural information even at room temperature.
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Figure 3.2. ∆A (x.1) and ∆ACD (x.2) DADS spectra for WT (A), M3 (B),
M4 (C), and M7 (D) FMO.
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The lifetimes reported here were not fixed to match those from previous work, but were

instead left as completely free parameters in the global analysis. The lifetimes from all four

samples fall into the ranges of ∼400ns, ∼3µs, ∼30µs, and ∼60µs.

In the following sections we will discuss each component of the DADS for each sample.

3.4 Discussion

As mentioned in Section  1.3.3 , Dexter energy transfer is viable for energy transfer be-

tween closely spaced pigments like those in the FMO complex. Triplet-triplet coupling com-

putations performed by our collaborator Prof. Lyudmila Slipchenko predict that the largest

triplet-triplet coupling is on the order of 10−2 cm−1, whereas the singlet-singlet couplings are

on the order of 101–102 cm−1. This means that the triplet-triplet couplings between pigments

in the FMO complex are very small compared to the singlet-singlet couplings and triplet ex-

citations are effectively localized on a single pigment in contrast with the delocalized singlet

excited states. Furthermore, the triplet states in FMO do not strongly interact with other

states as the oscillator strength is spread out and is not strongly resonant with the singlet

states.

As a result of the weak interactions between triplet states and other states, triplet states

have until now been modeled by simply removing the excited pigment from the Hamiltonian.

I will show that this is insufficient for accurate modeling of triplet spectra.

Each DADS in Figure  3.2 represents the characteristic change in absorption due to one

or more processes occurring at the same rate. In general a DADS could represent energy

transfer between pigments, decay of an excited state to the ground state, or some other

quenching mechanism. The predicted DADS are found by subtracting I −F where I and F

are the absorption spectra of the initial and final states respectively. Figure  3.3 illustrates

the simulated DADS one would expect from the a triplet excitation on pigment 3 decaying

to the ground state.

One notable difference between the WT data presented in this work and previous mea-

surements is that neither of the longest components, 34µs or 65µs, match the 55µs lifetime

found in [ 37 ] or [ 41 ]. As mentioned earlier, the lifetimes obtained from fits in [ 37 ] were set
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Figure 3.3. Decay-associated difference spectrum (DADS) associated with a
triplet excitation on pigment 3 decaying to the ground state. The spectra in
(A) are the simulated ground state and triplet excited state absorption spectra.
The DADS associated with the decay is shown in (B) and is computed by
subtracting the ground state spectrum from the excited state spectrum.
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as fixed parameters in the fits computed in [ 41 ], so it is reasonable to assume that different

lifetimes may have been obtained in [ 41 ] had they been left as free parameters. However, the

34µs and 65µs WT components have similar spectra and lifetimes to one another and when

averaged present a spectrum remarkably similar to the previous 55µs spectrum. A likely

explanation is that these spectra correspond to two different populations in the WT FMO

sample. As mentioned in Chapter  2 , it is known that pigment 8 may be lost during sample

preparation, so these populations may be 7- and 8-pigment complexes. Modeling presented

here will present a “55”µs component as an even mix of the 34µs and 65µs components.

Measurements in [  37 ] obtained DADS for the FMO complex at 20 K, and the fit was

explained well by a decay of a triplet excitation on pigment 3 to the ground state as shown

in Figure  3.4 . This makes sense as modeling predicts that pigment 3 is the lowest energy

pigment in FMO. The DADS at room temperature, however, was not well explained by the

decay of a single pigment as the negative band at 810 nm was missing from the modeled

spectrum. This is born out by newly collected data as well, shown in Figure  3.5 (A).

It is known that the singlet excited population within FMO reaches a Boltzmann equi-

librium within a few picoseconds [ 64 ]–[ 66 ]. If we approximate an equal probability for each

singlet state to enter a triplet state, then a short time after excitation there should be a

distribution of triplet states that resembles the singlet state Boltzmann population. The

triplet energies are not the same as the singlet energies, thus the Boltzmann population of

triplet states will be different from that of the singlet states. The singlet and triplet energies

were computed by Prof. Slipchenko from the first-principles structure simulations described

in Chapter  2 and were used to compute the Boltzmann populations on each pigment for

both singlet and triplet states as shown in Figure  3.6 .

From Figure  3.6 it is evident that the population on pigment 3 is substantially larger

in the triplet state, meaning that significant energy transfer must take place in order to

equilibrate. With this in mind we modeled the decay as Boltzmann-equilibrated triplet

populations decaying to the ground state rather than a single triplet decaying to the ground

state. The spectrum of the decaying population was computed from a Boltzmann-weighted

sum of single-pigment triplet spectra. The result is shown in Figure  3.5 (B). The match
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Figure 3.4. DADS of the 55µs component from [  37 ] obtained at 20 K com-
pared with a triplet excitation on pigment 3 decaying to the ground state
modeled with the Kell Hamiltonian.
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Figure 3.5. Evolution of DADS modeling efforts for the 55µs DADS com-
ponent of WT FMO, including the decay of triplet 3 to the ground state (A,
T3-G), decay of a Boltzmann population of triplet states (B, T{34567}-G),
and decay of a Boltzmann population of triplet states experiencing a Stark
shift due to triplet 3 (C, T{34567}S-G).
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Figure 3.6. Boltzmann populations on the pigments of FMO in singlet and
triplet states as computed from first-principles based on 100 snapshots of FMO
WT structures for singlet states and 25 for triplet states.
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with the experimental data improved substantially, but overestimated the amplitude of the

825 nm band. This indicated that there were still factors unaccounted for in the model.

DFT simulations by Prof. Slipchenko showed that when a BChl a pigment enters the

triplet state its permanent dipole rotates 90◦ relative to the ground state. The rotation

of the dipole moment causes a change in the electric field surrounding the triplet-excited

pigment and thus causes a Stark shift in the surrounding pigments. To account for this

effect when computing a triplet we removed the pigment from the Hamiltonian as before but

also shifted the energies of the remaining pigments using the Stark shifts computed by Prof.

Slipchenko. The results are shown in Figure  3.5 (C) and are a near perfect match.

Thus, in modeling the experimental data we have collected, we have advanced the state

of the art in predictive modeling by showing that modeling decays of Boltzmann equilibrated

populations and accounting for the Stark shift due to triplet-excited pigments are crucial

effects to include in future quantitive modeling efforts.

In our analysis we must also take into account which pigments can realistically transfer

energy between one another. Table  3.1 shows the relative coupling sizes based solely on the

distance between the pigments as described in Section  1.3.3 . The non-negligible couplings

in wavenumbers are shown in Table  3.2 .

Table 3.1. Relative coupling strengths between pigments where couplings
have been calculated as e−R/L with L ≈ 1Å and R equal to the minimum
distance found between the pigments.

#1 #2 #3 #4 #5 #6 #7 #8
2.3E-02 1.0E-05 2.6E-10 1.7E-06 9.7E-03 1.7E-06 2.1E-11

1.8E-02 1.0E-06 2.9E-08 4.7E-05 8.5E-03 3.3E-12
2.1E-02 1.7E-04 2.2E-04 3.8E-02 2.3E-11

2.3E-02 3.8E-06 1.2E-02 1.3E-11
2.7E-02 1.7E-02 7.0E-08

1.4E-02 5.3E-07
3.8E-09
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Figure 3.7. Modeled DADS for FMO WT obtained by matching kinetic
models with the experimental DADS. (A) The “55”µs component was best fit
by a decay of triplets on pigments 3–7 to the ground state (T{3-7}S → G).
(B) The 2.4µs component was best fit by energy transfer from pigments 4–7
to pigment 3 (T{4-7}S → T3). (C) The 360ns component was best fit by a
decay of triplets on pigments 1 and 2 to the ground state (T{12}S → G).
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Table 3.2. Non-negligible triplet-triplet couplings between pigments in the
WT FMO complex.

Pigments Coupling ( cm−1)
#1 ↔ #2 2.0E-02
#1 ↔ #6 7.6E-04
#3 ↔ #4 8.0E-03
#3 ↔ #7 2.1E-02
#4 ↔ #5 5.4E-03
#4 ↔ #7 1.6E-2
#5 ↔ #6 3.5E-02
#5 ↔ #7 1.7E-03
#6 ↔ #7 4.2E-03

3.4.1 WT FMO

The modeled DADS for the “55”µs, 2.4µs, and 360ns components are shown in Figure

 3.7 . The models for the 2.4µs and 360ns components were obtained using similar procedures

as described above to obtain the model for the “55”µs component. As described above, the

“55”µs component is explained by a decay of a triplet excitation on pigment 3 in Boltzmann

equilibrium with triplet excitations on pigments 4–7 as well. Pigments 1, 2, and 8 are not

included in this Boltzmann population because the coupling between pigments 1/2/8 and

the remaining pigments are exceedingly small, meaning that these pigments essentially do

not interact with the others. The modeled ∆ACD spectrum of the “55”µs component is in

good agreement with the experimental spectrum.

The 2.4µs component is modeled as triplet energy transfer from pigments 4–7 to pigment

3, which makes sense as pigment 3 is the lowest energy pigment in the FMO complex. Both

the ∆A and ∆ACD spectra are in very good agreement with the experimental spectra. How

pigments 4–7 can be present in the DADS of both the “55”µs and 2.4µs components may

not be obvious. As mentioned earlier we know that there must be significant equilibration

between pigments 3–7. Pigments 4–7 must equilibrate with each other at a rate much faster

than 2.4µs, otherwise there would be another component present in the DADS. Thus there

is fast equilibration (<< 2.4µs) between pigments 4–7, while there is also a 2.4µs channel
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from pigments 4–7 to pigment 3, and a channel from each of the pigments 3–7 to the ground

state (“55”µs).

The 360ns component is modeled as a decay of triplets 1 and 2 to the ground state.

This fits with our predictions as the triplet-triplet couplings between pigments 1/2 and 3–8

are vanishingly small while the triplet-triplet coupling between pigments 1 and 2 is nearly

the largest in the system. There is good agreement between experimental and modeled ∆A

spectra, but the ∆ACD spectra are substantially different. ∆ACD spectra obtained at short

times are the most likely to experience artifacts due to fluorescence and scattered pump light.

The 360ns component has a similar lifetime to the 100ns lifetime in [ 41 ], but the spectral

shapes are very different. The amplitude of the 100ns component was much larger than

expected and to this date has not been explained. Given the improvements in shielding to

the box surrounding the perpendicular detector in this work, it is reasonable to conclude that

measurements at early times in [ 41 ] are less reliable. The relaxation of the fluorescence- and

pump-overloaded perpendicular detector also likely affected the previously measured 100ns

lifetime.

3.4.2 M3 FMO

The modeled DADS obtained for M3 are shown in Figure  3.8 and are the first transient

∆A and ∆ACD measurements of an FMO mutant. A mutation near pigment 3 is of particular

interest because pigment 3 is the lowest energy pigment and is suspected to be the quencher

for triplet excitations in FMO. Therefore one would expect a mutation near pigment 3 to

have a significant impact on the lifetime associated with the decay of pigment 3 to the ground

state. That the lifetimes obtained for M3 are very similar to WT is surprising.

There are a few notable differences in the “55”µs spectrum as compared to WT. The

“55”µs component in M3 is significantly broader than in WT, but the modeled peak matches

the peak of the experimental spectrum. The 825 nm band in WT is also missing in M3, but

this is not surprising as it is also missing in both experimental and modeled steady state

spectra as described in Chapter  2 .
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Figure 3.8. Modeled DADS for M3 FMO obtained by matching kinetic mod-
els with the experimental DADS. (A) The “55”µs component was best fit by
a decay of triplets on pigments 3–7 to the ground state (T{3-7}S → G). (B)
The 2.4µs component was best fit by energy transfer from pigments 4–7 to
the ground state (T{4-7}S → G). (C) The 430ns component was best fit by a
decay of triplets on pigments 1 and 2 to the ground state (T{12}S → G).
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Another notable difference is that the 2.4µs component in M3 is explained best by a

decay of triplet excitations on pigments 4–7 to the ground state as opposed to triplet energy

transfer to pigment 3 in WT. The modeled spectra appear shifted relative to the experimental

spectra, and provide good agreement when blue-shifted by 5 nm.

3.4.3 M4 FMO

Simulations of the M4 structures are not yet available, so modeled spectra for M4 could

not be computed. The 24µs and 54µs components resemble the long components in WT, but

whereas the average of the two lifetimes in WT is ∼50µs, the average of the two lifetimes in

M3 is ∼40µs. The ∆A spectrum of the 2.4µs component bears strong resemblance to the cor-

responding components in WT and M7. The ∆ACD spectrum is similar to the corresponding

components in WT, M3, and M7. The ∆A spectrum of the 390ns component is similar to

the other experimental spectra with a broad positive band below 805 nm, a negative band

at 815 nm, and a broad positive band above 820 nm. The ∆ACD spectrum resembles that of

the corresponding components in WT and M3, but M7 is noticeably different.

3.4.4 M7 FMO

The modeled DADS obtained for M7 are shown in Figure  3.9 and are the first transient

∆A and ∆ACD measurements of an FMO mutant. The M7 sample was challenging exper-

imentally because there was only enough protein for a small number of experiments. The

sample was also dilute making for smaller absolute signals.

As with the other samples, the “55”µs component is best explained by a decay of triplet

excitations on pigments 3–7 to the ground state. The main difference to WT is that the

modeled DADS fails to reproduce the 825 nm band at all in ∆A and fails to match the

amplitude in ∆ACD. This is unexpected because the modeled site energy shifts due to the

M7 mutation are much smaller than those in M3, and predictions of M7 spectra are expected

to be closer to experiment. The experimental spectra of all three components are close to

WT, which is expected.
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Figure 3.9. Modeled DADS for FMO WT obtained by matching kinetic
models with the experimental DADS. (A) The “55”µs component was best fit
by a decay of triplets on pigments 3–7 to the ground state (T{3-7}S → G).
(B) The 2.4µs component was best fit by energy transfer from pigments 4–7
to pigment 3 (T{4-7}S → T3). (C) The 360ns component was best fit by a
decay of triplets on pigments 1 and 2 to the ground state (T{12}S → G).
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The 3.2µs component model qualitatively matches the experimental spectrum, but the

825 nm peak in ∆A is split or blue-shifted by 10 nm. As with WT, the 3.2µs component

is best explained by triplet energy transfer from pigments 4–7 to pigment 3. The 430ns

component is best explained by the decay of triplet excitations on pigments 1 and 2 to the

ground state, as with the other samples.

3.5 Conclusion

In this work I enhanced the measurement system developed in [ 41 ] and used it to measure

∆A and ∆ACD spectra of FMO mutants for the first time. I used first principles simulations of

FMO structures to predict ∆A and ∆ACD spectra for samples whose X-ray crystal structures

have yet to be measured and found them to be in good agreement with experimental spectra.

With this work we identified that excitonic models are improved by including the site energy

shifts due to rotation of the permanent dipole moment upon entering the triplet state.

In the future this measurement system will be used to measure ∆A and ∆ACD spectra

of other FMO mutants, with a focus on a mutation near pigment 6. As shown in Chapter  2 

spectral features are more easily predicted at low temperature, so future measurements may

be conducted at 77 K in order to resolve more spectral features.

Another measurement system targeted at measuring singlet ∆ACD spectra is currently

in development. This system uses a heterodyne detection technique in which the amplitude

of the pump beam is modulated at frequency ν1, the handedness of the circularly polarized

probe beam is modulated at frequency ν2, and the resulting CD signal is detected at frequency

ν1 + ν2. This detection technique has proved to have exceptional sensitivity when used to

measure ∆A spectra, and this newly developed system has shown sensitivity on the order of

10−8 OD.
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4. TOWARDS SHOT-NOISE LIMITED FEMTOSECOND

CIRCULAR-DICHROISM SPECTROSCOPY

4.1 Introduction

Investigation of the rate of charge separation in Photosystem I has been an area of active

research for decades due to its speed, efficiency, and implications for designing artificial

photosynthetic systems [ 67 ], [ 68 ]. The intrinsic rate of charge separation is thought to be

in the range 0.1–3 ps [ 69 ]–[ 74 ]. Spectral congestion makes direct measurement of the rate of

charge separation impractical. The strong coupling of the special pair P700 produces a strong

CD signal whereas the remaining Chl a pigments in the reaction center have no inherent CD

and are far enough apart to have negligible excitonic CD. Time-resolved CD spectrometers

have not yet been developed with sufficiently low noise and sufficiently high time resolution

to measure the time-resolved CD of the PS I reaction center.

Similarly, the CD of the FMO complex is small enough that work by our group has only

recently made time-resolved CD measurements possible. These measurements are on the

nanosecond–microsecond timescale, meaning that measurements are restricted to the triplet

state dynamics of the FMO complex. The singlet state dynamics of the FMO complex occur

on the picosecond timescale, beyond the time-resolution of existing CD spectrometers [ 64 ]–

[ 66 ], [ 75 ]–[ 79 ]. However, the CD signals in FMO are orders of magnitude smaller than the

absorption signals, which are already small on the order of 10−5.

In this work we present the development of a time-resolved CD spectrometer that ap-

proaches the shot-noise limit with 20 fs time-resolution.

4.2 Experimental Realization

Time-resolved circular-dichroism (TRCD) measurement techniques so far fall into two

categories: absorptive [ 46 ], [ 47 ], [ 49 ], and elliptical [ 42 ], [ 48 ]. As described in [  41 ] and Chapter

 3 the elliptical method provides a background-free measurement, but is very sensitive to

polarization artifacts such as optical rotatory dispersion (ORD) or circular birefringence

(CB), linear dichroism (LD), and linear birefringence (LB) [  80 ]. The LB and LD effects are
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not observed if the observed lifetimes are much longer than the electronic reorganization

lifetime of the pigments, and the ORD/CB effect can be mitigated by measuring at two

different chiralities of the incident light. At shorter lifetimes the LB and LD effects must

be addressed, which may explain why this method has, until recently, only been applied to

systems at nanosecond and above timescales and systems with large CD signals.

The absorptive method detects small differences in absorption between left-hand and

right-hand circularly polarized light. This method can further be divided based on which

beam’s polarization is modulated. In one scenario the pump chirality is modulated while the

polarization of the probe beam is fixed, in which case the measurement will selectively excite

the pigments that have CD in the ground state such as the strongly coupled pigments in P700.

In the other scenario the pump polarization is fixed while the chirality of the probe beam is

modulated, in which case the measurement will reveal the change in CD due to excitation.

Attempts have been made at developing spectrometers using the absorptive method in recent

years with mixed success [ 50 ], [  51 ], [  81 ]–[ 84 ].

Exceptionally low noise transient absorption spectrometers with femtosecond time reso-

lution have been developed using a heterodyne detection technique [ 64 ], [ 85 ]. In this scheme

the intensities of the pump and probe beams are modulated at frequencies νpump and νprobe

respectively. The modulated pump and probe beams are mixed inside the sample, resulting

in ∆A signals at the sum and difference frequencies as shown in  4.1 .

sin(νpumpx) sin(νprobex) = 1
2 (cos((νpump − νprobe)x) + cos((νpump + νprobe)x)) (4.1)

A reference signal at the sum-frequency, νref = νpump + νprobe, is generated by mixing the

modulation signals. A lock-in amplifier is then used to select the portion of the detected

signal that is in phase with the reference signal within a very narrow bandwidth. Noise

outside the measurement bandwidth (typically <1 Hz as determined by the lock-in amplifier

time constant) is rejected. Furthermore, noise within the measurement bandwidth is rejected

if it is not in phase with the reference signal. Thus, this measurement technique leads to

very good noise performance, which is essential for measuring small transient CD signals.
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Figure 4.1. Block diagram of MHz system detection system. The system has
a time resolution of ∼20 fs.

Our novel femtosecond CD spectrometer is based on this heterodyne detection technique.

We refer to it as the “MHz system” as the pulse rate is 80 MHz as determined by the Ti:Sapph

oscillator. A block diagram of our spectrometer design is shown in Figure  4.1 .

In this design the pump polarization is fixed while the probe beam is modulated. This

design allows for either intensity and polarization modulation of the probe beam so that

absorption and CD measurements can be conducted with minimal modification to the system.

Both pump and probe beams contain acousto-optic modulators (AOMs, Intra-action AOM-
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80 with ME-80 driver) to modulate the intensity of each beam. The probe beam also contains

a photo-elastic modulator (PEM, Hinds PEM-100) to modulate the polarization of the probe

beam between left- and right-hand circularly polarized light. The modulation frequency of

the PEM is fixed at 50 kHz. During ∆A measurements the probe AOM is turned on and

the PEM is disabled, whereas during ∆ACD measurements the PEM is turned on and the

AOM is disabled. Note that it is also possible to modulate the intensity of the beam with

just the PEM by placing a quarter-wave plate (QWP) and a polarizer immediately after the

PEM. We have chosen to use an AOM so that no mechanical modifications to the system

are necessary to switch between ∆A and ∆ACD measurements.

The presence of even a very small νref component in either νpump or νprobe modulation

signal produces a background signal with noise larger than the CD signal itself, so it is

essential that the νpump and νprobe signal paths be clean of νref to at least 10x smaller than

the ∆A or ∆ACD signal being measured. In [ 85 ] the detection frequency is chosen to be in

a region where the noise of the Ti:Sapph oscillator is low, but in our system νref is dictated

by both the modulation frequency of the PEM and the availability of electronics. We have

chosen νref to be 1 MHz due to the availability of high quality custom crystal bandpass filters

at this frequency.

The probe detector is resonant at νref so that the CD signal is amplified while noise at

other frequencies and scattered pump light at νpump are suppressed. The resonant detector

output is passed through a crystal bandpass filter whose pass band is 1 kHz FWHM centered

on νref , which is then passed to a low-noise pre-amplifier (Ithaco). The pre-amplifier output

is then passed to the input of a lock-in amplifier (Stanford Research Systems SR865A).

The modulation signals at νpump = 950 kHz and νprobe = 50 kHz (for the probe AOM) and

the reference signal at νref = 1 MHz are produced by custom electronics shown in Figure  4.2 .

The sequence of amplifiers and attenuators in the signal path serve dual purposes. The first

is to adjust the amplitude of the RF signal such that it matches the input range of the AOM

driver input (1 Vpp) as closely as possible. The second is isolate the νpump and νprobe signal

paths from the νref signal path as much as possible. The amplifiers have good isolation

between the input and output terminals so a downstream reflection of the νref signal will be

greatly attenuated.
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Figure 4.2. Block diagram of MHz system modulation scheme. The 50 kHz
and 950 kHz outputs are scaled to provide signals slightly larger than 1 Vpp,
which is the maximum signal size accepted by the AOM driver inputs without
distortion. Variable attenuators are placed on the AOM driver inputs to opti-
mize the modulation signals to provide the largest modulation signal short of
distortion.
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Several experimental difficulties were encountered in developing this system. The system

is designed to measure extremely small signals and therefore is extremely sensitive to even

small backgrounds and sources of noise that would be below the noise floor in other systems.

These backgrounds may be larger than the signals being measured by this system. What

follows is a list of i Low-noise cables improved noise performance by an order of magnitude.

Electrical isolation between the modulation signals is critical, as described above.

The pulse rate of this system is 80 MHz, meaning that a pump pulse arrives every 12.5 ns.

A stationary sample with a relatively high triplet yield such as FMO would quickly deplete

the ground state and no longer produce a measurable ∆A signal. To prevent immediate

depletion of the sample we use a spinning cell. By spinning the sample a given sample

volume sees a substantially reduced number of pulses in a fixed time period, and the excited

molecules in the sample have a chance to return to the ground state.

A spinning cell presents its own experimental difficulties. A sample prepared in a spinning

cell is much harder to recover and transfer to another vessel as the interior of the spinning

cell has a much larger surface area than the inside of a typical 1 mm cuvette and samples

tend to evenly coat the inside of the spinning cell. Vibrations from the spinning cell and

motor can travel through the optical table and cause mechanical vibrations in other optical

elements. Mechanical vibrations cause a change in the angle of incidence in the beam, which

in turns changes the reflectivity at the surface. As the reflectivity changes a beam whose

polarization is modulated as in a ∆ACD measurement gains an amplitude modulation. This

amplitude modulation produces a background that can be on the same order of magnitude

as the ∆ACD signal. The lowest mechanical noise was produced with a drive motor harvested

from a DC fan and a flexible rubber O-ring as a drive belt. Mechanical vibrations of optical

elements can change the angle of incidence of a beam, which can change the amount of

The alignment of the driveshaft normal to the face of the spinning cell windows is also

crucial. Misalignment causes the spinning cell to wobble, which translates the sample volume

along the optical axis and can take the sample in and out of the region where the pump and

probe beams overlap.

Both the PEM and the AOMs operate by inducing vibrations into a glass element via

piezoelectrics. We found that the acoustic oscillations from the PEM element scattered off
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of the optical elements in the system and into the pump AOM, causing the two signals to

mix and produce a background at νref . Sealing the input and output windows of the PEM

with fused silica plates prevented the oscillations from escaping the PEM.

The PEM modulates the refractive index in a glass bar with a piezoelectric element

that establishes an acoustic standing wave in the glass. The mechanical stress induced by

the standing wave causes the refractive index to change. The standing wave and thus the

modulation strength has a peak at the center of the bar which falls off with the distance

from the center of the bar. This means that alignment of the beam in the center of the bar

is critical as misalignment could reduce the modulation from ±λ/4 to some fraction of that.

A PEM may not modulate uniformly in both directions out of the box, modulating

between −0.99λ/4 and 1.01λ/4 rather than ±λ/4. This was the case with our PEM. The

PEM driver modulation offset was recalibrated, but if the driver did not have an adjustable

offset a precise adjustable retarder may have been placed after the PEM to achieve the same

effect.

The major source of noise is instability of the Ti:Sapph oscillator. Slight misalignment

of the oscillator

4.2.1 Results and Discussion

The exceptionally low noise provided by this detection technique makes for a very low

transient absorption spectrometer while unlocking TRCD measurements. Using an IR140

laser dye test sample, ∆A as small as 5 × 10−8 OD with noise of 5 × 10−9 OD have been

measured with this system as shown in Figure  4.3 . Both ∆A and ∆ACD of the IR140 laser

dye at 815 nm are shown in Figure  4.4 .

4.2.2 Conclusion

In this chapter we have demonstrated a proof of concept femtosecond TRCD spectrometer

employing a heterodyne detection technique. The proposed design has measured changes in

absorption as small as 5 × 10−8 with noise as small as 5 × 10−9. This sensitivity is sufficient

to measure predicted ∆ACD signal sizes in the FMO complex.
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Figure 4.3. Smallest signal measured with the MHz system using IR-140 laser
dye as the sample. The signal was measured by reducing the pump modulation
intensity until just before the signal disappeared before the signal disappeared.
Integration time is 10 s per point.

Figure 4.4. ∆A (A) and ∆ACD (B) of the IR140 laser dye at 815 nm as
measured with the proposed design with an integration time of 1 s per point.
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5. SPECTROSCOPY OF PS I ACCESSORY CHLOROPHYLL

MUTANTS

5.1 Introduction

Photosystem I is a pigment-protein complex in plants and cyanobacteria that contains

both an antenna complex and a reaction center (RC) [  68 ]. The antenna complex is made up

of ∼100 Chl a pigments and ∼20 β-carotene pigments. The reaction center contains 6 Chl a

pigments, 2 phylloquinones (PhQ), and 3 [4Fe-4S] iron-sulfur complexes. The RC is arranged

in two pseudo-symmetric branches, labeled A- and B-branch based on which protein subunit

(PsaA or PsaB) binds the branch, as shown in Figure  5.1 . Electron transfer may proceed

down either branch.

The origin of both branches is a pair of Chl a/Chl a’ (Chl a’ being an epimer of Chl a)

referred to as the “special pair” P700 due to the absorption maximum at 700nm [ 68 ], [  86 ].

The notation from [ 86 ] encodes both the binding protein subunit and position along the

electron transfer chain, so this notation will be used to unambiguously identify the cofactor

in question. With this notation, the Chl a in the special pair is eC-B1 and the Chl a’ is

eC-A1, and as a pair are referred to as eC-1. The special pair is thought to be the primary

electron donor in the RC, losing an electron to the next cofactor along one of the branches

upon excitation through energy transfer from the antenna [ 86 ]. The special pair is followed

by the chlorophylls eC-A2/B2, also referred to as “accessory chlorophylls” or A−1 elsewhere

in the literature. The pigments eC-A2/B2 are thought to play a role in charge separation,

but the pigments themselves have not been identified spectroscopically. The chlorophylls eC-

A3/B3 are typically referred to as the “primary electron acceptor” or A0. The next cofactor

along each branch is a phylloquinone (PhQ), labeled PhQA/PhQB, also referred to as the

“secondary electron acceptor” or A1. The branches meet at the iron-sulfur complexes FX,

FA, and FB, referred to as the “terminal electron acceptors.” The cofactor FX is bound by

both PsaA and PsaB, whereas FA and FB are bound by PsaC [  68 ].

99



Figure 5.1. Reaction center of cyanobacterial PSI. The amino acid residues
PsaA-N600 and PsaB-N582 coordinating the accessory chlorophylls eC-A2 and
eC-B2 are shown for reference as well.

5.2 Electron Transfer in the PSI RC

Various time-resolved spectroscopic techniques have been used to examine the rates of

steps in the electron transfer (ET) process that occurs in the PSI RC. This system presents

difficulties that can be categorized as either temporal or spectral.

The temporal difficulties arise from the fact that when one measures the rate of some

process, one necessarily measures the rates of all of the steps preceding it. Thus, the rates

measured in experiments are typically referred to as “extrinsic” rates. Extrinsic rates are

distinct from the “intrinsic” rates which are defined as the rate just from one cofactor to the

next.
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The spectral difficulties arise from the fact that PSI contains ∼100 Chl a pigments

with largely overlapping absorption spectra, despite the wide variety of roles they play in

energy and electron transfer in either the antenna or the RC. This is referred to as “spectral

congestion.”

Progress has been made measuring the rates of various ET steps in the RC despite these

challenges. Energy transfer between individual pigments in the antenna have been identified

on the order of 0.2 ps [ 68 ]. Formation of the charge-separated state P700+A−
0 has been

observed in the range 0.1–3 ps [ 69 ]–[ 74 ]. The ET step from A0 to A1 has been observed

in the range 13–50 ps [  69 ]–[ 71 ]. The speed of the next ET step from A1 to FX depends on

the branch, 200 ns for A-branch or 20 ns for B-branch, and the yield depends on the species

[ 87 ]–[ 90 ]. The final ET step from FX to either FA or FB takes 500 ns [ 69 ]–[ 74 ].

The six Chl a pigments in the RC are identical molecules, but the ET steps between

them have different rates. The two PhQ cofactors are identical molecules, yet the rate of

ET from eC-A3/B3 to PhQA/B differs by 10x depending on the branch. It follows that the

protein environment plays a significant role in determining the properties of the cofactors in

the RC.

By replacing the amino acid residue near a cofactor the strength of the interaction between

the cofactor and the protein environment may be investigated or intentionally manipulated.

Common techniques for performing these measurements are ultrafast optical spectroscopy

and electron paramagnetic resonance (EPR). A large number of studies have examined mu-

tations near the eC-3 pigments in both Synechocystis sp. PCC 6803 and Chlamydomonas

reinhardtii [ 91 ]–[ 96 ]. The central Mg2+ of eC-3 coordinates the sulfur atom in the nearby

methionine (Met, M) residue. When this Met is replaced with other amino acids, electron

transfer past eC-3 is often slowed or blocked entirely. In other studies mutations have allowed

PhQ to be replaced with other quinones [  97 ]–[ 101 ].

The role of eC-2 is not well understood and has not been studied as extensively as eC-3 or

PhQ. The intermediate state between excited special pair and reduced eC-3 is not understood

and may involve eC-2 accepting an electron from eC-1 before reducing eC-3 or donating its

own electron to eC-3 [ 102 ]–[ 104 ]. Until recently it was not understood whether the A- and B-
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branches operate entirely independently or if the instead compete for the electron produced

during charge separation.

To investigate the role of eC-2 on charge separation and electron transfer dynamics,

Cherepanov et al. [ 105 ] prepared mutants in which one or both of the PsaA-N600 and

PsaB-N582 residues were replaced with Met, Leu, or Histidine (His, H). The PsaA-N600 and

PsaB-N582 residues are hydrogen bonded to water molecules coordinating the central Mg2+

of eC-2B and eC-2A respectively [  105 ].

The authors examined the PsaA-N600H, PsaA-N600L, PsaA-N600M, PsaB-N582H, PsaB-

N582L, and PsaB-N582M single mutants in addition to WT via ultrafast spectroscopy. An

elaborate analysis technique was used to extract spectra for the excited “long wavelength

chlorophylls” (referred to as “red chlorophylls” elsewhere in the literature), the excited spe-

cial pair P700∗, and the charge separated state P700+ eC-2− from the ∆A spectrum at 100 fs.

The analysis from the authors identifies the difference spectrum for reduced eC-2 as having a

peak at 688nm. Based on the analysis, the authors also state that the mutants PsaA-N600M

and PsaA-N600H significantly reduced the formation of the charge separated state P700+

eC-2−.

This analysis relies on the pump preferentially exciting the red chlorophylls and P700.

The pump was centered on 720nm, which is towards the red edge of the PS I absorption

spectrum, but the FWHM of the pump spectrum was 38nm so it is highly unlikely to have

preferentially excited the specific pigments mentioned by the authors. Furthermore, previous

work on PS I has shown that spectral equilibration is still taking place long after 100 fs, yet

spectral equilibration is not included in the analysis from the authors [ 38 ], [  106 ], [  107 ].

A study done with the same mutants and an additional PsaA-N600M/PsaB-N582M

double mutant was performed by our group using ultrafast spectroscopy and P+
700 − P700

steady-state open-closed RC measurements [ 8 ]. It was shown that the PsaA-N600M and

PsaB-N582M single mutants were spectrally and kinetically very similar to WT as shown

in Figure  5.2 . The lifetimes of the mutants and WT are within the measurement error of

the system. Further measurements were collected at 390nm, where PhQ has an absorption

band. Measurements at this wavelength allow direct measurements of PhQ reduction. These

measurments showed that the single mutants PsaA-N600M and PsaB-N582M had no signif-
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Figure 5.2. Decay associated difference spectra (DADS) for S. sp. PCC 6803
single and double mutants. The spectra and lifetimes in the single mutants are
very similar to those of WT, but the double mutant has a much larger peak
near 680nm in the long component. Figure from [  8 ].

icant impact on the yield of PhQ reduction, whereas the double mutant decreased the yield

by a factor of 3 [ 8 ].

While the spectra and lifetimes of the double mutant are largely similar to the WT

spectra there is a noticeable difference between the “long” components, which are spectra

whose lifetimes exceed the 600 ps measurement window. Comparisons of the P+
700 − P700

spectra for each sample are shown in Figure  5.3 . The most noticeable difference is an

additional peak near 680nm in the double mutant.
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Figure 5.3. A comparison of the longest DADS component (>1ns) to the
P700

+ − P700 difference spectrum for WT, the PsaB-N582M A-side mutant,
the PsaA-N600M B-side mutant, and the PsaB-N582M/PsaA-N600M double
mutant. The A-side mutant and double mutant show an additional peak at
682.5nm, the origin of which is under investigation in this work. Figure from
[ 8 ].
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Figure 5.4. Illustration of the experimental apparatus.

5.3 Goals of this Study

From the results of the study in [  8 ] there was still a question as to whether the double

mutant “long” component was a single component or multiple components with lifetimes

outside the 600 ps measurement window. Measurements on a longer timescale at 682.5nm

and 700nm with both WT and the double mutant will reveal whether the peak near 680nm

contains components that decay at different rates from WT.

5.4 Materials and Methods

5.4.1 Production of PS I Complexes

The details of purifying, isolating, and characterizing the PS I complexes are covered in

[ 8 ].
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5.4.2 Apparatus

A block diagram of the nanosecond absorption spectrometer is shown in Figure  5.4 .

The probe beam is supplied by a pulsed xenon arc lamp (Applied Photophysics LKS

0.60). The 400µs region in which the lamp intensity is roughly constant determines the

maximum duration of the measurement window. The sample is protected from the probe

beam’s constant illumination with a fast shutter (Vincent Associates VS-25 shutter, VCM-

D1 driver) that opens for ∼1 ms during each measurement. The lamp is pulsed every ∼3

seconds, which is limited by the ability of the lamp pulser to dissipate the heat from the huge

amount of current required to pulse the lamp. This is the bottleneck for data acquisition.

The pump pulse is provided by a tunable Nd:YAG laser (Ekspla NT342) with 5ns full-

width at half-maximum pulse duration. The pump pulse is quite strong, and therefore it is

critical for system performance at early times to reduce and contain pump scattering with

a beam dump and opaque barriers. A home-built slow shutter alternates between open and

closed to perform the with-pump and without-pump measurements respectively. The lamp

and shutters are synchronized via the SYNC output of the laser power supply.

A monochromator (Oriel 77250) after the lamp narrows the spectrum of the probe to the

region around the measurement wavelength so as not to prematurely degrade the sample with

overexposure to probe light. An identical monochromator follows the sample and serves to

both set the measurement wavelength and filter out scattered pump light. The width of the

exit slit of the monochromator determines the spectral resolution of the measurement. The

monochromators are set to each wavelength manually using a fiber spectrometer (Avantes

AvaSpec-211C) connected to a computer for calibration.

A fast detector (Thorlabs PDA-10A) placed after the second monochromator records the

probe intensity. A beamsplitter after the first monochromator splits the probe beam before

the sample and an identical detector records the intensity of this beam. This “reference”

detector increases the signal to noise ratio of the measurements by recording changes in

probe intensity that are not due to the presence of the sample.

Both detectors are connected to a fast oscilloscope (Tektronix TDS7154B) with a hard-

ware resolution of 1.6ns. The oscilloscope is triggered with a small photodiode near the
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Figure 5.5. Steady state spectra of WT and PsaB-N582M/PsaA-N600M
(Double Mutant).

output of the pump laser. The oscilloscope performs math operations on the traces recorded

from the two detectors and computes an average ∆A over the course of the experiment.

Digital noise is a concern for this system, so it is critical to remove the DC offset of signals

and use the smallest vertical resolution possible for optimal signal to noise ratio.

Steady state absorption measurements were recorded with a Varian Cary Bio 300 UV-Vis

spectrometer.

5.4.3 Spectroscopic Measurements

Samples were made with the WT and double mutant complexes prepared in 1 mm path

length quartz cuvettes with OD of ∼0.9 at 680nm. Samples were prepared with a final

concentration of 80 mM sodium L-ascorbate (ascorbate) and 80µM N-Methylphenazonium

methyl sulfate (PMS), as in [ 8 ], to act as slow and fast reductants respectively. Steady state

spectra are shown in Figure  5.5 .

As mentioned in [ 8 ], the Qy band is blue-shifted in the mutants, with the most likely

explanation being that the mutants lack some of the pigments that absorb on the red side

of the Qy band.
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Figure 5.6. Nanosecond measurements of WT and the double mutant (DM)
at 700nm (A) and 682.5nm (B). The WT trace in (A) is scaled by 0.615 to
match the size of the DM signal and show the high degree of agreement between
the kinetics in both samples. Both traces in (A) are smoothed with a moving
window 10 points wide in total to further show the agreement. The traces in
(B) are not smoothed, but WT is again scaled by 0.615.

Absorption difference traces ∆A(t) at 700nm and 682.5nm were recorded at 20ns res-

olution over a 400µs window for each sample. All samples were pumped in the Qx band

at 600nm. The pump beam was kept large enough that the entire probe beam fit inside

to ensure that the region of the probe beam was uniformly excited. The measurements at

682.5nm and 700nm are shown in Figure  5.6 .

5.5 Results

The ∆A measurements at 700 nm and 682.5 nm are shown in Figure  5.6 . It is readily

apparent that the dynamics at 700nm are identical, whereas the double mutant has an extra

component at 682.5nm. This proves that the peak at 682.5nm in the double mutant is not

due to P700+.
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5.6 Discussion

The decay at 682.5nm was fit with two major lifetimes: 210ns (51%) and 1.6µs (37%). The

presence of two lifetimes suggests either that there are variations in the protein environment

around one eC-2 site, or that there are different lifetimes from each branch.

If this peak is due to accumulation of P700+ eC-2− then one would expect significant

recombination with P700+. The recombination time for P700+ eC-3− has been reported to

be 25ns [  108 ]. This is an unlikely explanation for this signal as the distance between eC-2

and P700 is much smaller than the distance between eC-3 and P700 and therefore should

not be as slow as 210ns or 1.6µs. Furthermore, recombination is an unlikely explanation

because the 700nm double mutant kinetics would also contain this extra decay.

The mostly likely explanation is formation of a triplet state. Formation of this triplet

state must occur very quickly since experiments in [ 8 ] did not detect DADS significantly

different from WT. Another piece of evidence supporting this conclusion is that the double

mutant did not grow photosynthetically. The amplitude of the 700 nm signal in the DM is

∼40% of the WT signal, indicating that ∼40% of excitations lead to triplet states. Without

photoprotection mechanisms triplet states can generate singlet oxygen which can chemically

oxidize and degrade the protein, so a substantial fraction of excitations forming triplet states

would explain the growth inhibition [ 37 ].

Neither of the single mutants experienced significantly degraded electron transfer. This

suggests that the effect of the double mutant is not simply the sum of the effects of the single

mutants and that the single mutants effectively redirect electron transfer to the unmodified

branch. This also suggests that the excited electron in the reaction center does not hop

between branches on its path to the terminal electron acceptor.

5.7 Conclusion

The measurements at 682.5nm and 700nm prove that the peak at 682.5nm from the

double mutant in [ 8 ] is not from P700+. Furthermore, we have identified strong evidence for

the location of the eC-2−1 peak being at 682.5nm, which is significantly different from the

previously suggested position of 688nm in [ 105 ].
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[98] S. Mula, A. Savitsky, K. Möbius, et al., “Incorporation of a high potential quinone
reveals that electron transfer in photosystem I becomes highly asymmetric at low
temperature,” Photochemical & Photobiological Sciences, vol. 11, no. 6, pp. 946–956,
2012.

[99] Y. N. Pushkar, I. Karyagina, D. Stehlik, S. Brown, and A. van der Est, “Recruitment
of a foreign quinone into the A1 site of photosystem I: Consecutive forward electron
transfer from A0 to A1 to FX with anthraquinone in the A1 site as studied by transient
EPR,” Journal of Biological Chemistry, vol. 280, no. 13, pp. 12 382–12 390, 2005.

[100] K. P. Bandaranayake, R. Wang, T. W. Johnson, and G. Hastings, “Time-resolved
FTIR difference spectroscopy for the study of photosystem I particles with plastoquinone-
9 occupying the A1 binding site,” Biochemistry, vol. 45, no. 42, pp. 12 733–12 740,
2006.

[101] H. Makita and G. Hastings, “Time-resolved visible and infrared absorption spec-
troscopy data obtained using photosystem I particles with non-native quinones incor-
porated into the A1 binding site,” Data in brief, vol. 7, pp. 1463–1468, 2016.

[102] M. G. Müller, J. Niklas, W. Lubitz, and A. R. Holzwarth, “Ultrafast transient ab-
sorption studies on photosystem I reaction centers from Chlamydomonas reinhardtii.
1. A new interpretation of the energy trapping and early electron transfer steps in
photosystem I,” Biophysical journal, vol. 85, no. 6, pp. 3899–3922, 2003.

119



[103] M. G. Müller, C. Slavov, R. Luthra, K. E. Redding, and A. R. Holzwarth, “Indepen-
dent initiation of primary electron transfer in the two branches of the photosystem
I reaction center,” Proceedings of the National Academy of Sciences, vol. 107, no. 9,
pp. 4123–4128, 2010.

[104] F. Rappaport, B. A. Diner, and K. Redding, “Optical measurements of secondary
electron transfer in photosystem I,” in Photosystem I, Springer, 2006, pp. 223–244.

[105] D. A. Cherepanov, I. V. Shelaev, F. E. Gostev, et al., “Primary charge separation
within the structurally symmetric tetrameric Chl2APAPBChl2B chlorophyll exci-
plex in photosystem I,” Journal of Photochemistry and Photobiology B: Biology,
vol. 217, p. 112 154, Apr. 1, 2021, issn: 1011-1344. doi:  10.1016/j.jphotobiol.2021.
112154 . [Online]. Available:  https ://www.sciencedirect . com/science/article/pii /
S1011134421000324 .

[106] S. Savikhin, W. Xu, V. Soukoulis, P. R. Chitnis, and W. S. Struve, “Ultrafast pri-
mary processes in photosystem I of the cyanobacterium Synechocystis sp. PCC 6803,”
Biophysical journal, vol. 76, no. 6, pp. 3278–3288, 1999.

[107] G. Hastings, S. Hoshina, A. N. Webber, and R. E. Blankenship, “Universality of
energy and electron transfer processes in photosystem I,” Biochemistry, vol. 34, no. 47,
pp. 15 512–15 522, 1995.

[108] P. V. Warren, J. H. Golbeck, and J. T. Warden, “Charge recombination between
P700+ and A1- occurs directly to the ground state of P700 in a photosystem I core
devoid of FX, FB, and FA,” Biochemistry (Easton), vol. 32, no. 3, pp. 849–857, 1993,
issn: 0006-2960. doi:  10.1021/bi00054a016 .

120

https://doi.org/10.1016/j.jphotobiol.2021.112154
https://doi.org/10.1016/j.jphotobiol.2021.112154
https://www.sciencedirect.com/science/article/pii/S1011134421000324
https://www.sciencedirect.com/science/article/pii/S1011134421000324
https://doi.org/10.1021/bi00054a016

	TITLE PAGE
	COMMITTEE APPROVAL
	DEDICATION
	ACKNOWLEDGMENTS
	TABLE OF CONTENTS
	LIST OF TABLES
	LIST OF FIGURES
	ABBREVIATIONS
	ABSTRACT
	INTRODUCTION
	Photosynthesis
	The Fenna-Matthews-Olson Complex of the Green Sulfur Bacteria C. Tepidum
	Photosynthetic Machinery of Plants

	Theoretical Background
	Perturbation of a Two-Level System
	Interaction of a Single Molecule with an Oscillating Electric Field
	Absorption of Light by a Single Molecule
	Absorption of Light by Molecular Excitons
	Circularly Polarized Light
	Intrinsic Circular Dichroism of a Single Molecule
	Excitonic Circular Dichroism

	Spectroscopic Methods
	Pump-Probe Spectroscopy
	Time-Resolved Circular Dichroism Spectroscopy
	Triplet-Triplet Energy Transfer

	Computational Methods

	STEADY STATE MODELING OF FMO
	Introduction
	Computational Methods
	Results
	Discussion
	Conclusion


	TIME-RESOLVED CIRCULAR DICHROISM OF THE FENNA-MATTHEWS-OLSON COMPLEX
	Introduction
	Materials and Methods
	Ellipsometric CD Detection Method
	Experimental Apparatus

	Results
	Discussion
	WT FMO
	M3 FMO
	M4 FMO
	M7 FMO

	Conclusion

	TOWARDS SHOT-NOISE LIMITED FEMTOSECOND CIRCULAR-DICHROISM SPECTROSCOPY
	Introduction
	Experimental Realization
	Results and Discussion
	Conclusion


	SPECTROSCOPY OF PS I ACCESSORY CHLOROPHYLL MUTANTS
	Introduction
	Electron Transfer in the PSI RC
	Goals of this Study
	Materials and Methods
	Production of PS I Complexes
	Apparatus
	Spectroscopic Measurements

	Results
	Discussion
	Conclusion

	REFERENCES

