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ABSTRACT

Hypersonic flight vehicle development heavily relies on continued research focused on hy-

personic flows. The prediction of aerothermodynamic loading, i.e., surface pressure and heat

transfer, under flight conditions is a fundamental design requirement. However, hypersonic

flight involves severe flowfield environments and complex flow phenomena which require spe-

cific experimental considerations or the use of computational fluid dynamics to accurately

characterize. The Reynolds numbers and Mach numbers in hypersonic flight are high, and

the hypersonic regime is generally associated with large levels of aerothermodynamic load-

ing. Shock-wave/boundary-layer interactions also occur near flight vehicle surfaces, such as

leading-edges and control surfaces. These interactions have a significant influence on vehicle

performance and introduce large-scale flow separation, unsteadiness, and increased aerother-

modynamic loading. The low-frequency behavior of the unsteady shock-motion is a concern

for hypersonic flight vehicles because the oscillations produce prolonged fluctuations of in-

tense aerothermodynamic loadings and can lead to structure failure. Therefore, research on

shock-wave/boundary-layer interactions has clear practical applications in the development

of hypersonic flight vehicles, and by studying their characteristics, a better understanding

of fundamental design requirements can be obtained.

These interactions are strongly determined by the local geometry of the flight vehicle.

Small physical deviations from smooth aerodynamic surfaces can significantly affect the flow-

field and resultant aerothermodynamic loading. Most studies focused on hypersonic flows,

however, employ simplified surface geometries as a necessary requirement to facilitate the

experiment. This routine idealization leads to overlooking geometric imperfections and ignor-

ing their effects on the local flowfield, which introduces discrepancies between experimental

and flight parameters. Relevant geometric imperfections encompass any deviations from a

smooth aerodynamic surface, such as roughness, steps, gaps, and cavities. Hypersonic gaps

have limited available research and are prevalent on flight vehicles. Gaps found near control

surfaces are large enough to significantly alter the flow structure, shock-wave/boundary-

layer interaction, and aerothermodynamic loading. A need therefore exists for investigation

of geometric imperfections in hypersonic flight, specifically for gaps and cavities.
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This dissertation covers a computational investigation into hypersonic flight vehicle geo-

metric imperfections, with a focus on wing-elevon-cove configurations. The primary region

of focus for the overall research was the cove region at the juncture of the main wing element

and the elevon. This region is associated with the shock-wave/boundary-layer interaction

produced by the control surface deflection. There also exists a centrifugal instability at

the cove, due to streamline curvature, which is associated with the production of Görtler

vortices. The content includes three projects revolving around hypersonic wing-elevon-cove

flows. These flows were computed with improved delayed detached-eddy simulation.

The first project was a computational investigation simulating the NASA experimental

study done by W.D. Deveikis and W. Bartlett in 1978. This experiment consisted of hy-

personic high Reynolds number wind tunnel tests for a shuttle-type reentry vehicle. The

computational aerothermodynamic surface loadings for this project were compared to the

experimental published data. Grounded with the agreement with mean surface data, this

project expanded on the topics explored in the experimental study to include topics such

as flow visualization and statistical analysis. The second and third project are extensions

of this work and were done in collaboration with Purdue University and the University of

Tennessee Space Institute (UTSI). A swept wing-elevon-cove model was designed by Carson

Lay, of Purdue University, and is currently being employed in ongoing experiments in the

Purdue Boeing/AFOSR Mach 6 Quiet Tunnel (BAM6QT) and at the Tennessee Aerothermo-

dynamics Laboratory (TALon). A computational investigation on hypersonic high Reynolds

number wing-elevon-cove flows was conducted with this model, where both corresponding

experimental facility conditions were employed. At this time, the experimental data are

limited; however, future experimental and computational collaboration is expected.

The motivation behind this research was to expand the knowledge on hypersonic wing-

elevon-cove flows, gap heating, and the low-frequency unsteadiness in shock-wave/boundary-

layer interactions. Therefore, the intended goal of this work was to provide an accurate char-

acterization of the three hypersonic wing-elevon-cove flows. This was accomplished by using

computational data to produce flowfield visualizations, analyze aerothermodynamic loadings,

and conduct statistical flow analyses. The results on the three hypersonic wing-elevon-cove

computations are presented, analyzed, and discussed throughout this dissertation.
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1. INTRODUCTION

With the current enthusiasm to develop hypersonic flight vehicles, such as NASA’s X-43A

concept vehicle shown in Figure  1.1 , there is an emerging need for increased research ef-

forts focused on hypersonic flows. Accurate characterization of hypersonic flow provides

reliable prediction of the resultant aerothermodynamic loading, i.e., surface pressure and

heat transfer, which is a fundamental requirement for flight vehicle design [  1 ]–[ 3 ]. Both ex-

perimental and computational techniques for simulating aerothermodynamic loads in flight

have been developed and improved simultaneously over the last century [ 4 ]–[ 6 ]. However,

the hypersonic regime introduces severe environments and complex flow phenomena, which

require specific experimental considerations or the use of high fidelity computational fluid

dynamics to accurately characterize. Shock-wave/boundary-layer interactions, for example,

have significant influence on vehicle performance by introducing large-scale flow separation,

unsteadiness, and increased aerothermodynamic loading [  7 ], [  8 ]. Wind tunnel experiments

can capture these interactions but are costly. Measurements of important quantities, such

as turbulent statistics, e.g., u′
iu

′
i, can also be challenging to obtain, especially near surfaces.

Complications that also affect experimental studies include wind tunnel surface boundary-

layer interference, freestream turbulence levels, and other physical limitations [ 9 ]–[ 13 ].

Research on hypersonic flows has heavily relied on computational fluid dynamics, due to

these experimental complications. Computational fluid dynamics facilitates targeted mea-

surement and flexibility, provides full flowfield data collection, and produces results in shorter

timeframes compared to wind tunnel experiments. However, in order to obtain statistically

significant results in a hypersonic simulation, large computational resources are required.

This is a consequence of the scaling with Reynolds number for high fidelity simulations. The

computational cost of direct numerical simulation scales proportionally with Re3, and wall-

resolved large-eddy simulation scales proportionally with Re2.4 [ 14 ]–[ 17 ]. Computations also

have varying degree of accuracy and uncertainty, depending on the computational model

and mesh resolution. Therefore, the collaboration between experimental and computational

studies can be useful, as the advantages of both can be utilized in order to provide the full

characterization of hypersonic flows.
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Figure 1.1. Concept image of the NASA X-43A hypersonic vehicle [ 18 ].

The hypersonic flow regime is generally associated with large Reynolds numbers, high

Mach numbers, and intense aerothermodynamic loading. In addition, shock-wave/boundary-

layer interactions occur at various flight vehicle surfaces, such as leading-edges and control

surfaces, and produce regions of surface loading maxima. These interactions are strongly

determined by the geometry of the flight vehicle. Local physical discrepancies between

flight vehicle geometry and the experimental model can lead to inaccurate simulation of

the flow characteristics. However, the routine idealization of surface models is done as a

necessary requirement to facilitate experimental and computational research. Consequently,

this idealization may overlook geometric imperfections and ignore their effects on the local

shock-wave/boundary-layer interaction and the overall flowfield.

Relevant geometric imperfections encompass any deviations from a smooth aerodynamic

surface, such as roughness, steps, gaps, and cavities. These “imperfections” are generally

thermo-structural design features and not necessarily accidents of manufacturing. For in-

stance, gaps in panels allow for thermal expansion to avoid buckling. Research on roughness

has strongly focused on its effect on boundary-layers and transition [  19 ]–[ 25 ]. Gaps and

cavities have comparatively limited research, are prevalent on flight vehicles, and are large

enough to significantly alter the flow structure, shock-wave/boundary-layer interaction, and

19



resultant aerothermodynamic loading. Therefore, a need exists for further investigation of

geometric imperfections in hypersonic flight, specifically for gaps and cavities, in order to

better understand their resultant effects on the flowfield.

One example of the importance of research on geometric imperfections can be found with

hypersonic gap heating. It is required to have reliable prediction of local aerothermodynamic

loading in hypersonic flows in order to define thermal protection systems [  26 ]–[ 29 ]. Research

on hypersonic gaps have universally shown localized regions of high aerothermal heating

inside of gap environments [ 30 ]–[ 34 ]. This aerothermal heating depicts positive correlation

with increasing gap size, angle of attack, and Reynolds number [  30 ], [  35 ], [  36 ]. Factors that

also significantly affect the gap aerothermal heating include the boundary-layer state, local

surface geometry, and the presence of separation or shock-waves [ 37 ]–[ 39 ]. Without the ac-

curate representative of hypersonic flight vehicle geometry, these local regions of aerothermal

gap heating would go unprotected and could lead to structural failure.

Hypersonic gap-induced surface heating research can be traced back to the space explo-

ration orbiter missions. As space travel requires hypersonic reentry, regions of maximum

aerothermal heating pose significant flight risks. This research led to the strategic placement

of thermal protection tiles [ 2 ], [  40 ], [  41 ]. During this time, a large focus of gap heating re-

search was conducted on the “cove” region on the shuttle. The cove region is the gap between

the wing and elevon, which is required for smooth control surface movement, and exists for

any flight vehicle with control surfaces. This research corresponded to shuttle-type vehicles,

such as the United States Endeavour, provided in a photograph in Figure  1.2 . The cove

environment for this spacecraft, located at the juncture of the main wing element and the

elevon, is also provided with two photographs in Figure  1.3 . This figure displays a close-up

view of the trailing-edge of the wing-elevon-cove for the Endeavour.

In the NASA hypersonic wing-elevon-cove studies, the regions inside and around the cove

were shown to experience locally high aerothermal heating [  42 ]–[ 45 ]. In order to reduce this

heating, novel cove sealing technologies were designed and implemented. A schematic of the

special type of cove sealing technologies, which were developed to reduce this aerothermo-

dynamic loading in the cove environment, is provided in Figure  1.4 . This type of innovation

depicts the practicality of research on hypersonic geometric imperfections.
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Figure 1.2. The United States Space Shuttle Endeavour. Photograph taken
by Robert Alviani, California Science Center, Jan. 8th, 2022.

(a) Trailing-edge wing and elevon. (b) Wing-elevon-cove juncture.

Figure 1.3. Close-up views of the Endeavour wing-elevon-cove region. Pho-
tographs taken by Robert Alviani, California Science Center, Jan. 8th, 2022.
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Figure 1.4. Schematic of the NASA shuttle-type wing-elevon-cove sealing
technology developed to reduce aerothermal heating loads [ 42 ].

1.1 Shock-Wave/Boundary-Layer Interaction

Shock-wave/boundary-layer interactions are often characterized as unsteady and highly

three-dimensional. These interactions introduce low-frequency flowfield oscillations, large-

scale flow separation, and exceedingly high aerothermodynamic loading [  8 ], [ 46 ], [  47 ]. Shock-

wave/boundary-layer interactions are determined by the local surface geometry, flowfield

properties, and the upstream boundary-layer state. For example, the important parameters

associated with compression ramp shock-wave/boundary-layer interactions, e.g., separation

vortex size, shock angle, and reattachment position, are determined by the ramp deflec-

tion and the local boundary-layer properties [ 48 ]–[ 51 ]. The characteristics of a backwards-

facing step, or reattaching shear-layer, shock-wave/boundary-layer interaction is similarly

determined by the size of the step and the upstream boundary-layer state [  52 ]–[ 57 ]. Local

geometric changes will alter the flow behavior, characteristics, and structure of these inter-

actions. The introduction of increased geometric complexity will also strongly affect these
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interactions. For instance, the inclusion of sidewalls or a deflected downstream surface will

produce vastly different shock-wave/boundary-layer interaction characteristics [ 50 ], [ 54 ].

Unsteadiness plays a critical role in shock-wave/boundary-layer interaction. This un-

steadiness significantly affects the instantaneous flowfield characteristics and the resultant

surface loading. The unsteady oscillations of the shock-wave induce prolonged fluctuations

of locally high aerothermodynamic loading, which can lead to structural failure. In ad-

dition, large-scale turbulent structures, such as Görtler vortices, are produced in regions

of shock-wave/boundary-layer interaction. The unsteadiness of these interactions are often

characterized by their spectral content. Spectral analyses of shock-wave/boundary-layer in-

teractions have universally depicted their low-frequency behavior [  46 ], [  47 ], [  52 ], [  58 ]–[ 60 ].

For further context, the surface pressure spectra in regions of shock-wave/boundary-layer

interaction display frequency content orders of magnitude lower than the frequency content

of the incoming turbulent boundary-layer. The temporal scale of the low-frequency mo-

tion is O(10 − 100δ/U∞), compared to the characteristic temporal scale of O(δ/U∞) for the

upstream turbulent boundary-layer [ 61 ].

Analyses of time-resolved flows have depicted the coherent correlated movement of the

low-frequency shock system [  46 ], [  47 ], [  52 ], [  62 ]–[ 71 ]. For instance, the unsteady shock-motion

of a compressible reattaching shear-layer is driven by vortex shedding of the compressible

shear-layer [ 52 ], [ 65 ]–[ 67 ], the large-scale expansion and contraction of the separation region

[ 47 ], [  68 ]–[ 70 ], and the turbulence of the upstream boundary-layer [ 62 ], [  63 ], [  71 ]. The

influence of these components on the shock system is contested and strongly depends on

the interaction. Research indicates that this unsteadiness may be, in part, driven by the

unsteadiness of the upstream turbulent boundary-layer [  46 ], [ 63 ], [ 72 ]. This research provides

evidence of high correlation between the upstream unsteadiness and the separation shock

unsteadiness. This dependence has shown proportionality to the strength of the shock-

wave/boundary-layer interaction, i.e., weaker interactions are more strongly affected by the

upstream boundary-layer. There are other experiments, however, which argue that the

shock-motion is driven by the instability of the separation vortex [  64 ], [  69 ]. Overall, the

characteristic nature and the underlying mechanisms associated with shock-wave/boundary-

layer interaction unsteadiness are still largely unknown.
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1.1.1 Compression Ramp

Control surface deflection on a hypersonic flight vehicle produces a shock-wave/boundary-

layer interaction which is similar to a compression ramp. A schematic of a generic compres-

sion ramp shock-wave/boundary-layer interaction is provided in Figure  1.5 . This compression

ramp interaction covers the basic components of a shock-wave/boundary-layer interaction.

These components consist of an upstream boundary-layer, a large-scale separation region,

shock-waves, and a separated shear-layer [  48 ], [  49 ]. In this type of interaction, the upstream

boundary-layer separates ahead of the downstream deflected ramp. When the boundary-layer

separates, a region of recirculation is created beneath the shear-layer. Due to the boundary-

layer deflection, compression waves form in the boundary-layer, which coalesce downstream

into the separation shock. At reattachment, compression waves are formed again as the

boundary-layer is redirected to align with the deflected ramp angle. These waves coalesce

and form the reattachment shock. The regions of separation produce large aerothermody-

namic loading. Through the interaction on the flat surface, there is a characteristic increase

of surface pressure, followed by a surface pressure plateau. On the deflected surface, there is a

large increase of pressure, and heat transfer, produced as the boundary-layer reattaches and

redevelops along the downstream surface. The low-frequency unsteadiness in compression

ramp shock-wave/boundary-layer interaction is associated with the oscillations of the sepa-

ration and reattachment shock-waves, as well as the large-scale expansion and contraction

of the separation vortex [ 50 ], [ 73 ], [ 74 ].

Figure 1.5. Schematic of a compression ramp shock-wave/boundary-layer
interaction [ 51 ]. Included with permission from the author.

24



1.1.2 Backwards-Facing Step

A backwards-facing step, or a reattaching compressible shear-layer, shock-wave/boundary-

layer interaction can be found in gap regions of hypersonic flight vehicles. A schematic of

the general components of a backwards-facing step shock-wave/boundary-layer interaction is

provided in Figure  1.6 . These components include the upstream boundary-layer, a separated

shear-layer, an expansion-fan region, a recirculation region, and a reattachment shock. The

upstream boundary-layer separates at the immediate face of the step. There is an expansion-

fan created as the boundary-layer deflects downward. A large-scale recirculation region is

produced, which is separated from the boundary-layer by the shear-layer. As the separated

boundary-layer reattaches downstream, multiple compression waves form and then coalesce

to create the reattachment shock. For this interaction, large aerothermodynamic surface

loading is found at reattachment, similarly to the compression ramp [  55 ]. Large-scale coher-

ent structures are produced by the Kelvin-Helmholtz instability of the separated shear-layer,

which propagate downstream in the redeveloping boundary-layer [  75 ]–[ 77 ]. In general, the

shock-wave/boundary-layer interaction is unsteady and produces low-frequency dominated

spectra in the shock system [ 52 ], [  53 ], [  56 ]. The shock-motion for this interaction is driven

as the shear-layer oscillates vertically, in a flapping motion, and as the separation region

expands and contracts [ 50 ], [ 54 ].

Figure 1.6. Schematic of a backwards-facing step shock-wave/boundary-layer
interaction [ 57 ]. Included with permission from the author.
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1.1.3 Wing-Elevon-Cove

This dissertation covers hypersonic wing-elevon-cove shock-wave/boundary-layer inter-

actions. These interactions comprise a combination of a backwards-facing step and a com-

pression ramp shock-wave/boundary-layer interaction, similar to a flame holder [ 47 ], [ 53 ],

[ 54 ], [ 65 ] or a backwards-facing step-ramp [ 78 ]. In addition, the internal cavity, or cove,

allows for flow to exit the separation vortex, which further complicates the flow structure.

Schematics of two wing-elevon-cove shock-wave/boundary-layer interactions are provided in

Figure  1.7 . This figure depicts two different flow situations, one where there is no cove leak-

age (left), i.e., flow is not allowed to exit through the cove, and one with full cove leakage

(right), i.e., flow is allowed to exit through the cove region. The general structure of the

shock-wave/boundary-layer interaction contains the same components previously discussed,

which include a separated shear-layer, a separation vortex, shock-waves, and boundary-layer

separation/reattachment. With cove sealing, the flowfield resembles the backwards-facing

step-ramp configuration. This is seen in the left figure, where the boundary-layer separates

and reattaches, creating a reattachment shock-wave. There is no flow through the cove here.

Without the cove sealing, seen in the right figure, the flow is allowed to enter the cavity and

produces divergent streamlines at reattachment. The qualitative changes in flow structure

are seen between these figures, where cove sealing affects the shock-angle, the shape and size

of the separation vortex, and the reattachment location.

Figure 1.7. Schematic of a wing-elevon-cove shock-wave/boundary-layer in-
teraction for a sealed (left) and non-sealed (right) cove [ 42 ].
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1.2 Flow Instabilities

Natural flow instabilities are associated with the generation of turbulence and turbulent

structures [ 79 ]. These flow instabilities exist in separated shear-layers and at flow separation

and reattachment. The fixed Kelvin-Helmholtz flow instability in backwards-facing step

flows, for example, produces vortices in the separated shear-layer. Non-fixed instabilities

exist at boundary-layer separation and reattachment in compression ramps, which are asso-

ciated with the Kelvin-Helmholtz instability, in the separated shear-layer, and a centrifugal

instability, due to streamline curvature. These instabilities lead to the generation, propaga-

tion, and growth of turbulent structures in the redeveloping boundary-layer, such as Görtler

vortices. These structures significantly affect the resultant flowfield and flow characteris-

tics. In addition, improved delayed detached-eddy simulation does not resolve turbulence in

the upstream boundary-layer, and as a result, the onset of unsteadiness in computations is

reliant on these flow instabilities.

1.2.1 Kelvin-Helmholtz Instability

The Kelvin-Helmholtz instability exists in a shear flow, where two regions of different

flow conditions interact [ 79 ]. The mechanism of unsteady vortex generation is depicted in

Figure  1.8 . In this figure, two regions of flow with differing velocities mix and produce vortices

through linear and non-linear growth regions. This instability is also relevant for supersonic

flows. For instance, the separated shear-layer in a compression ramp shock-wave/boundary-

layer interaction produces downstream vortices as a result of the Kelvin-Helmholtz instability

[ 75 ], [  76 ], [  80 ]. This instability also exists at the trailing-edge of a wing or control surface,

as the boundary-layer sheds from the structure. The growth of the shear-layer is strongly

dependent on the local flowfield and the nature of the shock-wave/boundary-layer interaction

[ 52 ], [  65 ]–[ 67 ]. For wing-elevon-cove shock-wave/boundary-layer interactions, the Kelvin-

Helmholtz instability is partially responsible for the onset of unsteadiness in the cove region,

like compression ramps; however, centrifugal instabilities are known to have a larger effect

[ 81 ]–[ 85 ].

27



Figure 1.8. Schematic of the Kelvin-Helmholtz instability mechanism in a
shear-layer flow [ 86 ]. Included with permission from the author.

1.2.2 Görtler Centrifugal Instability

Wall-bounded boundary-layers developing on surfaces with concave curvature are influ-

enced by a natural centrifugal instability mechanism [  81 ]–[ 85 ]. This type of flow can be found

on many aerodynamic surfaces, e.g., airfoils and fuselages. This instability produces counter-

rotating vortices, known as Görtler vortices, that are orientated in the streamwise direction.

These vortices are three-dimensional and produce spanwise variation in the boundary-layer.

Research on this instability in low-speed flow was first done by Görtler, where the linear

evolution of Görtler vortices was investigated [  87 ]. This research was expanded on by em-

ploying normal mode analysis [  88 ], [  89 ], resulting in a real eigenvalue problem, with three

parameters,

F (G, β, σ) = 0. (1.1)

The three characteristic parameters associated with the instability mechanism are the

Görtler number, G, the wave number β, and the growth rate σ. The Görtler number, G,

is inversely proportional to the radius of curvature, R, and represents a measure of the

influence of centrifugal effects. The spacing between the adjacent vortices, λ, is inversely

related to the wave number, and the growth rate is related to flow stability. The Görtler

number, based on boundary-layer thickness, δ, is defined as
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G = Reδ

(
δ

R

)1/2

. (1.2)

Higher Görtler numbers are associated with the onset of this centrifugal instability,

whereas lower values suggest stable flows [  90 ], [ 91 ]. However, as the normal mode anal-

ysis was applied to laminar boundary-layers, rather than general flows, and there are no

thresholds available for the present application, these parameters are generally used as ini-

tial guidelines for investigation.

Görtler vortices in a boundary-layer developing on a concave surface are depicted in

Figure  1.9 . The boundary-layer height is δ, the vortices are separated by the distance λ, and

the surface curvature has a radius of curvature R. The Görtler vortices are contained within

the boundary-layer height and develop near the surface. The streamlines on the vortices

depict the counter-rotation of adjacent vortices. In hypersonic flows, the locations between

these adjacent vortices experience near-stagnation flow, where exceedingly large aerothermal

heating occurs [ 73 ], [  74 ], [  90 ], [  91 ]. These stagnation locations also leave characteristic heat

flux streaks on surfaces, which have been ubiquitously observed in hypersonic flows where

these vortices are present.

Concave surface curvature is not required for Görtler vortex development. Streamline cur-

vature can produce the same centrifugal instability that results in the production of Görtler

vortices [  73 ], [ 74 ], [ 90 ], [ 91 ]. There is large streamline curvature associated with compression

ramp, backwards-facing step, and wing-elevon-cove shock-wave/boundary-layer interactions.

The streamline curvature is produced at reattachment for these interactions. The produc-

tion of streamline curvature for a compression ramp is displayed in the schematic provided in

Figure  1.10 . In this figure, the streamline curvature created as the boundary-layer separates

and consequently reattaches downstream is depicted. There are three separate contested def-

initions of the relevant radius of streamline curvature shown here. In general, however, the

primary streamline curvature is associated with the shear-layer turning as it reattaches, seen

in the left diagram. Therefore, reattachment is associated with the production of Görtler

vortices in many hypersonic compression ramp interactions [ 90 ], [ 92 ]–[ 94 ].
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Figure 1.9. Schematic of Görtler vortices in a boundary-layer on a concave
wall [ 88 ]. Included with permission from the author.

Figure 1.10. Schematic of the concave streamline curvature at boundary-
layer reattachment [ 90 ]. Included with permission from the author.
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Görtler vortices in hypersonic flows are associated with locally high regions of aerother-

mal heating and characteristic streak formations [ 90 ], [ 92 ]–[ 94 ]. These hypersonic streak

formations are prevalent downstream of shock-wave/boundary-layer interactions with pos-

itive streamline curvature, such as compression ramps, backwards-facing steps, and wing-

elevon-coves. As the boundary-layer reattaches and develops downstream of the compression

ramp separation, characteristic streaks are often observed as a result of Görtler vortices.

These streaks are produced by the nodal locations between adjacent vortices, which act

similarly to a stagnation flow region on the surface and produce exceedingly high levels of

aerothermodynamic loading [ 90 ]. An experimental example of these streak formations is

provided in Figure  1.11 . This figure displays an oil-flow visualization of the surface load-

ing for a Mach 7.5 compression ramp [ 91 ]. The coherent boundary-layer reattachment line,

the shock-impingement line, and the characteristic streak formations are all depicted here.

These streaks are highlighted in this figure due to their effect on the local aerothermodynamic

loading, which is a major concern for hypersonic flight vehicles.

Figure 1.11. Oil-flow visualization of the surface loading for a Mach 7.5
compression ramp [ 91 ]. Included with permission from the author.
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1.3 Dissertation Overview

This dissertation comprises three related projects on hypersonic wing-elevon-cove flows.

The primary region of focus for the overall research was the cove at the juncture of the

main wing element and the elevon. The motivation was to expand the knowledge on hy-

personic wing-elevon-cove flows, gap heating, and the low-frequency unsteadiness in shock-

wave/boundary-layer interactions. The overall goal was to do this by providing an accurate

characterization of hypersonic wing-elevon-cove flows. This was accomplished by employing

computational data to produce flowfield visualizations, analyze aerothermodynamic load-

ings, and conduct statistical flow analyses. These results are discussed throughout this

dissertation and correspond to the three wing-elevon-cove projects.

The three wing-elevon-cove projects were computationally simulated with improved de-

layed detached-eddy simulation. The first project was a computational investigation of the

wing-elevon-cove juncture of a generic space shuttle structure, based on an experimental

study done by W. D. Deveikis and W. Bartlett in 1978 [  42 ]. This project compares compu-

tational results to the experimental published data and expands on the original experimental

study in several meaningful ways, e.g., flow visualization and statistical analysis. The sec-

ond and third project are an extension of this work and were done in collaboration with

Purdue University and the University of Tennessee Space Institute (UTSI). A wing-elevon-

cove model was developed by Carson Lay, of Purdue University. The model is currently

being employed in ongoing experiments in the Purdue Boeing/AFOSR Mach 6 Quiet Tunnel

(BAM6QT) and at the Tennessee Aerothermodynamics Laboratory (TALon). A computa-

tional investigation was done for each of these wind tunnels, and for clarity, these studies

are separated into two projects.

The general overview of this dissertation is as follows. Chapter 1 provided the introduc-

tion to the problem of geometric imperfections in hypersonic flows and the need to expand

research in the area. Chapter 2 outlines the three major projects that are involved in this

research. First, overviews of the governing fluid dynamics equations and the data anal-

ysis techniques are provided. The experimental facilities associated with the projects are

then discussed, with a brief description of each facility’s respective capabilities. Next, the
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computational methodologies of the research for this dissertation are provided in detail,

which include information on the employed flow conditions and computational meshes. The

next three chapters contain the results and discussions of each of the three wing-elevon-cove

projects, in comprehensive detail. Chapter 3 provides the research and data analyses asso-

ciated with the first project. Chapter 4 provides the computational results of the Purdue

swept wing-elevon-cove model in the Purdue BAM6QT flow conditions. Chapter 5 provides a

similar computational investigation, employing the center portion of the Purdue wing-elevon-

cove model in the UTSI TALon flow conditions. The last chapter, Chapter 6, contains the

overview, discussion, and concluding remarks on this research.
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2. METHODOLOGY

The research contained in this dissertation comprise an overall computational investigation

on the characteristics of three hypersonic wing-elevon-cove flows. This chapter provides an

overview of the research methodologies associated with these three projects, such as the

computational and experimental configurations. First, the numerical formulations for the

computations and the statistical data analysis techniques are outlined. This includes the

governing equations of the computational fluid dynamics models, such as the Navier-Stokes

equations, as well as the statistical tools employed, such as power spectral density and

coherence. The research methodologies for the three hypersonic wing-elevon-cove projects

are then discussed. An overview of the associated experimental studies and facilities is

provided, and then the methodologies associated with the computational studies, including

computational meshes and freestream flow conditions, are outlined.

2.1 Governing Equations and Data Analysis

The governing equations employed for these computations are the compressible Navier-

Stokes equations. Derived from the conservation of mass, momentum, and energy, the

Navier-Stokes equations dictate the nature of fluid dynamics [ 95 ]. The three-dimensional

compressible Navier-Stokes equations, in differential form, are

∂ρ

∂t
+ ∂(ρuj)

∂xj
= 0, (2.1)

∂(ρui)
∂t

+ ∂(ρuiuj + pδij)
∂xj

= ∂τij

∂xj
, (2.2)

and

∂(ρe)
∂t

+ ∂(ρeuj + puj)
∂xj

= ∂(τjiui − qj)
∂xj

. (2.3)

These equations are the conservation equations. Equation (  2.1 ) is the conservation of

mass, ( 2.2 ) is the conservation of momentum, and ( 2.3 ) is the conservation of energy. The
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variables, in order of appearance, are density, ρ, velocity, uj, viscous stress, τij, pressure, p,

energy plus kinetic energy (per unit mass), e, and heat flux, qj.

By applying Fourier’s law [  96 ], heat flux can be represented as the conduction of energy

due to temperature gradients. Similarly, Newton’s constitutive law [  95 ] provides proportion-

ality of the viscous stress tensor to flow velocity gradients; if the flow is incompressible, then

the viscous stress is directly proportional to the flow strain rate, Sij. The Fourier’s law and

Newton’s constitutive law are

qj = −k
∂T

∂xj
(2.4)

and

τij = µ

(
∂ui

∂xj
+ ∂uj

∂xi
− 2

3
∂uk

∂xk

δij

)
. (2.5)

In ( 2.4 )-( 2.5 ), T is temperature, k is thermal conductivity, and µ is dynamic viscosity.

Dynamic viscosity and thermal conductivity must also be modeled. Sutherland’s model first

assumes that viscosity and thermal conductivity are a function of temperature. By introduc-

ing various gas-dependent constants, µ0, T0, k0, and S, viscosity and thermal conductivity

are then modeled as

µ = µ0

(
T

T0

) 3
2 T0 + S

T + S
(2.6)

and

k = k0

(
T

T0

) 3
2 T0 + S

T + S
. (2.7)

In turbulent flow, the time-dependent variables in ( 2.1 )-( 2.3 ) can be split into mean and

fluctuating portions, which is known as Reynolds decomposition. This is done to obtain the

Reynolds-averaged Navier-Stokes equations. The time-averaged mean value of an arbitrary

variable, φ, is φ, and the fluctuating unsteady portion is φ′. Reynolds-averaging integrates
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φ over a time-span, ∆t, which is assumed to be a statistically significant amount of time.

The definition of this averaging, considering the limit as ∆t → ∞, is

φ̄ = lim
∆t→∞

1
∆t

∫
∆t

φ(t) dt. (2.8)

Reynolds-averaging can be used to produce the Reynolds-averaged Navier-Stokes equa-

tions. Favre-averaging allows for this procedure to be done in a relatively simple way with the

compressible Navier-Stokes equations, by applying mass-averaging to φ. A Favre-averaged

variable is denoted by a tilde, such as φ̃, to distinguish from time-averaged variables. The

Favre-averaging of a variable φ, with consideration of compressibility, is

φ̃ = 1
ρ̄

lim
∆t→∞

1
∆t

∫
∆t

ρ(t)φ(t) dt. (2.9)

The application of time-averaging and mass-averaging, in ( 2.8 )-( 2.9 ), to the compress-

ible Navier-Stokes equations, in (  2.1 )-( 2.3 ), produces the three-dimensional compressible

Reynolds-averaged Navier-Stokes equations,

∂ρ̄

∂t
+ ∂(ρ̄ũj)

∂xj
= 0, (2.10)

∂(ρ̄ũi)
∂t

+ ∂

∂xj
(ρ̄ũiũj + ρ̄ũ′

iu
′
j + p̄δij) = ∂τ̄ij

∂xj
, (2.11)

and

∂(ρ̄ẽ)
∂t

+ ∂

∂xj
(ρ̄ẽũj + ρ̄ẽ′u′

j + puj) = ∂

∂xj
(τjiui − q̄j). (2.12)

In (  2.10 )-( 2.12 ), ũi and ẽ are Favre-averaged primitive variables, and ρ̄ and p̄ are time-

averaged variables. The time-averaged viscous stress tensor is τ̄ij, and the time-averaged

heat flux is q̄j. Several additional terms that arise in Favre-averaging have the following

definitions. In the momentum equation, ρ̄ũ′
iu

′
j is referred to as the Reynolds Stress tensor,
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and puj is the time-averaged pressure-velocity moment. In the energy equation, ρ̄ẽ′u′
j is the

turbulent transfer of heat, and τjiui is the time-averaged viscous shear-velocity moment. The

modified mass-averaged total energy (per unit mass) is

ẽ = cvT̃ + 1
2 ũjũj + 1

2 ũ′
ju

′
j, (2.13)

and the modified constitutive ideal gas relationship is

p̄ = ρ̄RT̃ . (2.14)

At this point, (  2.10 )-( 2.12 ) are not complete, as several terms need to be modeled, referred

to as the turbulence closure problem [ 5 ], [ 95 ], [ 97 ]–[ 99 ]. This procedure is the basis of com-

putational fluid dynamics in the Reynolds-averaged Navier-Stokes formulation. Specifically,

the Reynolds stress tensor, ρ̄ũ′
iu

′
j, needs to be obtained with a turbulence model. Turbulence

models employ algebraic equations, or differential transport models, to close the Reynolds-

averaged Navier-Stokes equations. The turbulence model employed in this dissertation is

the one-equation Spalart-Allmaras turbulence model.

2.1.1 Spalart-Allmaras Turbulence Model

To simplify the notation in this section, mass-averaging tildes and time-averaged bars are

not included. The Spalart-Allmaras turbulence model is well used because it is robust and

provides acceptable results for a variety of flows [  97 ], [  100 ]–[ 102 ]. The model was specifically

designed for external aerodynamics, i.e., wall-bounded flows. The Spalart-Allmaras turbu-

lence model, solving for the SA variable, ν̃, employs the one-equation transport equation,

∂ν̃

∂t
+ ∂(ν̃uj)

∂xj
= Cb1(1 − ft2)S̃ν̃ + 1

σ

(
∂

∂xj

[
(ν + ν̃) ∂ν̃

∂xj

]
+ Cb2

∣∣∣∣∣ ∂ν̃

∂xj

∣∣∣∣∣
2)

(2.15)

−
[
Cw1fw −

(
Cb1

κ2

)
ft2

](
ν̃

d

)2

+ ft1∆U2.
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In (  2.15 ), the closest distance to the surface is d. This length-scale is important in the

formulation of detached-eddy simulation, which is discussed in the following section. By

solving ( 2.15 ) for the SA variable, ν̃, the turbulent kinematic eddy viscosity,

νt = ρν̃fv1, (2.16)

can be calculated, which is then used to obtain the turbulent dynamic eddy viscosity,

µt = ρνt. (2.17)

The remainder of the nomenclature in (  2.15 ), excluding the values and definitions associated

with numerical constants, are defined as follows:

χ = ν̃

ν
, fv1 = χ3

χ3 + C3
v1

, fv2 = 1 − χ

1 + χfv1
,

S̃ = S + ν̃

κ2d2 fv2, S =
√

2ΩijΩij, Ωij = 1
2

(
∂ui

∂xj
− ∂uj

∂xi

)
,

ft1 = Ct1gte−Ct2
ω2

t
∆U2 (d2+g2

t d2
t ), ft2 = Ct3e−Ct4χ2

,

fw = g

(
1 + C6

w3
g6 + C6

w3

) 1
6

, g = r + Cw2(r6 − r), and r = ν̃

S̃κ2d2
.

(2.18)

Boundary conditions for the model allow for an input of turbulence intensity to determine

ν̃ in the freestream, and is often set to be proportional to ν∞. At the wall, ν̃ is set to 0.

The Spalart-Allmaras turbulence model utilizes ( 2.15 )-( 2.17 ) to obtain the turbulent eddy

viscosity, µt. The eddy viscosity is then applied to the Boussinesq approximation,

−ρ̄ũ′
iu

′
j = µt

(
∂ũi

∂xj
+ ∂ũj

∂xi
− 2

3
∂ũk

∂xk

δij

)
− 2

3 ρ̄ũ′
ku′

kδij, (2.19)

to obtain the Reynolds stress tensor.
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2.1.2 Detached-Eddy Simulation

While the Reynolds-average Navier-Stokes equations can be versatile, they often have

limitations in their capability to accurately capture the relevant flow physics, especially for

separated and unsteady flows [ 103 ]–[ 105 ]. These limitations lead to non-physical results and

poor predictions of important design parameters, such as the aerothermodynamic loading

in shock-wave/boundary-layer interactions [  106 ]–[ 110 ]. Computationally expensive, higher

fidelity models, such as large-eddy simulation, provide more reliable computational predic-

tions. The computational cost of wall-resolved large-eddy simulation for higher Reynolds

number flows is often too great, but can be reduced without much loss of fidelity, by apply-

ing wall-modeling [ 111 ] or implicit methods [ 112 ].

Further reduction of computational cost while using large-eddy simulation can be ob-

tained with hybrid methods, such as detached-eddy simulation. Hybrid methods employ

the Reynolds-average Navier-Stokes equations in near-surface attached boundary-layers and

in the freestream and large-eddy simulation in highly resolved focus regions. As a result,

hybrid methods greatly reduce unnecessary cost, while maintaining a high level of fidelity,

making these methods favorable for large-scale computations [  113 ]–[ 117 ]. In regions where

the Reynolds-average Navier-Stokes equations are employed, e.g., low-resolution regions,

near surfaces, in attached boundary-layers, or in the freestream, the eddy viscosity, µt, is

determined from a transport equation, such as the Spalart-Allmaras model in (  2.15 ). In

regions where large-eddy simulation is employed, e.g., large-scale separation, downstream

of a natural instability, or in areas of highly refined grid spacing, a sub-grid scale model is

employed.

Sub-grid scale models decompose instantaneous variables into filtered and sub-filtered

variables, similar to Reynolds decomposition [  118 ]. The filtered, or spatial-averaged, variable

field is obtained from low-pass filtering. The sub-grid stress tensor also needs to be closed,

similarly to the Reynolds-average Navier-Stokes equations, and must be computed with a

sub-grid model. For example, consider the Smagorinsky-Lilly model [ 119 ]. This model

assumes that energy is transferred from large to small scales, through the energy cascade,

and that the inertial subrange is associated with the resolved scales of the computational
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grid. This model, however, has known issues, such as being too dissipative for transition

studies and producing incorrect near-wall behavior. The Smagorinsky-Lilly model computes

the sub-grid stress tensor as

τij,sgs = τij − 1
3τkkδij = −2(Cs∆)2|S|Sij, (2.20)

where Cs is a constant and Sij is the filtered strain rate tensor. Furthermore, the turbulent

eddy viscosity is modeled as

µt,sgs = ρ(Cs∆)2|S|, (2.21)

where ∆ is the filter width and |S| is proportional to the filtered strain rate tensor.

First formulations of detached-eddy simulation switched between the Reynolds-average

Navier-Stokes equations and large-eddy simulation with a distance function [  114 ], defined as

d̃ = min(d, CDES∆), (2.22)

where d is the distance from the surface and ∆ = max(∆x, ∆y, ∆z). The Reynolds-average

Navier-Stokes equations are applied when the length-scale d̃ � ∆, and large-eddy simula-

tion sub-grid scale modeling is applied when d̃ � ∆. The drawback to this formation is

that areas between regions which employ the Reynolds-averaged Navier-Stokes equations

and regions which employ large-eddy simulation produce numerical issues and grid-density

dependence [  115 ]. One reason for this is that the turbulent eddy viscosities obtained with the

Reynolds-averaged Navier-Stokes equations and with large-eddy simulation scale differently

[ 114 ]. Another is that in attached boundary-layers, as grid spacing is reduced to activate

large-eddy simulation, the resolution is not yet sufficient to resolve internal velocity fluctu-

ations, which is referred to as modeled-stress depletion [  120 ]. This issue is corrected in the

delayed detached-eddy simulation formation, which uses a function, fd, to detect attached

boundary-layers, and an altered length-scale,
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d̃ = d − fdmax(0, d − CDES∆). (2.23)

Further issues were found in the delayed detached-eddy simulation formation by Travin

et al. [  116 ], where non-physical reductions in skin friction were observed in delayed detached-

eddy simulations of channel flow with highly resolved grids. To solve this, improved delayed

detached-eddy simulation was developed as a combination of delayed detached-eddy simu-

lation and wall-modeled large-eddy simulation [  117 ]. This formation changes the evaluation

of the grid-filter, ∆, as well as the blending of the gray areas. The new grid-filter,

∆filter = min(max(Cwdw, Cwhmax, hw), ∆), (2.24)

is a modified function of the largest directional cell-size. This function incorporates the

wall-normal distance, dw, and height of the cell in wall normal-direction, hw. Furthermore,

the improved delayed detached-eddy simulation length-scale is defined as

d̃ = fhyb(1 + frestore)d + (1 − fhyb)dLES. (2.25)

The function fhyb acts in a similar manner to the delayed detached-eddy simulation function,

fd. The additional large-eddy simulation length-scale in (  2.25 ) is defined as

dLES = CDESΨ∆filter, (2.26)

where the functions Ψ and frestore are defined by local boundary-layer flow parameters.

2.1.3 Discrete Statistical Analysis

An investigation of the unsteady flow statistics was conducted for each of the computa-

tional investigations. Digital signal processing, which was employed to analyze the unsteady

flow data, applies statistical methods to time-dependent signals. In discrete statistical analy-

41



sis, signals need to contain weakly-stationary, zero-mean, and random time-series data [ 121 ]–

[ 123 ]. These signals were collected from the flowfield, such as velocity fluctuations, and on

surfaces, such as time-dependent wall pressure.

The majority of these analyses are done in the frequency domain by employing Fourier

transforms. In order to facilitate comparison to data with other researchers, such as with

the experimental teams or with relevant literature, all spectra presented in this dissertation

are non-dimensionalized as the Strouhal number,

St = fLr

u∞
, (2.27)

where Lr is the time-averaged reattachment length. The specific length-scale and velocity

used in (  2.27 ) are flow dependent and thus a choice exists in determining the appropriate

parameters. This non-dimensionalization normalizes the frequency by a characteristic fre-

quency, fc, which is associated with the unit Strouhal number, St = 1. This characteristic

frequency, as defined above, is fc = u∞/Lr. It is also common to use the boundary-layer

height, δ, as a length-scale, or the edge-velocity, ue, as the velocity.

In discrete statistical signal analysis, expected values are often used to determine statisti-

cal properties between two signals. In unsteady turbulent flows, signals are obtained through

fluctuating variables, such as pressure, density, velocity, and heat flux. The first expected

value, which is equal to the time-averaged value of any variable, φ(t), where t = n∆t, is

φ = 1
N

N−1∑
n=0

φ(n∆t). (2.28)

In line with the time-averaged mean, the variance, σ2, is the second expected value, or second

moment, of random variables. The standard deviation of data, σ, is equal to the root of the

variance. For discrete data, the variance is calculated as

σ2 = 1
N

n=N−1∑
n=0

|φ(n∆t) − φ|2. (2.29)
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The statistical data analysis techniques, which are useful for analyzing unsteady flow

statistics, include cross-covariance and autocovariance (correlation), power spectral density,

and coherence. Correlations, both in space and time, are used to determine various spatial

and temporal relationships in the flow. These correlations can also determine temporal

relationships within an individual signal. The cross-covariance function for two zero-mean,

weakly-stationary signals, α(t) and β(t), is discretely estimated as

Rαβ(m∆t) =


∑N−m−1

n=0 αn+mβ∗
n m ≥ 0

R∗
βα(−m∆t) m < 0

, (2.30)

where m represents an index lag and the time-delay is τ = m∆t. The correlation coefficient

is equal to the cross-covariance normalized by both of the signals’ standard deviations, σασβ.

The autocovariance of a signal is given by ( 2.30 ) if the signals are the same, i.e., α(t) = β(t).

Power spectral densities are useful to determine the energy content and the frequency

dominance of signals in the flow. The energy content of the signal α(t), in the frequency

domain, is computed with the discrete Fourier transform of the autocovariance function,

G(f) =
N−1∑
n=0

Rαα(n∆t)e−i2πfn∆t. (2.31)

Power spectral densities are often presented as premultiplied power spectral densities, defined

as fG(f)/σ2. The cross-power spectral density can also be calculated for two signals, by

utilizing the Fourier transform of the cross-covariance function, Rαβ. Cross-power spectral

densities can be employed in calculations of signal coherence.

The coherence, γ, of two zero-mean, weakly-stationary signals, α(t) and β(t), is used to

determine the correlation between the signals’ spectra, in the frequency domain. Coherence

employs the power spectral density of the cross-correlation between the two signals, which

is normalized by the power spectral densities of each signal’s autocovariance function, G(f).

The coherence of two signals is calculated as

γ = |G(f)αβ|2

G(f)ααG(f)ββ

. (2.32)
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2.2 Experimental and Computational Methodologies

The Department of Defense (DoD) software package, CREATE-AV Kestrel, was utilized

to carry out all computations. Kestrel is a package of computational fluid dynamics solvers

and tools that includes capabilities for prescribed body motion, propulsion, and multi-physics

modeling [ 124 ]. The specific tool used for this work, KCFD, is a finite-volume, unstructured,

and cell-centered solver. Computational resources were provided by DoD high-performance

computing (HPC) facilities, including the U.S. Army Research Laboratory (ARL) cluster Ex-

calibur (decommissioned), the U.S. Air Force Research Laboratory (AFRL) cluster Warhawk,

and the U.S. Navy cluster Narwhal. Meshes were produced with the grid creation software

Pointwise, and post-processing of data was done using the software Tecplot and MATLAB.

All projects used similar computational configurations, with slight differences in boundary-

conditions and data collection procedures. These computations employed improved delayed

detached-eddy simulation in order to capture the unsteady flow characteristics. The in-

viscid flux scheme for the computations was HLLE++ [  125 ], and the viscous flux scheme

was LDD+. A sub-iterative point-implicit temporal scheme [  126 ] was utilized. Spatial and

temporal accuracy for these computations were second-order. Reactive gas effects are not

considered for these analyses. The working gas considered was air and assumed to be ther-

mally, p = ρRT , and calorically, e = CvT , perfect.

2.2.1 NASA Experiment and Computation

The first of the three projects revolved around a NASA experiment conducted by Deveikis

and Bartlett in 1978 [  42 ]. In this study, hypersonic flow over a wing-elevon-cove configuration

was simulated, which represented the windward surface of a shuttle-type reentry vehicle.

The cove is the area between the main wing element and the elevon, which is required to

allow for elevon deflection. Mach 6.9 flow was achieved with NASA Langley’s 8-foot high-

temperature structures tunnel [  127 ]. The facility holds a hypersonic blowdown wind tunnel,

and a schematic is provided in Figure  2.1 . The tunnel operates at a nominal Mach number of

7. Total pressures range from 4 to 24 MPa, total temperatures range from 1390 K to 2000 K,

and freestream unit Reynolds number range from 106 to 107 m−1. The tunnel equivalent
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altitude range is between 25 km and 40 km [  127 ]. The gas-medium used in the tunnel is

a combination of the combustion products of methane gas and air, produced in the high-

pressure combustion chamber. The specific heat ratio of the air/methane gas is 1.38, close to

natural air at 1.4. Deveikis reports that the aerodynamic pressure and heating coefficients

obtained in this test medium are comparable to those obtained in facilities utilizing only

air [  42 ], [ 127 ]. This gas is allowed to expand through a 2.4 m diameter nozzle and is then

diffused and pumped through the test section to atmosphere conditions using a single-stage

ejector. Inside the test section, the stream consists of 4.3 m free jet and a usable testing

section with a diameter of 1.2 m. In order to protect the model during startup, the tunnel

allows for the model to be stored and then inserted into the test section using a hydraulically

actuated elevator [ 127 ].

Figure 2.1. NASA Langley 8-foot high temperature structures tunnel [ 127 ].

The purpose of these experiments was to conduct research on hypersonic gap heating

for a shuttle-type wing-elevon-cove configuration. The experimental setup is provided in

Figure  2.2 . These tests focused on the effects of hot turbulent boundary-layer ingestion for

various cove exit-to-inlet area ratios. A total of 41 tests were done, varying the exit-to-inlet

ratio from 0 (sealed) to 1 (full leakage). Pressure and heat flux data were obtained on the

wing, elevon, and interior cove surfaces using pressure orifices and thermocouples. For the

majority of tests, the model was set to an angle of attack of −12 deg, with an elevon deflection

of 15 deg. The freestream Mach number for all tests was approximately 6.9. High Reynolds

number tests, with an average value of Re = 4.4 × 106 m−1, and low Reynolds number tests,

with an average value of Re = 1.31 × 106 m−1, were done. This project simulate done of

these tests, with the unit Reynolds number Re = 4.29 × 106 m−1.
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Figure 2.2. Experimental apparatus for the 1978 NASA wing-elevon-cove
experimental study [ 42 ].

The chord lengths of the wing and elevon were 1.24 m and 0.69 m, respectively, with a

total span length of 1.05 m. Aerodynamic fences on the sidewalls of the model were used

to channel upstream surface flow across the cove entrance. The wing and elevon surfaces

were covered with 12.7 mm thick Glasrock tiles for thermal protection, and data acquisition

devices for surface pressure and heat flux were embedded in the Glasrock surfaces. To

create fully turbulent flow at the cove entrance, the boundary-layer was tripped near the

leading-edge with 2.4 mm diameter spheres. The average boundary-layer thickness at the

reference location for high Reynolds number tests, located 25.4 mm upstream of the wing-

elevon juncture, was δcove = 21.6 mm. A local two-dimensional schematic of the wing-elevon

juncture and cove region is provided in Figure  2.3 . The length of the cove, i.e., the distance

between the interior wing and elevon surfaces, was 12.7 mm. The end of the cove was either

sealed, partially sealed, or fully open to regulate flow exiting the cove to an outside cavity,

near freestream pressure; this method was based on an early shuttle orbiter design for cove

sealing. The geometry of the cove region is created about an axis of rotation, providing

smooth control surface movement into and out of the cove. A more detailed diagram of the

cove geometry can be found in the published experimental study [ 42 ].
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Figure 2.3. Two-dimensional schematic of the local wing-elevon juncture and
cove region, to scale with the experimental study and computations.

One particular test was simulated out of the 41 experiments provided by the NASA

experimental study. This test employed fully turbulent, Mach 6.9, high Reynolds number

flow, at an angle of attack of −12 deg and an elevon deflection of 15 deg. The freestream,

boundary-layer, and selected configurational properties for this test are provided in Table

 2.1 . This computation utilized periodic boundary conditions and focused primarily on the

centerline flow. The outlet cove boundary condition was a subsonic pressure outlet set to

near freestream pressure, Pe = 1900 Pa. Surface boundary conditions were no-slip isothermal

surfaces, set to Tw = 293.15 K. The time-step was ∆t = 1 × 10−7 s. The total number

of iterations was 150,000, with 3 subiterations, corresponding to 15 ms of physical time.

Unsteady data collection included the complete flowfield and unsteady planar extraction,

as well as surface loading and other flowfield time-series data output. The entire flowfield

dataset was sampled at a frequency of fs = 500 Hz. Unsteady two-dimensional planes were

taken more frequently at a sampling frequency of fs = 10 kHz. All other data, such as surface

aerothermodynamic loading and fluctuations at specified flowfield locations, were taken at

every time step, or at a sampling frequency of fs = 10 MHz. Computational resources were
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provided by the U.S. ARL HPC cluster Excalibur (decommissioned). Excalibur used Intel

Haswell E5-2698 64-bit processors, which were clocked at 2.3 GHz and had 16 cores per CPU,

with 2 CPUs per node. This computation used 200 nodes, with 16 ranks and 2 threads per

node, for a total of 3400 cores, taking roughly 400 hours to obtain statistical significance.

Table 2.1. Freestream, boundary-layer, and selected properties for the NASA
wing-elevon-cove experiment and computation.

Parameter Value
M∞ 6.86
To,∞ (K) 2300
Po,∞ (kPa) 7030
u∞ (m/s) 2040
Re∞ (m−1) 4.29 × 106

Rex,cove 6.15 × 106

δcove (mm) 21.6
α (deg) −12
δf (deg) 15

The mesh is constructed by a combination of several structured block-domains, shown in

Figure  2.4 . The surface domain is numerically sharp at the leading-edge. Mesh development

incorporated multiple progressions of the grid in order to determine optimal resolution and

grid independence. The blocks were created so that they were consistent with Spalart’s

recommendations for detached-eddy simulation [ 128 ]. Three distinct regions are outlined by

Spalart for detached-eddy simulation: the Euler region, the viscous region, and the focus

region. Reynolds-averaged Navier-Stokes equations are employed in the Euler region and

viscous region blocks, whereas large-eddy simulation is employed in the focus region blocks.

Therefore, each block is created with careful consideration of the flow in that region.

The Euler region block is far from the surface and is the least resolved. The height of

this block is set to fully capture the leading-edge oblique shock-wave. The viscous regions

near the surface are well resolved, with ∆y+
w ≤ 1. The exterior and interior (cove) focus

region blocks are highly resolved for large-eddy simulation [  118 ], [  129 ], with a constant grid-

filter of ∆ = 0.5 mm, set by the spanwise grid spacing. In these blocks, the grid spacings,

in inner coordinates, are ∆x+ ≈ 70, ∆y+ ≈ 60, and ∆z+ ≈ 80. These spacings are held
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nearly constant in the zoomed-in portion of the mesh shown in Figure  2.4 but are stretched

downstream of reattachment with a ratio of 1.2. At the edge of the boundary-layer, the scaled

coordinate spacings are ∆x/δcove ≈ 0.05, ∆y/δcove ≈ 0.04, and ∆z/δcove ≈ 0.05. The exterior

focus region block is sized in order to expand and fully capture the downstream reattachment

shock-wave. The Euler region block consists of 51x1001x201 points, the incoming flat-plate

viscous region block consists of 401x201x201 points, the exterior focus region block consists

of 801x801x201 points, and the interior focus region block consists of 401x901x201 points.

The complete mesh comprised 230 million cell-volumes.

Figure 2.4. Multi-block structured three-dimensional computational mesh
used in the NASA wing-elevon-cove computation.

2.2.2 Purdue BAM6QT Experiment and Computation

The Purdue BAM6QT wind tunnel is a high Reynolds number, hypersonic, quiet wind

tunnel located in the Purdue Aerospace Sciences Laboratory (ASL). The BAM6QT wind

tunnel is able to remain quiet at a unit Reynolds number of over 107 per meter and is pri-

marily focused on facilitating transition research [ 130 ], [  131 ]. The BAM6QT is a Ludwieg

tube with a long driver tube connected to a converging-diverging nozzle. Run times aver-

age approximately 5 seconds for quiet Mach 6 flow. The nozzle was designed to minimize

centrifugal instabilities and is polished to a mirror finish to reduce roughness effects [ 130 ].

The BAM6QT wind tunnel can operate at higher stagnation pressures with the bleed-slot

bypass section closed, which allows for versatility of experiments. The range for stagnation
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pressures for the wind tunnel is 150-250 psi, providing unit Reynolds numbers of 107 to

108 m−1. A schematic of the Purdue BAM6QT wind tunnel is provided in Figure  2.5 .

Figure 2.5. Schematic of Purdue Boeing/AFOSR Mach 6 Quiet Wind Tunnel
(BAM6QT) [ 131 ]. Included with permission from the author.

The swept wing-elevon model analyzed for this project was designed by Carson Lay,

of Purdue University. Ongoing experiments for this swept wing-elevon model are being

conducted in the Purdue BAM6QT wind tunnel. Complementary UTSI experiments are

also currently ongoing in the TALon Mach 4 Ludwieg tube. However, experimental data are

limited at this time. A three-dimensional perspective of the model is provided in Figure  2.6 .

The model is identical for both wind tunnel experiments, however the UTSI model is twice the

size of the Purdue model. Dimensions listed hereafter refer to the Purdue model. The model

consists of a three-dimensional swept-wing, with an elevon attached to the trailing-edge.

The elevon is deflected 12 deg. Between the wing and elevon are three gap regions, which

include the primary cove region and two additional side gaps. In experiments, the swept

wing-elevon model was placed on the ceiling of the Purdue BAM6QT wind tunnel, which

acts as a representative fuselage. This surrounding surface is included in the computation.

The ceiling of the wind tunnel is represented by a 0.66 m flat plate so that the boundary-

layer can grow to match the corresponding wind tunnel displacement thickness, δ∗ = 5.8 mm,

at the beginning of the model. The wing has a constant sweep of 25 deg from the z-axis. The

airfoil cross-section of the wing consists of two straight ramped sections connected by a flat

section. The airfoil is symmetric about its chord line. Due to the swept leading-edge, the

chord lengths of the airfoil cross-sections decrease from the root to the tip. The root cord

length of the swept wing-elevon model is 0.423 m, the centerline chord length is 0.379 m,
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and the tip chord length is 0.334 m. The chord length of the elevon alone is 0.1 m and is

constant. The elevon is also symmetric about its chord line. The span of the wing is 0.19 m

and the span of the elevon is 0.135 m. The cove region and the side gaps consist of constant-

length regions between the wing and elevon of 2.52 mm. The cove region is created by two

concentric circles about a center of rotation, located in the cylindrical elevon’s leading-edge

(x, y) = (0.3275, 0) m. The radius of curvature of the concave wing-cove surface is 8.15 mm.

The radius of curvature of the convex elevon-cove surface is 5.63 mm. The radii of the blunt

leading-edge of the wing and the trailing-edges of the wing and elevon are D = 425 µm.

Figure 2.6. Three-dimensional perspective of the Purdue swept wing-elevon-
cove surface model and the surrounding wind tunnel surface.

For the Purdue BAM6QT wind tunnel, the flow conditions correspond to fully turbulent,

hypersonic, high Reynolds number flow, at zero angle of attack. Freestream conditions,

and selected properties, are provided in Table  2.2 . The total number of iterations was

200,000, at a time-step of ∆t = 1 × 10−7 s, resulting in a simulated time of 20 ms. All

data were averaged over the computational time. No periodic boundary conditions were

used, and all freestream boundaries used modified Riemann invariant conditions. Surfaces

used isothermal wall boundary conditions, set to Tw = 293.15 K. This wall temperature
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matches the approximate experimental value for non-sequential runs. Computational data

were collected for the entire flowfield and for all surfaces. The computational resources were

provided by the U.S. Navy HPC cluster Narwhal. Narwhal uses 2.6-GHz AMD Epyc 7H12

processors, which have 64 cores per CPU, with 2 CPUs per node. The computation employed

50 nodes, for a total of 6400 cores, taking roughly 150 hours to run to completion.

Table 2.2. Freestream, boundary-layer, and selected properties for the Purdue
BAM6QT wing-elevon-cove experiment and computation.

Parameter Value
M∞ 6
To,∞ (K) 433
Po,∞ (kPa) 1034
u∞ (m/s) 874
Re∞ (m−1) 1.1 × 107

Rex,cove 3.5 × 106

δcove (mm) 15.6
α (deg) 0
δf (deg) 12

The primary mesh for this project is provided in Figure  2.7 . The surface model was made

to exactly represent the physical model used in experiments, unlike the spanwise idealization

employed in the UTSI TALon computation. This configuration is complex and hard to mesh

with completely structured blocks. Thus, the mesh was created with the use of T-Rex hybrid

unstructured meshing, allowing for high levels of resolution where needed. T-Rex hybrid

unstructured meshing incorporates structured meshing near surfaces and allows for higher

fidelity results for wall-bounded flows compared to pure unstructured meshing [ 132 ]–[ 134 ].

The unstructured solving algorithm used was voxel, which attempts to produce isotropic cube

cells in the freestream to improve the computational fidelity [ 135 ], [ 136 ]. On all surfaces,

the near-wall grid is highly resolved, with ∆y+
w ≤ 1. However, due to the complicated

structure of this model near the deflected elevon, grid spacing is not held constant, which

may have affected the improved detached-eddy simulation numerical fidelity. Unfortunately,

due to mesh size limitations in KCFD, further refinement was not possible. Grid spacings,
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in inner coordinates, for the focus regions ranged ∆x+ ≈ 50 − 200, ∆y+ ≈ 80 − 160, and

∆z+ ≈ 70 − 300. The unstructured computational mesh comprised 250 million cell-volumes.

The improved delayed detached-eddy simulation was unable to resolve significant un-

steadiness in the shock-wave/boundary-layer interaction at the cove juncture. To facilitate

an unsteady computation, a parametric sweep was done by modifying various geometric

parameters. The results of this parametric sweep predicted a Reynolds number dependence

for the onset of unsteadiness in the cove region. Improved delayed detached-eddy simulation

generally requires flow instabilities to produce unsteadiness in the computation due to the

lack of resolved turbulence in the upstream boundary-layer [ 113 ]–[ 117 ]. Modified compu-

tations with stronger shock-wave/boundary-layer interactions, or significantly higher cove

Reynolds numbers, Recove, successfully produced unsteady shock-wave/boundary-layer in-

teractions. Despite having a large freestream Reynolds number of Re = 1.1 × 107 m−1, this

wing-elevon-cove configuration has the lowest Görtler number, G = 1.5, and cove Reynolds

number, Recove = 6 × 106, of all three computations. Therefore, the onset of the unsteadi-

ness in this computation may be linked to the Görtler number and the centrifugal instability.

While several of these computational modifications produced significant flow unsteadiness,

the required configurations were unobtainable in the Purdue BAM6QT wind tunnel. The

goal of this research involved collaborative efforts with the Purdue ASL experimental team,

and for this reason, the experimental conditions and model were used in the computation.

2.2.3 UTSI TALon Experiment and Computation

The UTSI TALon Mach 4 Ludwieg tube flow conditions were used for the final project

of the three. The UTSI experiments, however, are currently still in progress and there are

no corresponding experimental data included in this dissertation. The tunnel has a two-

dimensional planar nozzle with a relatively large test section, sized 24 in by 24 in by 72 in.

The UTSI TALon facility was built with the intention to bridge the gap between foundational

research facilities and large-scale facilities. This relatively new facility was designed to include

a plethora of optical diagnostic techniques, including schlieren imaging, pressure sensitive

paint, laser differential interferometry, and particle image velocimetry [  137 ]. The Mach 4
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Figure 2.7. Color-coded perspectives of the three-dimensional unstructured
mesh used in the Purdue BAM6QT wing-elevon-cove computation.
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Ludwieg tube can run for approximately 100 ms. The flow is driven by a 150 psi driver tube,

and the unit Reynolds number range is Re = 106 to 107 m−1. The overall layout of the UTSI

TALon Mach 4 Ludwieg tube, with included components, is provided in Figure  2.8 .

Figure 2.8. The Tennessee Aerothermodynamics Laboratory (TALon) Mach
4 Ludwieg tube [ 137 ]. Included with permission from the author.

To moderate the computational cost of the simulation, the Purdue swept wing-elevon-

cove model was idealized in the span, omitting the side gap regions and the surrounding

wind tunnel surface. The centerline cross-section of the scaled model was symmetrically

extruded in the span to allow for flow three-dimensionality; however, the leading-edge sweep

of the model was not included. This reduction of the computational domain allows for more

precise meshing and data collection compared to the unstructured T-Rex hybrid meshing

used for the Purdue BAM6QT computation. The scaled wing-elevon-cove model is provided

in Figure  2.9 , with the dimensions of the model included. This model consists of the centerline

portion of the full model displayed in Figure  2.6 . The wing is 0.658 m long, the cove is 6 mm

in length, the elevon is 0.188 m long, the airfoil thickness is 0.04 m, and the span of the

domain is 0.05 m. For reference, the span of the full scaled model elevon is 0.27 m, and the

computation modeled roughly 20% of this span.

For the TALon wind tunnel experiment and computation, the flow conditions correspond

to fully turbulent, Mach 4, high Reynolds number flow, at zero angle of attack. The elevon

deflection for this configuration is also 12 deg. The UTSI TALon wind tunnel produces
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Figure 2.9. Three-dimensional perspective of the scaled wing-elevon-cove
model, with included dimensions, used in the UTSI TALon computation.

higher freestream, and cove, Reynolds numbers compared to the Purdue BAM6QT wind

tunnel. This facilitated the onset of unsteadiness in the shock-wave/boundary-layer inter-

action, which allowed for the characterization of the unsteady flowfield. The freestream

conditions, and selected properties, are provided in Table  2.3 . This computation utilized

periodic boundary conditions and primarily focused on the centerline flow. Surface bound-

ary conditions were no-slip isothermal surfaces, set to Tw = 293.15 K. The time-step was

∆t = 1 × 10−7 s. The total number of iterations was 200,000, with 3 subiterations, corre-

sponding to 20 ms of physical time. Unsteady data were collected for the complete flowfield,

in two-dimensional planes, for all surfaces, and in various individual locations in the domain.

The entire flowfield was sampled at a frequency of fs = 500 Hz. Unsteady two-dimensional

planes were taken more frequently, at a sampling frequency of fs = 10 kHz. All other data,

such as surface aerothermodynamic loading and fluctuations at specified flowfield locations,

were taken at every time step, or at a sampling frequency of fs = 10 MHz. The compu-

tational resources were provided by the U.S. AFRL HPC cluster Warhawk. Warhawk uses

AMD EPYC 7H12 processors clocked at 2.3 GHz, which have 64 cores per CPU, with 2

CPUs per node. The computation employed 75 nodes, for a total of 9600 cores, taking

roughly 300 hours to obtain statistical significance.

Selected views of the computational mesh are provided in Figure  2.10 . This figure depicts

the wing-elevon-cove centerline mesh, as well as the homogeneous spanwise grid spacing. This

mesh was constructed in a fully structured manner, which facilitated precise meshing and

data collection. As with the other two computations, the near-wall resolutions are high, with

∆y+
w ≤ 1. The exterior and interior (cove) focus regions are sufficiently resolved for large-
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Table 2.3. Freestream, boundary-layer, and selected properties for the UTSI
TALon wing-elevon-cove experiment and computation.

Parameter Value
M∞ 4
To,∞ (K) 295
Po,∞ (kPa) 483
u∞ (m/s) 672
Re∞ (m−1) 1.9 × 107

Rex,cove 1.14 × 107

δcove (mm) 30
α (deg) 0
δf (deg) 12

eddy simulation. In these regions, the grid spacings, in inner coordinates, are ∆x+ ≈ 50

and ∆y+ ≈ 50. The spanwise mesh is homogenous and contains a constant grid spacing, in

inner coordinates, of ∆z+ ≈ 60. These spacings are held constant along the model length,

allowing for the sustainment of turbulence. The complete mesh comprised 250 million cells.

Figure 2.10. Planar perspectives of the computational mesh used in the UTSI
TALon computation, including the span (left) and the local cove (right).
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3. NASA WING-ELEVON-COVE

This chapter provides the computational results for the first wing-elevon-cove project. This

study used a model and freestream flow conditions corresponding to the NASA experiments

performed by Devekis and Bartlett [  42 ]. The initial research goal was to assess the fidelity of

our computational tools by simulating the hypersonic wing-elevon-cove flows studied in these

experiments. After acceptable agreement to the experimental results was obtained, the next

research goal was to expand on the published work. The NASA experiments focused on time-

averaged aerothermodynamic surface loading and did not publish flowfield visualizations or

conduct statistical analysis. Consequently, this project aimed to expand on these two areas.

One set of the NASA experimental test configurations was used for the computation. The

freestream conditions for this test correspond to fully turbulent hypersonic flow, at a high

unit Reynolds number of Re = 4.29×106 m−1. The angle of attack for this test was −12 deg

and the elevon deflection was 15 deg. Relevant parameters can be found in Table  2.1 . The

computational model used was improved delayed detached-eddy simulation, which provides

high fidelity results in focus regions and allows for accurate characterization of the unsteady

flowfield. To facilitate comparison with the experiment, the cross-sectional geometry was

identical to the NASA experimental wing-elevon-cove model. The computational domain,

however, only included a portion of the full experimental span. The total span length for the

experimental model and the computational domain were 1.05 m and 0.1512 m, respectively.

A diagram of the three-dimensional wing-elevon-cove configuration is provided in Figure  3.1 .

In this figure, the computational domain is highlighted and the dimensions for the wing-

elevon-cove model are included. The chord lengths of the wing and elevon were 1.24 m and

0.69 m, respectively. The length of the cove, i.e., the distance between the interior wing and

elevon surfaces, was 12.7 mm. A two-dimensional schematic of the local cove region was

previously provided in Figure  2.3 .

This computation utilized periodic boundary conditions on each side of the domain.

In Figure  3.1 , the flow enters the domain on the left and exits the domain on the right

through modified Riemann invariant boundary conditions. The leading-edge of the wing is

numerically sharp. The outlet cove boundary condition was a subsonic pressure outlet set
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Figure 3.1. Schematic of the three-dimensional wing-elevon-cove model. The
computational domain is highlighted as a portion of the experimental domain.

to Pe = 1900 Pa. The wall boundary conditions were no-slip isothermal surfaces, set to

Tw = 293.15 K. The mesh used in the computation was constructed by a combination of

several structured block-domains. The total mesh cell-volume count was 230 million. All

surface boundaries have ∆y+
w ≤ 1. The inner coordinate grid spacings in the focus region are

∆x+ ≈ 70, ∆y+ ≈ 60, and ∆z+ ≈ 80. A diagram of the computational mesh can be found

in Figure  2.4 . The total time simulated was 15 ms, and the time-step was ∆t = 1 × 10−7 s.

Unsteady data collection included the complete flowfield and unsteady planar extraction,

as well as surface loading and other flowfield time-series data output. The entire flowfield

dataset was sampled at a frequency of fs = 500 Hz. Unsteady two-dimensional planes were

taken more frequently at a sampling frequency of fs = 10 kHz. All other data, such as

surface loading and fluctuations at specified flowfield locations, were taken at every time

step, or at a sampling frequency of fs = 10 MHz.

A large part of the data analysis focused on the unsteady fluctuations in the flow. The

low-frequency behavior of the shock-wave/boundary-layer interaction was primarily investi-

gated. Flowfield visualization and resultant aerothermodynamic loading are also provided

for further context. Collectively, the research presented here attempts to provide an accu-

rate characterization of the hypersonic flowfield. The order of the data presentation for this

project follows flow visualization, aerothermodynamic loading, and statistical analysis. The
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final section is a discussion of the work presented in this chapter. These results have been

previously published and the full papers can be found in the references [ 138 ]–[ 140 ].

3.1 Flow Visualization

Flow visualizations of the time-averaged and unsteady fluctuating flowfields are provided

and discussed in this section. The streamwise mean flow structure at the cove juncture is

displayed with temperature, velocity, and density gradient magnitude contours. These figures

provide the general mean flow characteristics. The unsteady shock-wave/boundary-layer

interaction at the cove juncture is depicted with instantaneous density gradient magnitude

contours at various computational times. The three-dimensional unsteady turbulent flowfield

is visualized through constant Q-Criterion iso-surfaces and a spanwise vorticity magnitude

contour. These visualizations provide further context to the resultant aerothermodynamic

loading and the unsteady flow statistics.

The freestream inflow is at a −12 deg angle of attack relative to the wing-elevon-cove

model. At the numerically sharp leading-edge of the wing surface, an oblique shock-wave

forms due to the difference in flow angle. The boundary-layer develops along the wing surface

and separates at the wing’s trailing-edge. There is a shock-wave/boundary-layer interaction

in this region caused by the boundary-layer separation and downstream 15 deg elevon de-

flection. A time-averaged contour at the cove of non-dimensional temperature, T/To,∞, is

provided in Figure  3.2 . The contour is a two-dimensional planar extract taken at the center-

line, z = 0 m. This figure depicts several characteristic mean flow phenomena in this region.

There is an expansion-fan, a reattachment shock, and a redeveloping boundary-layer on the

elevon surface. The boundary-layer ingestion into the cove and the region of high temper-

ature at the shock-front are depicted here. The reattachment shock creates an exceedingly

high temperature of 1400 K, which is equal to 0.60To,∞. Reported experimental cove temper-

atures reached 0.5To,∞ near the cove entrance. There is a localized low temperature region

inside of the cove attributed to a small secondary separation vortex. Temperatures inside of

the cove reach a near-constant equilibrium value of 900 K, or 0.39To,∞. The experimental

values were similar in magnitude, equal to 0.37To,∞.
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Figure 3.2. Contour of time-averaged non-dimensional temperature, T/To,∞,
at the cove. Centerline, z = 0 m, planar extract.

The centerline, z = 0 m, flow structure at the local cove juncture is displayed in Fig-

ure  3.3 . This figure is a contour of time-averaged non-dimensional velocity, u/u∞. The

sectional streamlines provide added visualization of the mean flowfield in this region. Some

of the flow phenomena depicted in this figure include boundary-layer separation and reattach-

ment, a separated shear-layer, flow recirculation, and cove flow entrainment. The upstream

boundary-layer immediately separates at the edge of the wing main element and creates a

shear-layer that expands and reattaches downstream. Flow is entrained between the sepa-

ration vortex and the elevon surface. The external boundary-layer is forced to turn, first

expanding, and then compressing, creating a region of shock-wave/boundary-layer interac-

tion. At reattachment, the external boundary-layer redevelops along the elevon surface and

exits through the outflow boundary. Flow beneath the external boundary-layer is entrained

into the separation vortex or into the cove. The region of divergent streamlines near the

elevon surface, separating the entrained cove flow and the external boundary-layer, corre-
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sponds to the mean boundary-layer reattachment position. Flow through the cove is mostly

subsonic and exits out of the pressure boundary at freestream pressure.

Figure 3.3. Contour of time-averaged non-dimensional velocity, u/u∞, at the
local cove juncture. Centerline, z = 0 m, planar extract. Sectional streamlines
are included to depict flow structure.

Time-averaged density gradients can be used to depict the mean structure of the shock-

wave/boundary-layer interaction. For instance, at the cove juncture, there are several regions

of high density gradients, such as the shock-wave and the expansion-fan. A contour of time-

averaged density gradient magnitude, |∇ρ|, is provided in Figure  3.4 , for the local cove

juncture. The contour is a two-dimensional planar extract taken at the centerline, z = 0 m.

The banded contour-color scaling is exponential to provide the full range of density gradients

present. This figure depicts the mean expansion-fan region at the edge of the main wing

element, the mean reattachment shock-wave, the mean shear-layer, and the mean shear-

layer/shock-wave impingement location. Due to the time-averaging in this figure, which

averages out the unsteady fluctuations, the characteristic unsteady behavior of the flow in

this region is not depicted. However, this figure provides a useful reference for the mean flow

structure of the shock-wave/boundary-layer interaction.
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Figure 3.4. Contour of time-averaged density gradient magnitude, |∇ρ|, at
the local cove juncture. Centerline, z = 0 m, planar extract.

3.1.1 Instantaneous Flow

To visualize the chaotic unsteady flow at the cove juncture, density gradient magnitude

contours are employed again in Figure  3.5 . This figure provides four instantaneous planar

extracts taken at the centerline, z = 0 m. The time difference between each frame is

∆t = 0.05 ms, and the first frame starts at a computational time of t = 6.5 ms. The red

marker, i′, corresponds to the shear-layer/shock-wave impingement location. The blue and

yellows markers, i′′ and i′′′, correspond to distortions in the shock-wave.

In the first frame, Figure  3.5a , important flow phenomena such as the shear-layer, the

shock-wave, and the shear-layer/shock-wave impingement are visible. The structure of the

shock-wave/boundary-layer interaction here is similar to the mean structure shown in Fig-

ure  3.4 . The marker i′ provides the location of the shear-layer/shock-wave impingement

location. There are no major distortions present in the shear-layer or the shock-wave. How-

ever, the chaotic entrained flow inside of the cove is depicted through the turbulent mixing
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of eddies. After ∆t = 0.05 ms, in Figure  3.5b , a distortion in the shock-wave is shown in the

region between i′ and i′′. The shear-layer/shock-wave impingement location and the shock-

front have shifted slightly upstream. Flow entrainment into the separation vortex and the

cove is visible in this frame. The propagation of large coherent turbulent structures can be

seen in the redeveloping boundary-layer. The next instantaneous frame, Figure  3.5c , depicts

the shear-layer flapping motion as the shear-layer is forced downward to the elevon surface.

The shear-layer/shock-wave impingement follows this movement. This motion displaces the

shock-front downward, producing a large distortion in the shock-wave. The creation of co-

herent turbulent structures is seen in this region, which propagate downstream in the next

frame. The shock-wave distortion also propagates downstream, as seen in Figure  3.5d . The

portion of the shock-wave which is distorted now ranges between i′′ and i′′′, spanning over

40 mm. The shear-layer/shock-wave impingement and the shock-front remain close to the

elevon surface and near the mean reattachment location.

Collectively, the unsteady behavior displayed in Figure  3.5 highlights the chaotic turbu-

lent nature of the flow in this region. The shock-wave/boundary-layer interaction system

produces high levels of unsteadiness and will be shown, in the next section, to exhibit low-

frequency coherent movement. This behavior is the primary interest for this research, as

outlined in the introduction, due its importance for hypersonic flight vehicle design.

Visualization of the three-dimensional instantaneous flowfield can provide further con-

text to this unsteadiness. Specifically, Q-Criterion iso-surfaces facilitate the detection and

visualization of vortex structures [  141 ]. Therefore, Q-Criterion iso-surfaces are employed

in Figure  3.6 to visualize the three-dimensional turbulence. In this figure, iso-surfaces are

contour-colored by velocity magnitude, |V |. The chaotic turbulent environment is depicted

here, where the shock-wave/boundary-layer interaction region is highlighted and enlarged.

Turbulent eddies inside of the cove dissipate through the cove and exit out of the pressure

outlet. The turbulent structures of the separated shear-layer, redeveloping boundary-layer,

and cove flow entrainment region are all visible in the enlarged frame. These turbulent

structures originate in this region, due the natural centrifugal instability, and propagate

downstream. There is an elongation of the structures that is seen, which is exacerbated by

the grid stretching downstream of the shock-wave/boundary-layer interaction.
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(a) t = 6.5 ms. (b) t = 6.55 ms.

(c) t = 6.6 ms. (d) t = 6.65 ms.

Figure 3.5. Instantaneous density gradient magnitude contours at the wing-
elevon juncture centerline, z = 0 m. The marker i′ corresponds to shock
impingement. The markers i′′ and i′′′ correspond to shock distortions.

Coherent vortex structures in turbulent flows can form due to flow instabilities, such as

the Kelvin-Helmholtz instability in separated shear-layers [ 75 ], [ 76 ], [ 80 ], [ 142 ] or the Görtler

centrifugal instability [  87 ], [  90 ], [  143 ], [  144 ]. Görtler vortices comprise periodic counter-

rotating vortices produced by the centrifugal instabilities in the boundary-layer. Importantly,

Görtler vortices in hypersonic flows are associated with exceedingly high surface heat flux
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Figure 3.6. Instantaneous Q-Criterion iso-surfaces contour-colored by veloc-
ity magnitude, |V |. An enlarged frame of the local cove juncture is included.

rates and the development of non-homogenous surface streak formations. These structures

are produced in this flow as a result of the large concave streamline curvature present. The

streamline curvature in the shock-wave/boundary-layer interaction is caused by the deflected

elevon surface. There is also large streamline curvature produced as the flow is entrained

into the cove. The average Görtler number associated with the streamline curvature at

reattachment is Gret = 6.4. The average Görtler number associated with the flow entrainment

streamline curvature is Gent = 8.2. The average spacing between adjacent vortices, λ, is

approximately equal to δcove. The average growth rate, which can be approximated with the

ratio between heat flux at boundary-layer reattachment and separation, is σ = 2.2.

Görtler vortices were observed to originate in shock-wave/boundary-layer interaction

region and propagate downstream of reattachment. These structures exist within the rede-

veloping boundary-layer and are visualized with a planar extract in Figure  3.7 . This figure

displays an instantaneous vorticity magnitude contour, |ω|. The two-dimensional extraction

plane is highlighted for reference in the top-left corner. This plane cuts through the elevon

center of rotation, located at (x, y) = (0.228, −0.387) m, and is normal to the elevon surface.
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The surface-normal distance, yn, and spanwise distance, z, are non-dimensionalized by the

boundary-layer thickness at the reference location, δcove. One coherent Görtler vortex is

visualized in an enlarged frame, which includes sectional streamlines to display the counter-

rotating structure. The dividing region between the high and low vorticity represents the

local boundary-layer thickness. The regions of maximum vorticity indicate the formation of

the counter-rotating vortices, which are clearly displayed in Figure  3.7 . This figure depicts

the local structure of the Görtler vortices in the redeveloping boundary-layer. However,

there is unsteadiness in the size, number, and spacings of Görtler vortices present at any

computational time. For example, during the distortions of the reattachment shock-wave,

shown in Figure  3.5 , the local boundary-layer thickness varies, which proportionally affects

the size of the structures. As the flow moves from reattachment to downstream, these struc-

tures become larger and eventually dissipate. This behavior is aligned with the elongation

of the vortical structures seen in Figure  3.6 . The appearance of these structures displays

the three-dimensionality of the flow downstream of reattachment. The resultant heat flux

streaks discussed in the following section are also attributed to these structures.

Figure 3.7. Instantaneous contour of vorticity magnitude, |ω|, with the pla-
nar extraction location highlighted. An enlarged frame of one Görtler vortex,
with sectional streamlines, is included.
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3.2 Aerothermodynamic Loading

The resultant time-averaged aerothermodynamic loading is visualized and discussed in

this section. The published experimental results include centerline pressure and heat flux

data on the edge of the main wing element surface, the elevon surface, and the interior

cove surfaces. To match the experimental notation, surface pressure and heat flux results

were non-dimensionalized by reference values. These values were obtained on the wing

surface, located 25.4 mm upstream of the configuration’s coordinate system origin. Both the

computational and experimental configuration’s coordinate system have the origin located

at (x, y, z) = (0, 0, 0) m. This origin is located at the junction of the flat portion of the wing

and the curved edge of the main wing element, which is immediately prior the wing-elevon

juncture. Reference surface pressure on the upstream wing is Pref = 10.16 kPa and reference

surface heat flux is q̇ref = 205 kW/m2. The experimental reference values were 10.3 kPa and

193 kW/m2, respectively.

The three-dimensional time-averaged surface heat flux, q̇, is provided in Figure  3.8 . Sur-

face streaks, which are associated with Görtler-type vortices, exist on the elevon surface

downstream of reattachment. Numerous hypersonic compression ramp studies have observed

these streaks [ 49 ], [ 73 ], [ 74 ], [  90 ], [  143 ], [  145 ]. These streaks are comprised of alternating

regions of high and low heat flux. The coherent line of reattachment can be seen with a

region of high aerothermal loading on the elevon surface. The heat flux reaches a local

maximum at reattachment and decreases significantly afterward. The heat flux gradually

rises downstream along the elevon and eventually asymptotes. Far enough downstream, the

spanwise streaks coalesce and surface variables become constant in the spanwise direction.

The three-dimensional time-averaged surface skin friction, Cfx, is provided in Figure  3.9 .

In this figure, the values of skin friction below zero are blanked out in order to show reverse

flow directions and the line of reattachment. The skin friction at the edge of the main

wing element, where the boundary-layer separates, is large. At reattachment, there is a

coherent line of Cf = 0, which is symmetric in the span. Despite this, the downstream

surface loading display non-homogenous spanwise distributions. After reattachment, there

is a gradual rise in skin friction from reattachment to downstream. The hypersonic streaks
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Figure 3.8. Three-dimensional time-averaged visualization of the surface heat
flux, q̇, non-dimensionalized by the reference value, q̇ref.

seen in the previous figure are also visible here. The reversed flow inside of the cove, caused

by the secondary separation vortex, can be seen with positive skin friction upstream of

reattachment. Similarly, as the flow turns to exit through the cove pressure outlet, the skin

friction becomes positive.

The time-averaged centerline interior wing surface pressure and heat flux are plotted

and compared with experimental data in Figure  3.10a . Tabulated experimental data were

provided by the experimental study with a distance variable, s, which represents a natural

coordinate, i.e., running length along the interior wing surface and the interior and exterior

elevon surface. To match this notation, the same natural coordinate was used. For the

interior wing surface, this coordinate was measured from the reference point moving into the

cove region. The aerothermodynamic loading in the cove region is relatively constant, with

non-dimensional surface pressure and heat flux of P/Pref = 0.1 and q̇/q̇ref = 0.2, respectively.

Inside of the cove, the predicted surface pressure agreed well with the experiment and was

within 5-10% of experimental data. The surface heat flux also agreed well and was within

5-30% of experimental data. The data points with the highest discrepancy in heat flux occur
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Figure 3.9. Three-dimensional time-averaged visualization of the surface skin
friction, Cfx. Values below zero are blanked out.

where the heat flux values change rapidly, which may have affected the reported experimental

values due to the spatial averaging of probes.

The time-averaged centerline surface pressure and heat flux on the interior/exterior elevon

surface are compared in Figure  3.10b . However, the focus of this plot is on the exterior elevon

surface data. For the elevon surface, the natural coordinate is measured moving outward of

the cove. The starting reference point is located at the closest surface point parallel to the

center of rotation, which is located at (x, y) = (0.228, −0.387) m. On the interior elevon

surface, the computational data showed reasonable agreement with experimental data. The

initial sharp rise in surface variable data at s = 0.2 m is attributed to the mean reattach-

ment location. The mean reattachment location was overpredicted by roughly 15 mm. The

aerothermodynamic loading at reattachment is a local maximum, with non-dimensional sur-

face pressure and heat flux values of P/Pref = 3 and q̇/q̇ref = 2.2, respectively. These values

were predicted within 5%-10% of the experimental data, showing excellent agreement. Both

surface pressure and heat flux eventually reach asymptotic values far downstream of the

interaction. The downstream values of non-dimensional surface pressure and heat flux val-

70



ues of P/Pref = 3.5 and q̇/q̇ref = 2.8, respectively. On average, the pressure and heat flux

computational data were computed within 5-20% of the experimental data.

(a) Interior wing surface. (b) Interior and exterior elevon surface.

Figure 3.10. Centerline, z = 0 m, time-averaged heat flux, q̇, and pressure,
P , non-dimensionalized by reference values, q̇ref and Pref, obtained 25.4 mm
upstream of the origin. Experimental data [  42 ] included for comparison.

3.3 Statistical Analysis

The primary research goal of this project was to analyze and characterize the unsteady

hypersonic flowfield. Therefore, a large portion of the work revolved around statistical

analysis of the unsteady fluctuations in the flow. This section provides these analyses and

a discussion of the statistics. The statistical analyses that were done include calculations of

space-time correlations, power spectral densities, and coherence. The calculations of these

statistical quantities were previously defined in (  2.28 )-( 2.32 ). This section is presented in

two separate parts. The first portion provides the unsteady shock-wave/boundary-layer

interaction flow statistics and analyses, and the second portion provides similar analyses for

the intermittent wall pressure fluctuations.
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The time-series data in this section were obtained with a constant sampling frequency of

fs = 10 MHz. This value corresponds to a sample at every computational time step. Time-

averaging and data statistics were done after an initial period of 3 ms to avoid including

transient phenomena in the data collection. Therefore, each time-series contains computa-

tional data up to 12 ms. Zero-mean, weakly-stationary signals are required for statistical

analysis. Consequently, mean values are removed from all time-series data. In addition, time-

series data are zero-padded to a power of two to facilitate fast Fourier transforms. Power

spectral density calculations were done using Welch’s method and employed a Hamming

window with a segment length of 8192 points and 50% overlap. The transient cut-off time

was taken by examining the time-series data at various locations. A moving-average mean

was calculated for the heat flux near reattachment, q̇ret, and for the reattachment position

time-series, L′
r. The moving average of an example variable, φ, is calculated as

φavg(N∆t) = 1
N

n=N−1∑
n=0

φ(n∆t), (3.1)

where N is an integer, N = 1, 2, 3..., and ∆t is the inverse sampling frequency. Figure  3.11 

provides the moving average over the computational time for the heat flux at reattachment

and for the reattachment position time-series. The initial transient phenomena, where the

flow is evolving from a starting point of freestream conditions, are evident in this figure.

After about 3 ms of time, the value for heat flux appears to asymptote to its mean value,

showing convergence to a statistically steady state.

The reattachment position time-series, L′
r, was created using the location of zero skin fric-

tion on the centerline elevon surface. The mean reattachment position is Lr = 0.02 m. This

time-series is used in the shock-wave/boundary-layer interaction analyses and is provided in

Figure  3.12 . The displacement from the mean reattachment position, ∆s, is obtained using

the natural coordinate, s, outlined in the previous section. This figure provides an example

of the zero-padded, zero-mean, time-series data, excluding initial transient data, used in the

following analyses.
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Figure 3.11. Moving average of the heat flux at reattachment, q̇ret, and the
unsteady reattachment position, L′

r.

Figure 3.12. Zero-padded, zero-mean, unsteady time-series of reattachment
position, L′

r, excluding initial transient data.

3.3.1 Unsteady Shock-Wave/Boundary-Layer Interaction

The mechanism in which unsteady motion affects the mean flow can be characterized

by the single-point covariance of velocity fluctuations, or resolved Reynolds stress [ 79 ]. The
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resolved Reynolds stress components, u′
iu

′
j, non-dimensionalized by the freestream velocity

squared, u2
∞, are provided in Figure  3.13 for the shock-wave/boundary-layer interaction.

These contours are two-dimensional centerline, z = 0 m, planar slices. The general structure

of the shock-wave/boundary-layer interaction is depicted in these figures. Many of the phe-

nomena observed in the previous sections are visible, such as the shear-layer, the shock-wave,

and the shear-layer/shock-wave impingement.

The shear-layer/shock-wave impingement location strongly contributes to the resolved

Reynolds normal stress, R11, shown in Figure  3.13a . Similarly, the reattachment shock-

wave produces maximum resolved Reynolds normal stress, R22, shown in Figure  3.13b . The

development of the reattaching shear-layer affects both resolved Reynolds Stresses. The

resolved Reynolds normal stress, R33, shown in Figure  3.13c , displays maximum values near

the wing surface where flow accelerates as it is entrained into the cove. The resolved Reynolds

shear stress, R12, shown in Figure  3.13d , displays negative streamwise and vertical velocity

fluctuation correlation, which is characteristic of the turbulent transport by eddies in a shear

flow [ 146 ]–[ 148 ]. Inside of the cove region, a small region of velocity fluctuations is shown to

be positively correlated. This is caused by the aligned orientation of the shear flow moving

into the cove along the elevon surface. All resolved Reynolds stresses display non-zero values

immediately inside of the cove and downstream of reattachment. However, outside of the

shock-wave/boundary-layer interaction region, the resolved Reynolds stresses approach zero.

This could be a factor of the grid stretching, which may have damped out the unsteadiness

in the boundary-layer. The main goal of this project was to evaluate the unsteadiness in the

cove, and thus a trade in resolution was made downstream of reattachment.

The coherent movements in the shock-wave/boundary-layer interaction region correspond

to shear-layer flapping, u′
2, shock-wave oscillation, u′

1, and separation vortex breathing, p′.

The unsteadiness of the shock-wave/boundary-layer interaction can be characterized by these

coupled mechanisms. These shock system components were analyzed with two-point zero

time-delay cross-correlations. Contours of these correlations are provided in Figure  3.14 .

All time-series data for the reference and surrounding signals are taken at the centerline,

z = 0 m, aside from L′
r. The unsteady vertical velocity fluctuations, u′

2, were used to depict

the coherent movement of the shear-layer. The shear-layer correlation reference time-series is
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(a) R11 = u′
1u′

1. (b) R22 = u′
2u′

2.

(c) R33 = u′
3u′

3. (d) R11 = u′
1u′

2.

Figure 3.13. Centerline, z = 0 m, contours of resolved Reynolds stress, u′
iu

′
j,

non-dimensionalized by the freestream velocity squared, u2
∞.

located at (x, y) = (14, −5.1) mm. The unsteady streamwise velocity fluctuations, u′
1, were

used to depict the shock-wave oscillation. The shock-wave correlation reference time-series

is located at (x, y) = (30.1, −4.8) mm. Similarly, the unsteady pressure fluctuations, p′, were

used to analyze separation expansion and contraction. The separation reference time-series
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is located at (x, y) = (9.8, −8.0) mm. Lastly, the reattachment position time-series, L′
r, is

correlated with surrounding vertical velocity fluctuations, u′
2.

The shear-layer correlation contour provided by Figure  3.14a displays a 20 mm region

of high positive correlation ranging 0.7 ≤ R ≤ 0.9. This high correlation indicates that

the majority of the shear-layer moves coherently together. In addition, a region of negative

correlation, ranging −0.1 ≤ R ≤ −0.3, can be seen both near the shock-wave and near

reattachment. The shock-wave correlation contour is provided in Figure  3.14b . Similar to

the shear-layer, this contour depicts the oscillation of the shock-wave through a 10 mm region

of high positive correlation ranging 0.7 ≤ R ≤ 0.9. As expected, the shear-layer displays

negative correlation, indicating the two movements oppose each other. Reattachment can be

identified with a region of negative correlation, R ≥ −0.3. The downstream shock distortion

is seen with a 40 mm region of negative correlation ranging −0.3 ≤ R ≤ −0.1. The separation

vortex correlation contour in Figure  3.14c displays a 10 mm by 10 mm region of high positive

correlation ranging 0.7 ≤ R ≤ 0.9. In addition, a positive correlation of R = 0.3 depicts the

shock-wave structure. Similar to the other correlations, a region of negative correlation is

seen near reattachment. Lastly, the reattachment time-series correlation contour is provided

in Figure  3.14d . The components of the unsteady shock system are depicted and display

small regions of correlation to the reattachment position time-series. In this figure, the

reattachment shock-wave and separation vortex are visible, with a positive correlation of

R = 0.1. The shear-layer/shock-wave impingement location is also visible with a region of

negative correlation of R = −0.1. Collectively, these contours depict the large correlation

within individual shock system components and the coupled nature of the shock system.

Space-time cross-correlations in the shear-layer, the shock-wave, and the primary sepa-

ration vortex were calculated and are provided in Figure  3.15 . Data were obtained at the

centerline, z = 0 m. Time-series data in the shear-layer correspond to vertical velocity fluc-

tuations, u′
2, and were obtained at (x, y) = (14, −5.1) ± (0, 1) mm. The time-series data

in the shock-wave correspond to horizontal velocity fluctuations, u′
1, and were obtained at

(x, y) = (30.1, −4.8) ± (1, 0) mm. Time-series data in the separation vortex correspond to

pressure fluctuations, p′, located at (x, y) = (9.8, −8.0) ± (1, 0) mm. The time-delays of

the cross-correlations are non-dimensionalized by the freestream velocity, u∞, and the spac-
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(a) Shear-layer, u′
2. Ref. (14,−5.1) mm. (b) Shock-wave, u′

1. Ref. (30.1,−4.8) mm.

(c) Separation, p′. Ref. (9.8,−8.0) mm. (d) Reattachment position, L′
r.

Figure 3.14. Zero time-delay cross-correlations in the shock-wave/boundary-
layer interaction. Reference locations are marked with black squares.

ing between data locations, ∆x =
√

(xβ − xα)2 + (yβ − yα)2. The optimal time-delay, at

peak correlation, allows for a convection velocity, Uc, to be approximated. This calculation

determines the speed at which flow information is propagated in separate locations through-

out the shock-wave/boundary-layer interaction region. The convection velocity across the

shear-layer is approximately equal to Uc = 1028 m/s, with a peak correlation of 0.72. The

convection velocity throughout the shock-wave is approximately equal to Uc = 372 m/s, with
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a peak correlation of 0.64. The convection velocity across the primary separation vortex is

approximately equal to Uc = 588 m/s, with a peak correlation of 0.38. All three space-

time cross-correlations oscillate about R = 0 as the dimensionless time-delay, ∆tu∞/∆x,

increases above ±50. Collectively, the non-dimensional convection velocities in the shock-

wave/boundary-layer interaction were Uc/u∞ = 0.50, 0.20, and 0.30 for the shear-layer, the

shock-wave, and the separation vortex, respectively. These convection velocities are notably

lower than those calculated for the elevon surface pressure fluctuations.

Figure 3.15. Space-time cross-correlations for unsteady fluctuations in the
shear-layer, the shock-wave, and the separation vortex.

Spectral analysis of the unsteady fluctuations in the shock-wave/boundary-layer interac-

tion was conducted with power spectral density and coherence calculations. The time-series

data in this region correspond to shear-layer flapping, u′
2, shock-wave oscillation, u′

1, sepa-

ration vortex breathing, p′, and reattachment position movement, L′
r. Aside from L′

r, these

time-series data were obtained on the centerline, z = 0 m, and at (x, y) = (14, −15.1) mm,

(30.1, −4.8) mm, and (9.8, −8.0) mm, respectively.

The power spectral densities, G(f), non-dimensionalized by f/σ2, are provided in a semi-

log plot in Figure  3.16 . The frequency, f , is non-dimensionalized by the reciprocal of the

characteristic frequency, fc = u∞/Lr = 100 kHz. The non-dimensional frequency is defined

as the Strouhal number, St, and the non-dimensional power spectra are premultiplied power
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spectral densities, fG(f)/σ2. This figure provides the power spectra for several important

shock-wave/boundary-layer interaction phenomena. There are distinct low-frequency peaks

for all spectra in the Strouhal number range of 0.02 ≤ St ≤ 0.04. The shock-wave and

reattachment spectra show larger premultiplied power spectra magnitudes in this range. The

separation vortex contains slightly higher frequency content, in the Strouhal number range

of 0.5 ≤ St ≤ 1, compared to the other time-series spectra. The peak spectra magnitudes

for all signals are in the narrow Strouhal number range of 0.08 ≤ St ≤ 0.09. The shock-wave

and separation vortex show a second peak of similar magnitude, at a Strouhal number of

St = 0.12. These frequency ranges are also similar in magnitude to the shock-wave distortions

depicted in Figure  3.5 . The spectra depict similar roll-offs from low-to-high frequencies. After

St = 1, there are only low amounts of high-frequency spectral content displayed.

The spectra here are contained within the range of 0.01 ≤ St ≤ 1, but most of the

spectral energy exists within the low-frequency range of 0.01 ≤ St ≤ 0.1. These frequency

ranges are within many reported shock-motion ranges in the literature. For example, Dolling

and Or analyzed unsteadiness of the shock-wave structure in compression ramp flows [ 149 ].

Experiments were done using Mach 3 flow at a high Reynolds number. Deflections ranging

from 8 deg to 20 deg produced premultiplied power spectra which were contained in the

Strouhal number range of 0.02 ≤ St ≤ 1. Similarly, Priebe and Pino Martín simulated a

24 deg compression ramp at Mach 2.9 in order to analyze the low-frequency unsteadiness

of the shock-wave/boundary-layer interaction [  150 ]. They obtained premultiplied power

spectra, at separation and reattachment, in the Strouhal number range of 0.01 ≤ St ≤ 0.1.

Agostini, et al., analyzed shock reflections on a turbulent boundary-layer and also found

shock-motion in the Strouhal number ranges of 0.1 ≤ St ≤ 1 and 0.03 ≤ St ≤ 0.5 [ 151 ].

Coherence, γ, of time-series data is a useful tool in statistical analysis that provides

insight into the frequency behavior of two signals. Coherence has been calculated using the

unsteady fluctuations in the shock-wave/boundary-layer interaction region. The signals used

in this region once again correspond to shear-layer flapping, u′
2, shock-wave oscillation, u′

1,

separation vortex breathing, p′, and reattachment position movement, L′
r. Coherence can be

used to investigate the influence of other major components of the shock-wave/boundary-

layer interaction on the shock-motion. Therefore, the coherence of the shock-wave signal
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Figure 3.16. Premultiplied power spectral density for the unsteady fluctua-
tions in the shock-wave/boundary-layer interaction. Spectra for reattachment,
L′

r, separation, p′, the shear-layer, u′
2, and the shock-wave, u′

1.

with all other flow signals has been calculated, along with the coherence between separation

and reattachment. These coherence calculations are provided in Figure  3.17 . There is strong

coherence of the shock-wave time-series with the shear-layer and separation signals, in the

Strouhal number range of 0.06 ≤ St ≤ 0.08. There is weaker, but still noticeable, coherence

in the same frequency range between the shock-wave and the separation vortex. There appear

to be similar peaks in the same frequency range of 0.1 ≤ St ≤ 0.4 as well. Signal coherence

at higher frequencies than St = 1 are ignored and assumed to be caused by lack of statistical

convergence. The strong coherence shown for Strouhal numbers between 0.06 ≤ St ≤ 0.08

once again highlights this low-frequency range for this interaction.

3.3.2 Intermittent Surface Loading

Spanwise two-point cross-correlations at zero time-delay were calculated, which determine

the correlation between spanwise time-series data with the centerline, z = 0 m. Shown in

Figure  3.18 , the correlations of spanwise surface pressure fluctuations, p′, are plotted at

various stations. All correlations, by definition, start at R = 1 at the reference location and

drop to lower values at the sides of the domain. Inside of the cove, s1 = 0.18 m, the correlation
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Figure 3.17. Coherence, γ, between the unsteady fluctuations in the shock-
wave/boundary-layer interaction.

coefficient drops to roughly 0.4 by z = ±3.5δcove. These large levels of correlation indicate

that, inside of the cove, the periodic sides are correlated with the centerline. This occurs

because of the coherent low-frequency oscillation of the separated shear-layer across the entire

span. Consequently, this indicates that the computational span may not be sufficiently large.

The width required to decorrelate the sides with the centerline for this region, however, is

likely to be computationally unaffordable and also is unlikely to affect the flowfield behavior

outside of the cove. At reattachment, s2 = 0.2 m, the correlation at the edge of the domain

drops to low levels of R = 0.2. The spanwise distribution is identical at the next downstream

station, s3 = 0.28 m. However, much farther downstream, s4 = 0.43 m, the correlation at

the sides quickly drops to zero, indicating no correlation with the centerline.

Space-time cross-correlations were calculated for each of the four locations, s1, s2, s3,

and s4. These quantities were calculated by using two time-series datasets, α(t) and β(t),

which correspond to pressure fluctuations at separate locations. Each location uses surface

data obtained ±1 mm away from the reference location. The time-delays of the cross-

correlations are non-dimensionalized by the freestream velocity, u∞, and the spacing between

time-series locations, ∆x =
√

(xβ − xα)2 + (yβ − yα)2. Figure  3.19 provides the plots of

the space-time zero time-delay cross-correlations. The general trend in behavior is similar
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Figure 3.18. Spanwise two-point zero time-delay cross-correlations for s1, s2,
s3, and s4. Spanwise stations are correlated with the centerline, z/δcove = 0.

to the space-time cross-correlations shown in Figure  3.15 . Similarly, all cross-correlations

oscillate about R = 0 as the dimensionless time-delay, ∆tu∞/∆x, increases above ±50. The

optimal non-dimensional time-delays for s1, s2, s3, and s4 are ∆tu∞/∆x = 2.85, 1.56, 1.33,

1.22, respectively. Using these optimal time-delays, the convection velocities for s1, s2, s3,

and s4 are Uc/u∞ = 0.35, 0.64, 0.75, and 0.82, respectively. This increase in convection

velocity downstream is consistent with the behavior of similar interactions [  152 ]–[ 154 ]. The

convection velocities in the shock-wave/boundary-layer interaction were Uc/u∞ = 0.50, 0.20,

and 0.30 for the shear-layer, the shock-wave, and the separation vortex, respectively.

The full spectra for elevon surface pressure fluctuations, p′, are provided in Figure  3.20 ,

on the left. The axes are represented by the base-10 log of the Strouhal number, St, and

the position along the elevon surface, s. The contour is colored by the premultiplied power

spectral density. Four different s-locations are extracted and plotted alongside the contour in

semi-log scale, on the right. These positions correspond to the secondary separation vortex

inside the cove, s1, mean reattachment, s2, peak premultiplied power spectral density, s3, and

a downstream station, s4. The energy levels inside of the cove, up until reattachment, depict

similar low-frequency dominated spectra as the shock-wave/boundary-layer interaction. The

secondary separation vortex, s1, shows the lowest peak power spectral density frequency of
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Figure 3.19. Space-time cross-correlations for unsteady surface pressure fluc-
tuations at various downstream elevon surface locations, s1, s2, s3, and s4.

St = 0.07 and has a sharp roll-off, which levels off to non-zero energy at intermediate

frequencies of 0.3 ≤ St ≤ 1. The spectrum at reattachment, s2, shows modal peak power

spectral density magnitudes at frequencies of St = 0.08 and St = 0.16. The spectral content

for this time-series contains equal low, 0.01 ≤ St ≤ 0.1, and intermediate, 0.1 ≤ St ≤ 1,

frequencies. About 80 mm downstream of mean reattachment, s3, the spectrum shifts to

much higher frequencies. The majority of the energy is constrained to 0.2 ≤ St ≤ 2, with a

peak frequency of St = 1. As the boundary-layer redevelops away from the interaction, the

energy content of the spectrum returns to lower frequencies. For instance, the downstream

station, s4, shifts back to lower frequencies, with peak spectral energy at a frequency of

St = 0.3. This high-to-low shift in frequencies, however, is contrary to what is seen in the

computation presented in Chapter 5. As a result, this may have been produced by the

grid-stretching and damping of turbulence far downstream.

Lastly, the coherence, γ, of the wall pressure fluctuations for s1, s2, s3, and s4 are

provided in Figure  3.21 . This figure shows the coherence between wall pressure fluctuations

near reattachment, s2, with wall pressure fluctuations in the cove, s1, and downstream, s3

and s4. There is relatively high coherence found at very low frequencies of St ≤ 0.01. There

are large peaks in coherence in the range of Strouhal numbers between 0.06 ≤ St ≤ 0.08,

83



Figure 3.20. Premultiplied power spectral density of surface pressure fluctu-
ations on the elevon. Contour of the complete power spectra is provided (left),
with individual power spectra for s1, s2, s3, and s4 plotted (right).

further highlighting this frequency range. Additionally, there are noticeable lower frequency

coherence peaks at St = 0.02. As with the previous coherence plot, the numerical noise at

frequencies larger than St = 1 are ignored.

Figure 3.21. Coherence, γ, between the wall pressure time-series data near
reattachment, s2, with those inside the cove, s1, and downstream, s2 and s3.
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3.4 Chapter Discussion

This project focused on the 1978 NASA experimental study conducted by Deveikis and

Bartlett [  42 ]. For this experiment, hypersonic flow was experimentally generated over a

wing-elevon-cove model to simulate the windward surface of a shuttle-type reentry vehicle.

A total of 41 tests were done by Deveikis and Bartlett, focusing on the aerothermodynamic

loading on the interior and exterior wing and elevon surfaces. These experiments only

reported time-averaged aerothermodynamic results and did not publish flow visualizations

or conduct statistical analysis. Thus, an important goal of this work was to explore these

two areas. One of the NASA experimental tests was computed, corresponding to a Mach 6.9

flow at Re = 4.29 × 106 m. The model was set to a −12 deg angle of attack and the elevon

was deflected by 15 deg. The order of the data presentation for this chapter followed flow

visualization, aerothermodynamic loading, and unsteady statistical analysis.

The hypersonic wing-elevon-cove flow was visualized at the centerline, z = 0 m, in the

span, and in three-dimensions. Centerline contours of time-averaged temperature and veloc-

ity, provided in Figure  3.2 and Figure  3.3 , depicted the mean local cove flow structure. In

this region, there is an expansion-fan, a separated shear-layer, a separation vortex, shock-

waves, and cove flow entrainment. There is also a secondary vortex attached to the elevon

surface, which is present in all wing-elevon-cove computations. The unsteadiness of the

shock-wave/boundary-layer interaction was visualized with instantaneous density gradient

magnitude snapshots in Figure  3.5 . The large distortions in the shock-wave, shear-layer,

and redeveloping boundary-layer were displayed. The three-dimensional flowfield was vi-

sualized with Q-Criterion iso-surfaces in Figure  3.6 . The Görtler vortices, which exist in

the redeveloping boundary-layer, were visualized in the spanwise y-z plane in Figure  3.7 .

There are five to eight coherent Görtler vortex structures apparent in the boundary-layer.

Comparison with the experiment was done for the centerline time-averaged heat flux and

pressure, provided in Figure  3.10 . These results show that the mean surface aerothermo-

dynamic loading were predicted reasonably well compared to the experiment. Figure  3.8 

provided a visualization of the resultant time-averaged aerothermodynamic loading. This

figure shows the non-homogenous spanwise heat flux distributions produced as a result of
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the Görtler vortices. There is locally high aerothermal heating found at reattachment, as

well as characteristic heat flux streaks on the downstream elevon surface. These features are

also highlighted in the time-averaged surface skin friction provided in Figure  3.9 .

The last section contained most of the data analysis and focus of the project. These

results were separated into two portions, one focusing on the unsteady fluctuations in the

shock-wave/boundary-layer interaction and the other focusing on the unsteady wall pressure

fluctuations. Single-point covariances of velocity fluctuations, or resolved Reynolds Stresses,

were calculated, and were presented in Figure  3.13 . Contours of these values highlight

important flow features such as regions of strong unsteadiness. The primary regions high-

lighted in these figures are the shock-wave, the shear-layer, and the shear-layer/shock-wave

impingement. The coupled nature of the shock system was investigated with zero time-delay

cross-correlations for the shock system signals. These correlations were shown in Figure  3.14 

and displayed strong correlation regions for each of the signals. These correlation regions also

depicted the distinct structure of the shock system with positive and negative correlations. In

addition, space-time correlations were calculated to determine approximate convection veloc-

ities, Uc. These space-time cross-correlations were provided in Figure  3.15 and Figure  3.19 .

The convection velocities in the shock-wave/boundary-layer interaction were Uc/u∞ = 0.50,

0.20, and 0.30 for the shear-layer, the separation vortex, and the shock-wave, respectively.

The convection velocities along the elevon ranged 0.35 ≤ Uc/u∞ ≤ 0.82.

The power spectra for signals in the shock-wave/boundary-layer interaction region was

investigated to detect low-frequency behavior that is often found in these interactions [ 151 ],

[ 155 ]–[ 157 ]. The signals in the shock region were windowed in order to pick up the primary

frequency ranges. The premultiplied power spectral densities for the unsteady reattachment

position, the separation contraction and expansion, the shear-layer flapping, and the shock-

wave oscillation were provided in Figure  3.16 . The characteristic frequency for this flow was

fc = 100 kHz. Most of the energy in the shock-wave/boundary-layer interaction spectra

was contained within the Strouhal number range of 0.02 ≤ St ≤ 1, which correspond to

dimensional frequencies equal to 2 ≤ f ≤ 100 kHz. These frequency ranges have been

reported for similar shock-wave/boundary-layer interactions [ 149 ]–[ 151 ], [ 158 ], [ 159 ]. These

frequency ranges are also similar to the instantaneous shock-wave distortions depicted in
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Figure  3.5 . There exists strong coherence between the signals in the shock system with the

shock-motion, shown in Figure  3.17 . These coherences peak in the Strouhal number range

of 0.01 ≤ St ≤ 0.1.

The power spectra for the intermittent wall pressure signals along the elevon provide the

complete wall frequency behavior for this flow. These spectra were provided in Figure  3.20 .

This figure plots the spectra for Strouhal numbers ranging 0.01 ≤ St ≤ 3. There exists

low-frequency behavior inside of the cove region due to the entrainment of flow through the

unsteady mechanisms of the shock system. There is a distinct shift from low-to-high frequen-

cies at reattachment. This shift is also produced by the low-frequency shock-wave/boundary-

layer interaction, corresponding to frequencies in the range of 0.2 ≤ St ≤ 1. After reattach-

ment, there is a shift from high-to-low frequencies. It is unknown if this behavior is affected

by the damping of turbulence on the less-resolved stretched grid in this region. In the com-

putation presented in Chapter 5, where high resolution was withheld for the entire model,

there is a shift to higher frequencies down the elevon surface; this is commonly seen down-

stream of these interactions [  54 ], [ 58 ], [ 90 ], [ 143 ], [ 144 ], [ 158 ]. There is strong coherence for

the elevon between downstream stations and the upstream flow, shown with the coherence

plots in Figure  3.21 . There is peak coherence at the Strouhal number of St = 0.08.

The results of this project suggest that improved delayed detached-eddy simulation can

be a valuable tool for analysis of hypersonic wing-elevon-cove flows. This project attempted

to expand the research done by Deveikis and Bartlett and focused on the low-frequency

unsteady shock-wave/boundary-layer interaction. It is important to thoroughly characterize

the unsteadiness of these interactions. For instance, the low-frequency oscillations of the

shock-wave produce prolonged fluctuations of intense aerothermodynamic loading, which

can lead to structural failure [ 46 ], [  52 ], [  155 ], [  156 ], [  160 ], [  161 ]. Therefore, the associated re-

search on these interactions has many practical applications to hypersonic vehicle design and

development efforts. Overall, the research for this project adds to the community knowledge

on hypersonic wing-elevon-cove flows and unsteady shock-wave/boundary-layer interactions.

This work has also motivated continued research efforts by Purdue and UTSI. The following

two chapters provide the computations associated with these experimental studies.
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4. PURDUE BAM6QT WING-ELEVON-COVE

This chapter provides the computational results for the second wing-elevon-cove project.

The purpose of this work was to conduct further research and analysis on hypersonic wing-

elevon-cove flows. This project was done in collaboration with the Purdue ASL experimental

team. The model that was used was the Purdue swept wing-elevon-cove model. The model

introduces increased complexity compared to the previous project and includes significant

three-dimensionality, such as side gap regions and the wind tunnel surface. This model is

being employed in ongoing Purdue BAM6QT wind tunnel experiments. Experimental tests

were first conducted with a blockage model, which is a base swept-wing model with no elevon

or cove. These tests were done to determine the maximum allowable experimental model size

possible without choking the flow. Full wing-elevon-cove model tests are being run currently,

but there are no published results yet. The available data for these experiments only include

several flow visualizations for the blockage model and preliminary unsteady flow statistics

for the wing-elevon-cove model. The initial research goal was to compare the computational

results to the experimental wind tunnel data. This was not accomplished due to the overall

timing of the experimental and computational projects. However, this research provides prac-

tical flow visualization and aerothermodynamic loading analysis associated with hypersonic

wing-elevon-cove flows. This work has also been published in conference proceedings [ 162 ],

and the computational data have aided in the experimental research efforts.

The improved delayed detached-eddy simulation was unable to resolve significant un-

steadiness in the shock-wave/boundary-layer interaction at the cove juncture. While the

computation did not produce unsteadiness, the preliminary experimental pressure measure-

ments did show low-frequency spectral content for the inside of the cove; however, the overall

unsteadiness in the shock-wave/boundary-layer interaction was low. To facilitate an un-

steady computation, a parametric sweep was done by modifying various geometric parame-

ters, such as cove length, Lcove, and flow conditions, such as stagnation pressure, Po. These

computations employed a partial three-dimensional mesh with a small spanwise extension, at

the same resolution, to reduce computational cost. The discussion and visualization of these

computations are included in this chapter for reference and context to the primary computa-
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tion. The results of this parametric sweep depicted a Reynolds number dependence for the

resolved unsteadiness in the cove region. Flows with stronger shock-wave/boundary-layer

interactions, or significantly higher cove Reynolds numbers, Recove, successfully produced

unsteady shock-wave/boundary-layer interactions. This proportionality of flow unsteadiness

to stronger shock-wave/boundary-layer interactions is consistent with literature [  163 ], [  164 ].

Despite having a large freestream Reynolds number of Re = 1.1 × 107 m−1, the wing-elevon-

cove configuration has the lowest Görtler number, G = 1.5, and cove Reynolds number,

Recove = 6 × 106, of all three computations. The Görtler number is associated with the cen-

trifugal instability in the cove region and is proportional to the local Reynolds number [ 88 ],

which is consistent with these findings. While several of these computational modifications

produced significant flow unsteadiness, the required configurations were unobtainable in the

Purdue BAM6QT wind tunnel. The goal of this research involved collaborative efforts with

the Purdue ASL experimental team. Therefore, the flow conditions and swept wing-elevon-

cove model used in the Purdue BAM6QT experiments were used in the computation.

The primary computation involved simulation of the entire swept wing-elevon-cove sur-

face model and the surrounding wind tunnel surface. A three-dimensional perspective of

these computational surfaces is provided in Figure  4.1 . This frame of reference rotates the

experimental physical frame of reference by 180 deg, i.e., the surrounding wind tunnel sur-

face represents the BAM6QT ceiling. The model consists of a swept wing, at constant sweep

of 25 deg, and a trailing-edge elevon deflected by 12 deg. The 0.66 m long flat plate surface

upstream of the model allows the boundary-layer to develop and match the corresponding

BAM6QT wind tunnel displacement thickness at the beginning of the model, δ∗ = 5.8 mm.

This configuration includes the BAM6QT wind tunnel surface, the side gap regions, and an

embedded elevon. As a result of this significant three-dimensionality, however, it was not

possible to create a computational mesh consisting of completely structured blocks. The

mesh for the primary computation was therefore created with T-Rex hybrid unstructured

meshing, which allows for structured meshing near and around surfaces. A visualization of

the computational mesh was provided previously in Figure  2.7 . For this mesh, all surfaces

have high near-wall resolution, with ∆y+
w ≤ 1. Focus regions, in the cove, near the wing-root,

in the gap regions, and in the wake, have high resolution where possible.
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Figure 4.1. Three-dimensional perspective of the swept wing-elevon-cove
surface model and the surrounding wind tunnel surface.

Planar perspectives of the swept wing-elevon-cove model are provided in Figure  4.2 .

These perspectives consist of multiple model schematics with included dimensions. The

three frames of reference in this figure correspond to the x-y (a), x-z (b), and y-z (c) planes.

These planes are also referred throughout the chapter as the bottom-up, side, and frontal per-

spectives, respectively. The airfoil cross-section of the wing consists of two straight ramped

sections connected by a flat section, seen in the bottom-up (a) perspective. The root cord

length of the swept wing-elevon-cove model is 0.423 m, the centerline chord length is 0.379 m,

and the wing tip chord length is 0.334 m. The chord length of the elevon is 0.1 m and is

constant along its span. The span of the wing is 0.19 m and the span of the elevon is 0.135 m.

The cove region and the side gaps between the wing and elevon are 2.52 mm long. The radii

of the wing leading-edge and the elevon trailing-edge are equal to 425 µm. The elevon center-

line refers to the center-most, z = 95 mm, airfoil cross-section of the swept wing-elevon-cove

model. The center model perspective refers to the y = 0 mm side (b) plane.

The primary computation utilized the BAM6QT flow conditions that were used in the

Purdue experiments. While these conditions normally produce laminar or transitional flow,
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Figure 4.2. Bottom-up (a), side (b), and frontal (c) perspectives of the swept
wing-elevon-cove surface model.

transition was outside the scope of this work. Therefore, the computational flow was sim-

ulated as fully turbulent. The freestream conditions correspond to high Reynolds number,

Re = 1.1 × 107 m−1, hypersonic flow at Mach 6. The angle of attack, α = 0 deg, was

set to match the experiments. For reference, the relevant flow parameters can be found in

Table  2.2 . The computational model used was improved delayed detached-eddy simulation.

The total number of iterations was 200,000, resulting in a simulated time of 20 ms. All

data were averaged over the computational time, and time-averaged notations are dropped

in this chapter. No periodic boundary conditions were used, and all freestream boundaries

used modified Riemann invariant conditions. Surfaces used isothermal wall boundary condi-

tions, set to Tw = 293.15 K. This wall temperature matches the approximate experimental

value for non-sequential runs. Computational data were collected for the entire flowfield and

all surfaces. These data were utilized to investigate the hypersonic flowfield, visualize the

three-dimensional flow structure, and depict the resultant aerothermodynamic loading.
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4.1 Flow Visualization

This section provides flow visualizations and discussion of the hypersonic flowfield. This

flow involves significant amounts of three-dimensionality. There are large-scale vortex struc-

tures apparent in the flow and a three-dimensional lambda shock-wave/boundary-layer in-

teraction. The flowfield is visualized in all reference planes, i.e., the x-y plane (bottom-

up perspective), the x-z plane (side perspective), and the y-z plane (frontal perspective).

In addition, the large-scale vortex structures are visualized in the computational domain

through volume streamlines. Collectively, these flow visualizations depict the complexity

of the three-dimensional swept wing-elevon-cove flowfield, where the increased geometric

three-dimensionality introduces a plethora of additional flow phenomena.

Figure  4.3 provides contours of Mach number for the x-y (bottom-up) plane at the elevon

centerline, z = 95 mm. This extract location is far enough from the gap regions and the wind

tunnel ceiling to not display flow three-dimensionality. These figures provide the general flow

structure near the center of the elevon. The entire flowfield shown in Figure  4.3a depicts a

generic cross-sectional flow for a supersonic airfoil with a deflected elevon. There is a detached

bow-shock at the leading-edge of the wing. The boundary-layer develops along the wing and

experiences two small favorable pressure gradient expansion-fan regions. With a symmetric

cross-sectional geometry at zero angle of attack, the flow is symmetric about the center chord

line up until the elevon. The elevon deflection of 12 deg creates a shock-wave/boundary-

layer interaction as the reattaching boundary-layer is abruptly deflected upwards. For this

deflection, the flow on the leeward side of the elevon separates, creating a large region of

separation. This is seen in the localized contour provided in Figure  4.3b . The separation

region spans about 60% of the elevon surface. The boundary-layer sheds from the elevon

surface through an expansion-fan region at the trailing-edge and propagates downstream in

the wake region. The flow structures along parallel airfoil cross-sections, within the elevon

span and away from the side gaps, are all nearly identical to the flow depicted in Figure  4.3 .

There are minor scaling differences between these cross-sections caused by the sweep angle

affecting the wing-elevon-cove chord lengths.
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(a) Entire flowfield. (b) Local elevon region.

Figure 4.3. Contours of Mach number in the bottom-up plane at the elevon
centerline, z = 95 mm, for the entire flowfield (left) and the local elevon (right).

The cylindrical cove region for the model is created by two concentric circles with a center

of rotation located at the elevon’s hinge point (x, y) = (0.3275, 0) m. The radius of curva-

ture of the concave wing-cove surface is 8.15 mm. The radius of curvature of the convex

elevon-cove surface is 5.63 mm. The local cove juncture flow structure is visualized with

a non-dimensional velocity, u/u∞, contour in Figure  4.4 . This figure is a x-y (bottom-up)

planar extract at the elevon centerline, z = 95 mm. Sectional streamlines are included to fa-

cilitate the depiction of the relevant flow structure components. There are several important

phenomena seen here, such as the separation vortex inside of the cove, the flow entrainment,

and boundary-layer separation/reattachment. The secondary vortex depicted inside of the

cove is observed in all three wing-elevon-cove computations. However, this figure provides

a different flow structure compared to the previous project, which was shown in Figure  3.3 .

The local cove flow structure is strongly affected by the magnitude of the pressure gradient

between the external boundary-layer and the internal cove, which proportionally affects flow

entrainment. Wing-elevon-cove computations with angles of attack have produced increased

flow entrainment, reduced separation size, and increased streamline curvature caused by

93



the downward deflection of the shear-layer. Without an angle of attack, and at relatively

low local Reynolds numbers, there is only weak entrainment of the boundary-layer, and the

separation vortex extent is large.

Figure 4.4. Contour of non-dimensional mean velocity, u/u∞, with sectional
streamlines, in the bottom-up plane at the elevon centerline, z = 95 mm.

The flow structure in the y-z (side) plane at the swept wing-elevon-cove model center,

y = 0 m, is visualized in Figure  4.5 . This plane slices through the deflected elevon, which

is protruding out-of-the-page in this figure. The incoming turbulent boundary-layer sepa-

rates near the wing-root and flows downstream of the wing’s leading-edge. The leading-edge

produces a detached bow-shock in the inviscid freestream flow. The average shock standoff

distance is roughly 300 µm. This shock-wave produces high rates of aerothermal heating

similar to a blunt-body flow [  165 ], [  166 ]. A low-momentum region develops along the wing-

tip, where flow from the boundary-layers developing on the surrounding model surfaces are

entrained into two counter-rotating wing-tip vortices. There is a weak Mach wave propa-

gating from the start of the wing-tip. The wake of the model involves regions of subsonic

flow near the edges of the wing-tip and the wing-root, as well as regions of supersonic flow

expanding in the wake of the leeward side of the elevon.
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Figure 4.5. Contour of mean Mach number in the side plane at the swept
wing-elevon-cove model center, y = 0 m, for the entire flowfield.

The swept wing-elevon-cove model and surrounding wind tunnel surface produce a three-

dimensional lambda shock-wave/boundary-layer interaction. This three-dimensional shock

formation is seen in several hypersonic flowfields, such as sharp fins [  167 ]–[ 169 ] or cylindrical

protuberances [ 170 ]–[ 172 ]. The interaction simulates the effect of a fuselage on the resultant

wing-elevon-cove hypersonic flowfield. In Figure  4.6 , the lambda shock-wave/boundary-layer

interaction is depicted in the y-z (frontal) plane, located upstream of the elevon, x = 0.3 m.

In this figure, a contour of normalized pressure, P/P∞, is provided with an included frame of

surface pressure plotted along the wind tunnel surface. The model surface is on the right end

of the figure, near y = 0 m. The lambda shock structure is apparent in this figure through

the initial jump in normalized pressure. There is a region of large local maximum pressure

immediately after the shock. The near-surface horseshoe vortex distorts the pressure field

near the wing-root. After developing along the wing-elevon surface, the boundary-layer

perpendicular to the surface is depicted with a region of lower normalized pressure. The

influence of the wing-tip vortex can be seen in the top-right corner of the model. The

surface pressure profile for this region is also included here, showing the gradual increase
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of pressure through the lambda shock formation and eventual drop in pressure through the

horseshoe vortex and surface boundary-layer.

Figure 4.6. Contour of non-dimensional mean pressure, P/P∞, in the frontal
plane upstream of the elevon, x = 0.3 m. An included frame plots the non-
dimensional surface pressure for z = 0 m.

4.1.1 Large-Scale Vortex Structures

There are large-scale vortex structures present in the hypersonic flowfield. One of these

structures is a horseshoe vortex that develops along the wind tunnel wall at the root of

the wing-elevon-cove model. Leading up to the leading-edge of the model, a turbulent

boundary-layer develops along the wind tunnel wall. The boundary-layer thickness at the

leading-edge of the wing-root is δ = 9.2 mm. The boundary-layer separates 1.9 mm ahead

of the leading-edge at the model center, y = 0 m. The height of the separation vortex at

this location is 1.4 mm. This separation produces a horseshoe vortex that extends along

the surrounding surface. A secondary horseshoe vortex is also observed forming close to the

model surface. This flow behavior and associated length-scales are typical for a hypersonic

blunt-fin interaction [ 173 ], [  174 ]. The structures of the two horseshoe vortices are depicted
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in Figure  4.7 with use of volume streamlines contour-colored by non-dimensional velocity,

u/u∞. In this figure, the upstream boundary-layer separation can be seen near the leading-

edge wing-root. The boundary-layer redirects at the leading-edge and flows around the

model. The larger primary horseshoe vortex is seen propagating downstream of the leading-

edge. The flow that extends along the wing-root eventually curls and produces the secondary

horseshoe vortex along the side of the model.

Figure 4.7. Three-dimensional interaction of the boundary-layer and the
model surface at the leading-edge wing-root. Mean volume streamlines
contour-colored by non-dimensional velocity, u/u∞.

Volume streamlines, contour-colored by non-dimensional velocity, u/u∞, are employed

again in Figure  4.8 . This figure depicts the large-scale vortex structures located near the

leeward elevon trailing-edge in the back plane perspective (opposite of frontal). Near the

wing-root, the horseshoe vortex visualized in Figure  4.7 is depicted rolling-up and entraining

flow from the windward surface through the side gaps. At the wing-tip, the flow curls

around the top portion of the wing, bends down into the wake region of the flowfield, and is

eventually entrained into the vortex formed in the top side gap. This vortex is produced from

the entrainment and subsequent mixing of the windward boundary-layer into the leeward

boundary-layer. The velocity contour-coloring depicts the gradual increase in streamwise
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velocity as the wake flow expands into the freestream. Overall, this figure visualizes the

large-scale vortices in the flowfield, which exist away from the elevon centerline. As a result,

the flow at the centerline is shown to be relatively unaffected by the three-dimensionality of

the surrounding flowfield.

Figure 4.8. Three-dimensional large-scale vortex structures at the trailing-
edge of the swept wing-elevon-cove model (back perspective). Mean volume
streamlines contour-colored by non-dimensional velocity, u/u∞.

To further visualize the large-scale vortex structures in the flow, contours of vorticity

magnitude, |ω|, in z-y (frontal) planes located at various streamwise locations, are provided

in Figure  4.9 . The four planes were extracted at x = 0.33 m, 0.36 m, 0.40 m, and 0.42 m.

Individual focus regions, corresponding to the wing-tip, the top side gap, and the bottom

side gap and wing-root, are highlighted and enlarged in each figure. These contours depict

the evolution of the main vortex structures present in the flow, i.e., the wing-tip vortices,

the top and bottom elevon side gap vortices, and the horseshoe vortex. In addition, the

three-dimensional shock structure is depicted through regions of large vorticity magnitude.

The counter-rotating wing-tip vortices grow along the wing-tip of the swept wing-elevon-cove

model and entrain flow from the developing boundary-layers on the surrounding surfaces.

This is similar to general wing-tip vortices [ 175 ], [  176 ]. Moving in the streamwise direction
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along the elevon, from x = 0.32 m to x = 0.42 m, the wing-tip vortex in the top-left focus

frame develops asymmetry as the topside leeward boundary-layer is entrained into the lee-

ward elevon separation region. This causes the wing-tip vortices near both the windward

and leeward surfaces to produce associated streaks of locally high aerothermal heating. The

entrainment of flow through the side gaps is seen in each of the figures, where the elevon

deflection gradually causes larger amounts of flow entrainment through streamwise stations.

This type of flow entrainment is similar to what is found in mutli-element airfoil configura-

tions [  177 ]–[ 179 ]. The large-scale top and bottom elevon gap vortex structures are clearly

depicted in these contours. Like the wing-tip vortex, these vortices produce associated streaks

of locally high aerothermal heating on the leeward elevon surface. The horseshoe vortex that

wraps around the model is depicted on both ends of the wing-root in the bottom-left focus

regions. Eventually, the regions of high and low pressure mix and become larger vortex

structures, depicted in the bottom-left and right focus regions. The extracted plane in the

last figure is located immediately after the swept wing-elevon-cove model and depicts the

vortex structures in the wake. These structures expand into the freestream and propagate

to the end of the computational domain. Once again, these figures collectively visualize

the large-scale vortex structures in the flow, the inherent flow three-dimensionality of this

configuration, and the relatively unaffected centerline flowfield.

4.2 Aerothermodynamic Loading

This section provides visualizations and discussion of the resultant aerothermodynamic

surface loading on the swept wing-elevon-cove model and the surrounding wind tunnel sur-

face. The focus of this section is specifically on the aerothermal heating, or heat flux. The

heat flux for all computational surfaces is displayed with three-dimensional perspectives,

two-dimensional planar extracts, and several line plots. The aerothermal heating on the

windward surface, resulting from the shock-wave/boundary-layer interaction, was a primary

focus. The vortex-induced aerothermal heating on the leeward elevon surface was also an-

other focus for this research. The three major heat flux streaks on the leeward elevon surface

correspond to the wing-tip streak, the top elevon streak, and the bottom elevon streak. These
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(a) x = 0.33 m. (b) x = 0.36 m.

(c) x = 0.40 m. (d) x = 0.42 m.

Figure 4.9. Contours of mean vorticity magnitude, |ω|, in the frontal plane
at x = 0.33 m, 0.36 m, 0.40 m, and 0.42 m, with several enlarged focus regions.

streaks are visualized and discussed throughout this section and are a primary focus of re-

search investigation and analysis. An experimental blockage test photograph, provided with

permission by Carson Lay, of Purdue University, is also included to display experimental

proof of the vortex-induced aerothermal heating.
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A three-dimensional perspective of the aerothermal heating on the swept wing-elevon-

cove model is provided in Figure  4.10 . The blunt-fin interaction at the leading-edge of the

wing produces the highest magnitudes of heat flux. As the boundary-layer develops along

the wing surface, in the streamwise direction, the heat flux decreases as expected. On the

windward elevon surface, which is outward facing in this figure, large aerothermal heating is

produced by the shock-wave/boundary-layer interaction. On the surrounding wind tunnel

surface, the aerothermal heating produced by the three-dimensional shock structure and

the wing-root horseshoe vortex is depicted. The wake region leaves an aerothermal heating

distribution on the windward side of the wind tunnel surface that is also induced by the

three-dimensional shock-wave/boundary-layer interaction.

Figure 4.10. Three-dimensional perspective of the mean aerothermal loading
on the swept wing-elevon-cove model and the surrounding wind tunnel surface.

The heat flux at the wind tunnel wall is depicted with skin friction trajectories in Fig-

ure  4.11 . This figure provides a top-down perspective view, in the x-y plane, at the wind tun-

nel surface, z = 0 m. In this figure, these trajectories are contour-colored by heat flux. The

three-dimensional shock structure visualized in the previous section produces the parabolic-

like shear trajectories. There are high heat flux magnitudes produced at the leading-edge

and near the first expansion region, where the horseshoe vortex moves up along the model
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surface. These patterns are associated with the three-dimensional shock structure and are

consistent with research on hypersonic blunt-fin interactions [ 180 ]–[ 182 ].

Figure 4.11. Top-down perspective of the wind tunnel surface, z = 0 m, with
mean skin friction trajectories contour-colored by heat flux.

The x-z (side) plane perspectives of aerothermal heating on the windward and leeward

swept wing-elevon-cove model surfaces are displayed in Figure  4.12 . As the turbulent

boundary-layer develops along the model surface, there is a reduction of surface heating.

At the first cross-section expansion region, x = 0.12 m, a streak associated with the horse-

shoe vortex develops along the root of the wing. At the cove juncture, the boundary-layer

on the wing separates due to the cove gap region. The boundary-layer reattaches onto

the windward elevon surface and thins, increasing the aerothermal heating. The shock-

wave/boundary-layer interaction, produced by the 12 deg elevon deflection, induces local

heat flux maxima downstream on the elevon surface. On the leeward surface, the opposite

occurs. The boundary-layer develops through a large expansion region, and the aerothermal

heating is consequently negligible. On the upper and lower portions of the side gaps, there

are regions of larger heat flux caused by the local flow entrainment. The heat flux streaks

on the top of both sides of the wing are produced by the counter-rotating wing-tip vortices
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visualized in Figure  4.9 . On the leeward side of the elevon, two large vortex-induced streaks

are also seen. These streaks are associated with the large-scale vortex structures produced

by the side gap flow entrainment, visualized in Figure  4.8 .

(a) Windward side.

(b) Leeward side.

Figure 4.12. Windward and leeward side plane perspectives of the mean
aerothermal loading on the three-dimensional model surface.

Maximum aerothermal heating on the windward elevon surface is produced by the shock-

wave/boundary-layer interaction. The spanwise heat flux distributions here are asymmetric

because of variations in the redeveloping boundary-layer profiles. These variations are caused

by the linear decline of the cross-sectional chord lengths, root-to-tip, resulting from the model

sweep. Seven boundary-layer profiles of non-dimensional velocity, u/u∞, were obtained at

x = 0.37 m and are plotted along the perpendicular surface displacement, ∆y, in Figure  4.13 .

The first group, z1−3, refers to three upper stations on the windward elevon surface located
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at z = 0.14 m, 0.12 m, and 0.10 m, respectively. The second group, z4−6, refers to three

lower stations on the windward elevon surface located at z = 0.08 m, 0.06 m, and 0.04 m,

respectively. The last boundary-layer included provides the reference upstream profile, lo-

cated at x = 0.28 m, for the center-most station, z = 0.1 m. A schematic of these locations

on the swept wing-elevon-cove surface model is included in the figure. The large distortion

in the elevon boundary-layer profiles is caused by the reattachment shock, and the last small

distortion is caused by the leading-edge oblique shock. This figure depicts the boundary-

layer thinning between the upper and lower stations along the windward elevon surface. This

thinning, in turn, produces the asymmetric aerothermal surface heating distribution shown

in Figure  4.12a . This figure also depicts the differences between boundary-layer thickness

upstream, δcove = 15.6 mm, and in this region, δ1−6 ≥ 40 mm.

Figure 4.13. Mean boundary-layer profiles in the region of maximum
aerothermal loading on the elevon.

The heat flux distributions along various chord lines of the windward elevon surface are

plotted in Figure  4.14a . As seen in the various visualizations provided in this chapter, the

leading-edge of the model produces the highest heat flux magnitudes. Since no transition

model was employed, the boundary-layer immediately transitions to turbulence. At each of
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the segmental turns along the wing, the heat flux peaks momentarily and then continue to

drop as the boundary-layer develops. The cove is located near x = 0.32 m, which is where the

large drop in heat flux occurs. The flow reattaches on the windward elevon surface quickly

and causes the heat flux to exponentially rise until reaching peak values near x = 0.37 m.

The aerothermal loading distributions for chord lines along the elevon span show generally

the same trend and magnitudes. Differences in the distributions are primarily caused by the

sweep, as described previously.

The heat flux distributions in the local cove region for both the windward and leeward

surfaces are provided in Figure  4.14b . In this figure, the windward surface distributions are

represented by solid lines and the leeward surface distributions are represented with dashed

lines. As can be seen in this figure, the aerothermal load is negligible near the center of the

cove. The heat flux on the leeward elevon surface is relatively low, however, there are distinct

peaks in heat flux shown in this figure associated with the boundary-layer reattachment on

the leeward elevon surface. Outside of this frame, the heat flux distributions on the leeward

surface remain lower than the windward surface by an order of magnitude.

(a) Windward model surface. (b) Windward/leeward local cove surfaces.

Figure 4.14. Plots of mean aerothermal heating for chord lines along the
model surface (left) and local cove surfaces (right).
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Figure  4.15 displays spanwise surface heat flux distributions on the wing-cove surface,

inside of the cove region, and along the elevon surface. In this figure, the solid lines represent

the windward surface, and the dashed lines represent the leeward surface. On the left,

Figure  4.15a displays the heat flux distribution along the wing-cove surface at five different

stations, located at y = 0 mm, ±3 mm, and ±6 mm. The exact center of the cove is

y = 0 mm. Near the center of the cove, the heat flux is negligible, which was previously shown

in Figure  4.14 . This can be seen for the y = 0 mm and ±3 mm heat flux distributions. The

heat flux distributions in this region are mostly constant along the span. At the outer edges

of the cove, y = ±6 mm, the heat flux magnitudes are significantly higher. The influence of

the flow three-dimensionality near the side gaps can be seen in these distributions. These

heat flux magnitudes are relatively low compared to the external loading.

The heat flux distributions along the span of the elevon, at various streamwise locations,

are provided in Figure  4.15b . Once again, the solid lines represent the windward surface, and

the dashed lines represent the leeward surface. The heat flux distributions are provided for

six different streamwise stations, located at x = 0.33 m, 0.35 m, 0.37 m, 0.39 m, 0.41 m, and

0.42 m. As shown in this figure, the heat flux distributions on the windward elevon surface

far exceed those on the leeward side. The first station, x = 0.33 m, which is located upstream

of reattachment, displays the lowest heat flux magnitudes on the windward surface. At the

next station, x = 0.35 m, the heat flux magnitude significantly increases due to boundary-

layer reattachment. The heat flux maxima are found at the following station, x = 0.37 m,

which are produced by the shock-wave/boundary-layer interaction. Afterwards, at stations

x = 0.39 m, 0.41 m, and 0.42 m, the heat flux magnitudes along the elevon span decrease

to reattachment levels. The heat flux along the span of the elevon is relatively constant,

however, the distribution is asymmetric and increases from the wing-root to the wing-tip.

This trend is not observed on the leeward elevon surface, shown with the dashed lines. The

two large local peaks in heat flux at the bottom and top of the elevon are attributed to

the large-scale vortex-induced heat flux streaks. The streaks comprise regions of heat flux

magnitudes that are two-five times larger than the surrounding surface, which can be seen

in this figure. The next section provides further discussion of these streaks.
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(a) Wing-cove surface. (b) Elevon surface.

Figure 4.15. Plots of mean aerothermal heating distributions along the span
of the wing-cove surface (left) and the elevon surface (right).

4.2.1 Vortex-Induced Aerothermal Heating

This section provides an overview of the heat flux-induced streak formations on the swept

wing-elevon-cove model. The three major streaks correspond to the wing-tip streak, the top

elevon streak, and the bottom elevon streak. These three streaks are caused by the large-

scale vortex structures in the flowfield. The horseshoe vortex is also discussed here, however,

its effect on the surface loading near the wing-root is not thoroughly analyzed. The primary

streak formations are found on the leeward elevon surface. While the wing-tip associated

heat flux streaks exist on both the windward and leeward elevon surface, the leeward surface

streak is more prominent due to mechanisms visualized in Figure  4.9 . Therefore, the majority

of the following content focuses on the leeward elevon surface.

The vortex-induced wing-tip heat flux streak was also observed in the Purdue exper-

imental BAM6QT blockage tests. While these tests employed a wing model, without an

elevon, cove, or side gaps, the model structure is otherwise identical to the full swept wing-

elevon-cove configuration. During these experiments, temperature sensitive paint (TSP)

was employed to display the aerothermal heating on the model surface. An experimental
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photograph, included with permission by Carson Lay, of Purdue University, is displayed in

Figure  4.16a . The figure shows a portion of the top-side of the experimental blockage model.

The development of the wing-tip vortex-induced heat flux streak is seen with the local region

of high surface temperature. The wind tunnel surface is outside of the viewable experimental

test-section and not coated with TSP, so the horseshoe vortex is not depicted here. Addi-

tionally, without the three-dimensional trailing-edge geometry of the full configuration, the

large-scale vortex-induced heat flux streaks on the leeward elevon are also not visible here.

The computational heat flux streak is depicted with surface skin friction trajectories,

contour-colored by heat flux, in Figure  4.16b . The computational skin friction trajectories

show the trend lines of the shear loading on the swept wing-elevon-cove model top leeward

surface. The wing-tip vortex reattaches to the surface, creating the diverging line of shear

trajectories. The contour-coloring of these lines depict the high levels of aerothermal loading

produced by the wing-tip vortex. Both the windward and leeward sides have these streaks.

Comparing side-by-side to the experimental image on the left, the two heat flux streaks show

significant qualitative similarities. As a result, the experimental image provides experimental

validation of the heat flux streak seen in the computation.

(a) Experimental TSP photograph. (b) Computational mean skin friction trajectories.

Figure 4.16. A TSP photograph from blockage model experiments (left) is
compared to computational data in the same region (right). The experimental
image was included with permission by Carson Lay, of Purdue University.
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The elevon is a lifting surface, therefore, the pressure is higher on the windward elevon

side compared to the leeward elevon side. As a result, pressure gradients exist in the flow

which induce flow entrainment through the side gaps. This entrainment produces the large-

scale vortex structures near the top and bottom of the leeward elevon surface. These vortices

attach to the elevon surface and produce streaks of locally high aerothermal loading, similar

to the wing-tip vortex-induced heat flux streak depicted in Figure  4.16 . The leeward elevon

surface aerothermal loading is provided in the x-y (side) plane in Figure  4.17a . The three

major streaks investigated, the wing-tip streak, the top elevon streak, and the bottom elevon

streak, are depicted and labeled in this figure. The resulting heat flux distributions along

each of these streak is provided on the right, in Figure  4.17b . The differences in these three

distributions are caused by the local flow three-dimensionality. These distributions plot the

heat flux along the running-length distance, s, for the total streak length, Lstreak. The wing-

tip vortex-induced heat flux distribution gradually increases from the start to the end of the

streak. The top elevon vortex-induced heat flux distribution gradually increases from the

start to halfway along the streak, reaches a maximum value, and subsequently decreases as

the vortex sheds from the trailing-edge. The bottom elevon vortex-induced heat flux streak

shows similar behavior but at a lower magnitude and with a more constant distribution.

To further visualize the vortex-induced heat flux, the shear loading trends on the leeward

elevon surface are depicted with skin friction trajectories, contour-colored by heat flux, in

Figure  4.18 . As with the skin friction trajectories displayed for the wing-tip in Figure  4.16b ,

the top and bottom elevon vortex-induced heat flux streaks are depicted on the elevon surface

with divergent trend lines. The larger aerothermal loading is seen for the top-elevon vortex-

induced heat flux streak. The detaching of the vortex from the surface, and consequential

reduction of aerothermal loading, is seen at the trailing-edge of the elevon. This figure also

depicts the general three-dimensional leeward surface loading. The main region of separation

is also easily seen with the bifurcating skin friction trajectories in the middle of the elevon

surface, which produce a separation region over 60% of the elevon surface. Along the main

diverging bifurcation line, near the two ends of the elevon surface, two nodes are created as

an artifact of the oncoming reattaching top and bottom vortices. This figure displays the

intricate leeward surface loading produced by the flow three-dimensionality.
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(a) Vortex-induced heat flux streaks. (b) Heat flux along streak length, Lstreak.

Figure 4.17. Leeward side plane perspective of mean vortex-induced heat
flux streaks (left) and mean heat flux distributions along streaks (right).

Figure 4.18. Three-dimensional perspective of mean skin friction trajectories,
contour-colored by heat flux, on the leeward elevon surface.
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4.3 Influence of Geometric and Flowfield Modifications

The primary purpose of the parametric sweep computations was to investigate the on-

set of unsteadiness in the improved delayed detached-eddy simulation for the Purdue swept

wing-elevon-cove model. However, these data can also be utilized to provide context for

modifications to the flow conditions or the geometry. The auxiliary computations provided

one modification each to the primary computation. The computations employed a simplified

mesh that focused on the elevon centerline flow. This mesh is similar to the one employed

in the UTSI TALON computation, shown in Figure  2.10 . In addition, several computations

used various model sizes which were 10-20% the size of the full model used in the primary

computation. These sizes correspond to the small and medium blockage models and were

employed because the allowable experimental model size was unknown at the time of the

computations. In order to depict general behaviors and trends, three auxiliary computa-

tions, labeled A1, A2, and A3, are utilized in this section. These computations are a small

set of the larger set of modifications done for the parametric sweep. The first computation,

A1, modified the geometry of the cove by increasing the length by a factor of two. The

second computation, A2, doubled the stagnation pressure used in the freestream, effectively

doubling the freestream Reynolds number. The third computation, A3, introduced a −6 deg

angle of attack to the flow. This section discusses the qualitative and quantitative effects of

these geometric and flow condition modifications. The local cove flow structure and resul-

tant aerothermal surface loading are depicted for each computation. As with the primary

computation, all data from the auxiliary computations are time-averaged.

Figure  4.19 provides contours of non-dimensional streamwise velocity, u/u∞, for the pri-

mary computation and each of the auxiliary computations. These planes are taken at the

elevon cove centerline, z = 95 m, for the primary computation and at the domain cen-

terline, z = 0 m, for the three auxiliary computations. In these figures, the origin of the

axes, (x, y) = (0, 0) m, is set to the edge of the main wing element, and the axes are non-

dimensionalized by the cove length of the primary computation, Lcove = 2.52 mm. The first

figure, Figure  4.19a , provides the flow visualization of the primary computation presented in

this chapter. This flow structure was previously discussed and visualized in Figure  4.4 . The
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flow visualizations for the three auxiliary computations, A1, A2, and A3, are provided in

Figures  4.19c - 4.19d . Due to the slightly different models used in these computations, and the

scaling of the following figure, the cove geometries are not all identical. However, this does

not strongly affect the qualitative flow structure in this region. In general, the surrounding

flowfield for each computation are relatively similar. There is an external boundary-layer,

a separation vortex, a shock-wave/boundary-layer interaction, and facilitated/hindered flow

entrainment. There is also a secondary vortex seen in all computations, which further sup-

ports its characteristic appearance for wing-elevon-cove flows.

The effect of a larger cove length is displayed in Figure  4.19b . The size of the separation

vortex shown here encompasses the entire cove, depicting the effects of local geometric mod-

ifications on the flow structure. The flow entrainment through the cove is entirely hindered.

Due to this lack of flow entrainment, the flow structure in the cove region is symmetric

about the center. The reattachment position on the elevon surface is comparatively much

farther upstream as well. The effects of different flow conditions are presented in the re-

maining two figures. The third figure, Figure  4.19c , provides the wing-elevon-cove flowfield

with a Reynolds number twice as large as the primary computation. Flow entrainment is

once again hindered, and the length of separation consists of the entire cove. The last fig-

ure, Figure  4.19d , provides a computation with an angle of attack of −6 degrees. Angle of

attack, however, was not obtainable in the BAM6QT wind tunnel experiments. This angle

of attack produces a strong leading-edge bow-shock and as a result, large pressure gradients

between the windward and elevon surfaces are created. As outlined previously, this facili-

tated the flow entrainment through the cove, which is depicted in this figure. The local flow

conditions cause a downward deflection in the shear-layer, similarly to what was shown in

shown in Figure  3.3 for the NASA wing-elevon-cove computation. The structure and size

of the separation vortex are also completely different in this auxiliary computation, and the

separation vortex penetrates deep into the cove. These last two figures show the general

qualitative differences induced by modifications of the freestream conditions.

The centerline aerothermal loading distributions for the primary and auxiliary, A1, A2,

and A3, computations are provided in Figure  4.20 . This figure provides the quantitative

effects of each respective configurational modification on the resultant surface loading. The
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(a) Primary computation. (b) A1 (2×Lcove).

(c) A2 (2×Po). (d) A3 (α = −6 deg).

Figure 4.19. Centerline contours of non-dimensional mean velocity, u/u∞,
with sectional streamlines, for primary and auxiliary computations.

coordinate system axes, x and y, are non-dimensionalized by the length of the cove, Lcove.

The left plot, Figure  4.20a , displays the heat flux distributions for the entire swept wing-

elevon-cove windward surface. The boundary-layers immediately transition to turbulence at

the start of the leading-edge and develop through the two sequential expansion-fan regions

along the model cross-section. There are significant differences in the aerothermal loading
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magnitudes and distributions for these computations. The heat flux distributions for A1

and the primary computation are nearly identical. The major differences come from the

geometric differences and flow three-dimensionality of the primary computation. Increasing

the stagnation pressure by a factor of two, in A2, proportionality increased the aerothermal

loading on the elevon surface. The general trend of the distribution is the same as for A1

and A2. The angle of attack produces the highest levels of heat flux, which is due to the

increased aerothermodynamic loading induced by the leading-edge bow-shock. This heat

flux is the same magnitude as the double stagnation pressure computation, A2. The right

plot, Figure  4.20b , provides the local heat flux distributions near the cove for both the

windward and the leeward surfaces. Upstream of the cove, all heat flux distributions follow

the same distributions as the windward surface except for A3, which had negligible heat

flux on the leeward surface. As the leeward boundary-layer reattaches, there are local peaks

in all computations heat flux distributions, which is followed by negligible heat flux in the

leeward surface expansion region. These heat flux distributions generally depict the same

trends, behaviors, and orders of magnitude as primary computation.

(a) Windward wing-elevon-cove surface. (b) Windward/leeward local cove surfaces.

Figure 4.20. Plots of centerline mean aerothermal heating for primary and
auxiliary computations along the model surface (left) and the cove (right).
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4.4 Chapter Discussion

This chapter provided the results for the second wing-elevon-cove project. This project

was done in collaboration with the Purdue ASL experimental team. The purpose of this

work was to conduct further research and analysis on hypersonic wing-elevon-cove config-

urations. The experimental and computational models correspond to the Purdue swept

wing-elevon-cove model. The primary computation involved the full swept wing-elevon-cove

model configuration. The full model includes the BAM6QT wind tunnel ceiling, side gap

regions, and an embedded elevon. The computation utilized the experimental BAM6QT

wind tunnel flow conditions. While the initial research goal involved comparison of the com-

putational and experimental data, no quantitative comparison was made. This was due to

the different timeline of the experimental and computational projects.

The order of the data presentation for this chapter followed flow visualization, resul-

tant aerothermodynamic loading, and then discussion of computational modifications. The

flow visualizations collectively visualize the large-scale vortex structures in the flow, the

inherent flow three-dimensionality of this configuration, and the relatively unaffected center-

line flowfield. There is a three-dimensional lambda shock-wave/boundary-layer interaction

around the swept wing-elevon-cove model and the surrounding wind tunnel surface, which

is seen in several hypersonic flowfields, e.g., sharp fins [ 167 ]–[ 169 ] and cylindrical protuber-

ances [ 170 ]–[ 172 ]. The counter-rotating wing-tip vortices grow along the top of the swept

wing-elevon-cove model and entrain flow from the developing boundary-layers on the sur-

rounding surfaces. The large-scale vortex structures on the leeward elevon are produced

by flow entrainment through the side gaps. The aerothermal heating on the swept wing-

elevon-cove model was displayed with three-dimensional perspectives, two-dimensional pla-

nar extracts, and several line plots. The windward surface heat flux, resulting from the

shock-wave/boundary-layer interaction, was a focus region. The vortex-induced aerother-

mal heating on the leeward elevon was another focus for this research. The three major

heat flux streaks on the leeward elevon surface correspond to the wing-tip streak, the top

elevon streak, and the bottom elevon streak. The vortex-induced wing-tip heat flux streak
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was also observed in the Purdue experimental BAM6QT blockage model tests, where the

development of the heat flux streak was depicted with local regions of high surface TSP.

The improved delayed detached-eddy simulation was unable to resolve significant un-

steadiness in the shock-wave/boundary-layer interaction. While the computation did not

produce unsteadiness, the preliminary experimental data did show low-frequency content

in the pressure spectra inside of the cove; however, the overall unsteadiness in the shock-

wave/boundary-layer interaction was low. To facilitate an unsteady computation, a para-

metric sweep was done by modifying various geometric parameters and flow conditions. The

primary purpose of the parametric sweep computations was to investigate the onset of un-

steadiness in the computation. However, these data were also utilized to provide context to

the effects of the modifications. The configurational modifications each produced qualita-

tive and quantitative differences in the local cove flow structure and resultant aerothermal

heating. An extensive analysis of these auxiliary computations, however, was outside the

scope of this work. This parametric sweep also depicted a Reynolds number dependence

for the resolved unsteadiness in the cove region. Flows with stronger shock-wave/boundary-

layer interactions, or significantly higher cove Reynolds numbers, Recove, produced unsteady

shock-wave/boundary-layer interactions consistently with the literature [ 88 ], [ 163 ], [ 164 ].

Collectively, the work done for this project provides research and analysis on hypersonic

wing-elevon-cove characteristics with increased three-dimensionality. The computational

data were primarily used to provide practical flow visualization and aerothermodynamic

loading analysis of the Purdue swept wing-elevon-cove model in the BAM6QT wind tunnel

flow conditions. The results presented in this chapter have been published in conference pro-

ceedings [ 162 ], and the computational data have aided in the experimental research efforts;

the flow visualizations were useful to Purdue experimentalists by identifying focus regions to

investigate, such as the regions of vortex-induced heating. This work also provides baseline

information for future computations and experiments done for the same model. Another use-

ful outcome of this work was observing that the elevon centerline flowfield was not strongly

affected by the flow three-dimensionality. The subsequent computational investigation that

succeeded this one, done on the Purdue wing-elevon-cove model in the UTSI TALon condi-

tions, used this information to produce a focused computational domain.
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5. UTSI TALON WING-ELEVON-COVE

This third project involves a computational investigation associated with the scaled Purdue

wing-elevon-cove model. The experimental conditions correspond to the UTSI TALon Mach

4 Ludwieg tube. The scaled wing-elevon-cove model is twice the size of the model used in the

Purdue BAM6QT computation. The TALon experimental team is conducting ongoing wind

tunnel experiments for this wing-elevon-cove model. One goal of this computational study

was to aid and collaborate with these experimental efforts. The other goal was to conduct

statistical analyses for the unsteady shock-wave/boundary-layer interaction that was not

possible for the Purdue BAM6QT computation, which predicted steady flow.

To moderate the computational cost of the simulation, the wing-elevon-cove model was

idealized in the span, omitting the side gap regions and the surrounding wind tunnel surface.

The centerline cross-section of the scaled Purdue wing-elevon-cove model was symmetrically

extruded in the span to allow for flow three-dimensionality; however, the leading-edge sweep

of the model was not included. This reduction of the computational domain allows for more

precise meshing and data collection, compared to the unstructured T-Rex hybrid meshing

used in the Purdue BAM6QT computation. In addition, it was shown that the centerline

flowfield of the full Purdue swept wing-elevon-cove model was not strongly affected by the

increased three-dimensionality of the full model. The scaled wing-elevon-cove model is pro-

vided in Figure  5.1 , with the dimensions of the model included. The wing is 0.658 m long,

the cove is 6 mm in length, the elevon is 0.188 m long, the airfoil thickness is 0.04 m, and

the span of the domain is 0.05 m. For reference, the span of the full scaled model elevon is

0.27 m, and the computation modeled roughly 20% of this span.

Figure 5.1. Three-dimensional perspective of the scaled wing-elevon-cove
model, with included dimensions, used in the UTSI TALon computation.
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This project focused on the unsteadiness of the shock-wave/boundary-layer interaction

and the generation, propagation, and growth of coherent turbulent structures. After the

NASA wing-elevon-cove project was completed, it became clear that the grid stretching

downstream of the cove environment resulted in a damping of turbulence along the elevon.

This confined the statistical analysis to only regions near the wing-elevon-cove juncture,

such as in the shock-wave/boundary-layer interaction or slightly downstream. The issue

was fixed in these computations by incorporating refined meshing along the entire surface

of the wing and elevon, facilitating the resolution of turbulence. Additionally, the trailing-

edge flow characteristics were simulated in this computation by allowing the boundary-layer

to separate from the elevon trailing-edge. The boundary conditions on either side of the

domain were periodic, and surface boundary conditions were no-slip isothermal surfaces, set

to Tw = 293.15 K. Unsteady data were collected for the complete flowfield, in two-dimensional

planes, for all surfaces, and in various individual locations in the domain.

The results obtained from the computational investigation are presented in this chapter.

Visualizations of the time-averaged and instantaneous flowfields are first provided, which

depict the generic wing-elevon-cove flow structure, at the cove region, and unsteady shock

motion, similar to what was found in the NASA wing-elevon-cove computation. The resultant

time-averaged and instantaneous aerothermodynamic loadings, for the complete span of the

elevon, are also provided and discussed. The aerothermal spanwise distributions are largely

different than those for the Purdue BAM6QT wing-elevon-cove computation. However,

surface loading patterns associated with Görtler vortices are depicted, which are similar

to those observed in the NASA wing-elevon-cove computation. The statistical analyses on

unsteady flow fluctuations, e.g., space-time cross-correlations, power spectral densities, and

coherences, are then provided to characterize the unsteady hypersonic flowfield. An overview

and discussion of these results is included at the end of this section.

5.1 Flow Visualization

A contour of time-averaged velocity magnitude, |V |, is provided in Figure  5.2 , which

depicts the overall hypersonic flowfield for this computation. Velocity magnitude is calculated
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as |V | =
√

ū1
2 + ū2

2 + ū3
2. The contour is a two-dimensional slice of the three-dimensional

domain at the centerline, z = 0 m. This figure contains two zoomed-in focus regions. These

are the blunt nose interaction at the wing’s leading-edge, on the left, and the flowfield at the

elevon trailing-edge, on the right. Due to the similar cross-sectional geometries of the models,

this flow structure is qualitatively identical to that of the Purdue BAM6QT computation,

which was shown in Figure  4.3 . The incoming freestream flowfield interacts with the leading-

edge of the wing, producing a detached bow-shock. This view is seen in the left-most frame

in Figure  5.2 . This shock-wave extends through the domain but does not interact with

the downstream flow. In this configuration, with no wind tunnel surface and zero angle

of attack, the mean flow is symmetric over the length of the wing. The boundary-layer

develops along the surface of the wing, through two expansion-fan regions, and separates

at the cove juncture. After the boundary-layer separates from the surface, there is a region

of separation, a separated shear-layer, separation and reattachment shock-waves, and flow

entrainment into the cove.

The elevon deflection produces a shock-wave/boundary-layer interaction at the cove.

The oblique shock-wave, originating at the intersection of the separation and reattachment

shock-waves, can be seen in the downstream flowfield in Figure  5.2 . There is significant

flow entrainment into the cove and into the separation vortex. The flow exits the cove,

on the leeward side, and mixes with the leeward reattaching boundary-layer. At windward

reattachment, there is a divergence point where the flow either continues downstream, along

the elevon, or is entrained into the cove environment. The boundary-layer reattaches and

redevelops along the windward elevon surface. The boundary-layer separates at the trailing-

edge of the elevon where there is a large expansion-fan. The boundary-layer sheds from

the trailing-edge and exits the computational domain in the wake region. On the leeward

side, the boundary-layer separates prior to the trailing-edge, similar the Purdue BAM6QT

computation, which creates a large-scale separation region. There is a shock-wave that

originates at this location caused by the downward deflection of the shear-layer. The trailing-

edge of the model is enlarged in the right frame in Figure  5.2 , which displays the windward

boundary-layer shedding and the leeward elevon boundary-layer separation.

119



Figure 5.2. Centerline, z = 0 m, contour of time-averaged velocity magni-
tude, |V |, with focus on the leading-edge (left) and trailing-edge (right).

A contour of time-averaged velocity magnitude, |V |, with included sectional streamlines,

is provided in Figure  5.3 . This contour is a two-dimensional slice of the three-dimensional

domain, taken at the centerline z = 0 m, and is focused on the local cove region. As with

the previous figure, the flow structure here is identical to that of the Purdue BAM6QT

computation shown in Figure  4.4 . The streamlines in this figure depict the mean structure

of the shear-layer, the separation vortex, the flow entrainment, and the interior cove flow.

The shear-layer has relatively little curvature, until reattachment, and the Görtler number

for this streamline curvature is G = 3.4. The separation vortex is long and narrow, with an

approximate size of 30 mm by 3 mm. The region of flow entrainment, located upstream of

reattachment, experiences significant unsteadiness and is associated with the generation of

turbulent structures. This region creates larger higher streamline curvature, and the Görtler

number associated with this curvature is G = 7.2.

Additional features depicted in this figure include the external redeveloping boundary-

layer, the reattachment shock-wave, and a secondary vortex in the cove environment. This

secondary vortex has been observed in all three wing-elevon-cove computations. The time-
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averaged reattachment location for the computation is xr = 0.6914 m, which is relatively far

downstream from the cove. The reattachment position, measured from the boundary-layer

separation location on the wing surface, is Lr = 30 mm. This extension of separation far onto

the elevon surface was also observed in the Purdue BAM6QT computation. However, for the

NASA wing-elevon-cove computation, the angle of attack moved the reattachment location

upstream on the elevon surface. The time-averaging done here eliminates the unsteady char-

acteristics of the flow. For example, the time-dependent boundary-layer reattachment and

the shear-layer streamline curvature fluctuate significantly. This flow behavior is depicted in

the following section with instantaneous flow snapshots.

Figure 5.3. Centerline, z = 0 m, contour of time-averaged velocity magni-
tude, |V |, including sectional streamlines, at the local cove region.

Regions of high density gradients, e.g., boundary-layers, shock-waves, expansion-fans,

and vortices, are important to the flow structure. Contours of density gradients, there-

fore, can be useful in depiction of these important flow phenomena. A visualization of the

time-averaged density gradient magnitude, |∇ρ|, for the downstream flowfield, is provided

in Figure  5.4 . The contour is a two-dimensional slice of the three-dimensional domain, taken

at the centerline, z = 0 m. The upstream bow-shock, originating at the wing’s leading-edge,
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is displayed with regions of high density gradients, above and below the model surface. The

upstream and redeveloping boundary-layers, near the windward and leeward surfaces of the

wing and the elevon, are also visible. The shock system near the cove environment is de-

picted, including components such as the separation vortex, the separated shear-layer, and

the separation and reattachment shock-waves. At the trailing-edge, the windward and lee-

ward elevon flowfields contain different flow phenomena, as shown previously in Figure  5.2 .

The windward trailing-edge boundary-layer separates from the trailing-edge and is deflected

downward through a high density gradients in the expansion-fan. In this region, there is a

separated windward shear-layer, which fluctuates rapidly due to the Kelvin-Helmholtz in-

stability, and trailing-edge vortex shedding. The leeward elevon boundary-layer separates

upstream of the trailing-edge, which creates a large region of recirculation and a separa-

tion shock. Downstream of the trailing-edge, there is another shock-wave produced as the

separated boundary-layer turns and mixes with the wake. This figure provides a reference

time-averaged flowfield for the following instantaneous snapshots.

Figure 5.4. Centerline, z = 0 m, contour of time-averaged density gradient
magnitude, |∇ρ|, for the downstream flowfield.
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5.1.1 Instantaneous Flow

This flowfield exhibits significant large-scale unsteadiness, which is associated with the

unsteady shock-wave/boundary-layer interaction at the cove juncture. Large coherent tur-

bulent structures, i.e., Görtler vortices, are generated in this region. These structures prop-

agate downstream along the elevon, in the redeveloping boundary-layer, and eventually

shed off the trailing-edge through a vortex shedding mechanism. Coherent turbulent struc-

tures strongly affect the flow characteristics, such as the unsteady shock-motion, the overall

flow structure, and the resultant aerothermodynamic loading. This was previously depicted

with the unsteady statistical analyses done for the NASA wing-elevon-cove computation in

Chapter  3 . Overall, this section attempts to visualize the flow unsteadiness in the shock-

wave/boundary-layer interaction, as well as the generation, propagation, and growth of tur-

bulent structures. This is done by providing several instantaneous flowfield snapshots, as

well as three-dimensional flow perspectives.

The flow unsteadiness and propagation of large coherent structures can be seen with

contours of instantaneous density gradient magnitude, |∇ρ|, which are provided in Figure  5.5 .

This figure includes two instantaneous flow snapshots, which start at the computational time

t = 10.7 ms and are separated by the time difference ∆t = 0.1 ms. These contours are two-

dimensional slices of the three-dimensional domain, taken at the centerline, z = 0 m, and are

focused on the local cove region. The unsteady flow entrainment is depicted here, as well as

the forming and collapsing of turbulent eddies in the cove. These eddies are shown to damp

out towards the leeward elevon cove exit. The generation of turbulent vortex structures

and the unsteady shock system can also be seen between Figure  5.5a and Figure  5.5b .

There is visible coherent movement of the shear-layer, in a flapping motion, and growth and

contraction of the separation vortex in these figures, as well. As the shear-layer flaps, and the

separation vortex grows and contracts, there is induced oscillation of the reattachment and

separation shock-waves. The shock system moves in a coherent fashion, and as a result, the

cove flow entrainment is either facilitated, or hindered, and the coherent turbulent structures

are either formed, or are shed.
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(a) t = 10.7 ms. (b) t = 10.8 ms.

Figure 5.5. Centerline, z = 0 m, contours of instantaneous density gradient
magnitude, |∇ρ|, in the shock-wave/boundary-layer interaction.

The generation, propagation, and growth of coherent turbulent structures in the re-

developing boundary-layer are depicted in the density gradient magnitude, |∇ρ|, contours

provided in Figure  5.6 . This figure provides four different instantaneous snapshots. As with

the previous figures, these contours are two-dimensional slices of the three-dimensional do-

main, taken at the centerline z = 0 m. The computational time difference between each

of the four snapchats is ∆t = 0.1 ms. Many features of the instantaneous flow, which are

averaged away in the time-averaging done for Figure  5.4 , can be seen in these figures. For

instance, the existence of the coherent structures in the redeveloping boundary-layer and

the acoustic waves, which reflect off these structures, are depicted in these instantaneous

snapshots. Four color-coded coherent vortex structures are highlighted in Figure  5.6 . These

vortices are color-coded, starting from upstream to downstream, as green, orange, blue, and

red. Beginning at a computational time of t = 10.5 ms, in Figure  5.6a , the four structures

are about half way along the elevon surface. After ∆t = 0.1 ms, in Figure  5.6b , the four

structures have propagated farther along the elevon. The red and blue vortices have moved

farther distances than the orange and green vortices as a result of the increase in convec-

tion velocities associated with vortex development [  152 ]–[ 154 ]. Another ∆t = 0.1 ms later,

124



in Figure  5.6c , the red vortex has shed from the trailing-edge and the three other vortices

have continued to propagate, grow, and mix as they continue downstream. After another

∆t = 0.1 ms, in Figure  5.6d , the blue vortex also sheds, leaving only the green and or-

ange vortex, which are mostly amorphous by this time. Collectively, these figures depict the

propagation of coherent vortex structures, which have significant effect on the overall flow

structure and the resultant aerothermodynamic loading.

(a) t = 10.5 ms. (b) t = 10.6 ms.

(c) t = 10.7 ms. (d) t = 10.8 ms.

Figure 5.6. Centerline, z = 0 m, contours of instantaneous density gradient
magnitude, |∇ρ|, for the downstream flowfield.
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Q-criterion is a useful tool for detecting and visualizing vortex structures in a three-

dimensional flowfield. Q-criterion is defined as the second invariant of the velocity gradi-

ent tensor, where values larger than zero depict a relative dominance of vorticity over the

strain rate [  141 ]. Specific Q-criterion levels can be employed as iso-surfaces in order to vi-

sualize turbulent structures in three-dimensions. Therefore, to visualize the instantaneous

three-dimensional turbulent flowfield, iso-surfaces of Q-Criterion were utilized, as shown in

Figure  5.7 . These iso-surfaces are contour-colored by velocity magnitude, |V |, providing

the local velocities of the structures in the redeveloping boundary-layer. Additionally, the

shock-wave, which originates at the cove, is highlighted with an iso-surface of u · |∇ρ|. This

quantity provides large values for high density gradients in the flowfield which are aligned

with the streamwise flow direction, i.e., the oblique shock-wave. The large-scale vortex

structures are also displayed in this visualization, which are shown to propagate, grow, and

combine along the elevon surface. The decay of turbulent structures in the cove region,

and the lack thereof on the leeward elevon surface, are also depicted here. On the windward

elevon surface, coherent structures originate near the cove region. These structures elongate,

combine, and become more chaotic downstream as the turbulent boundary-layer develops.

At the trailing-edge of the wing-elevon-cove, the vortex shedding of these structures and the

separated trailing-edge shear-layer can be seen.

Figure 5.7. Instantaneous Q-Criterion iso-surfaces, contour-colored by veloc-
ity magnitude, |V |, and a gray u · |∇ρ| iso-surface.
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As has been shown to be characteristic of hypersonic wing-elevon-cove flows, Görtler vor-

tices are present for this configuration. The Görtler numbers associated with this flow, cor-

responding to the streamline curvature at reattachment and flow entrainment, are Gret = 3.4

and Gent = 7.2, respectively. These vortices originate in the cove region due to the centrifu-

gal instability. The non-homogeneous spanwise heat flux distribution shown in Figure  5.10 

is related to this phenomenon. The elongation of the coherent structures results in lower

aerothermal heating, and the turbulent mixing of structures near the trailing-edge produces

higher aerothermal loading. The evolution of the spanwise Görtler vortices is visualized in

Figure  5.8 . In this figure, four y-z planes were extracted from the three-dimensional domain.

The streamwise locations in which these extracts are obtained are x = 0.75 m, 0.775 m,

0.8 m, and 0.825 m. These instantaneous planar extracts were taken at the computational

time t = 10.6 ms. The extract locations roughly align with the green, orange, blue, and red

coherent structures labeled in Figure  5.6 . Each frame in Figure  5.10 encompasses the entire

computational span, 50 mm, is contour-colored with instantaneous vorticity magnitude, |ω|,

and utilizes an exponential scale. These snapshots visualize the spanwise variation of the

three-dimensional flowfield and the existence of the Görtler vortices.

The first plane, at x = 0.75 m and shown in Figure  5.8a , displays what appears to be ap-

proximately eight Görtler vortices. The length-scale between adjacent vortices is λ ≈ 5 mm,

and the height of the vortices is approximately 3.8 mm. The spanwise plane also slices

through the oblique shock-wave, which is visible in this frame. The height of the boundary-

layer here is approximately 8 mm. The second plane, at x = 0.775 m and shown in Fig-

ure  5.8b , depicts the development of the Görtler vortices. There are five to six distinguishable

vortices in this frame with distance between adjacent structures averaging λ ≈ 6 mm and

structure heights averaging approximately 5 mm. The oblique shock-wave is also visible in

this frame. The height of the boundary-layer is approximately 7 mm off the surface, de-

picting the slight thinning of the boundary-layer. By the third plane, taken at x = 0.8 m

and shown in Figure  5.8c , the Görtler vortices have now started to mix and comprise the

entire boundary-layer. In this frame, there are five to six distinct vortex structures, and the

distance between adjacent structures is λ ≈ 10 mm. The height of the coherent structures,

and the boundary-layer, is approximately 8 mm. In the last plane, taken at x = 0.825 m and
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shown in Figure  5.8c , there are no coherent structures identifiable, and the Görtler vortices

are amorphous; however, there are several small eddies that are visible. The height of the

turbulent boundary-layer is approximately 9 mm in this location. Collectively, these four

contours depict the significant spanwise variation in the flowfield and the spatial development

of the three-dimensional Görtler vortices in the redeveloping boundary-layer.

(a) x = 0.7 m. (b) x = 0.775 m.

(c) x = 0.8 m. (d) x = 0.825 m.

Figure 5.8. Spatial evolution and growth of Görtler vortices, at t = 10.6 ms.
Instantaneous spanwise planar extracts located at x = 0.75 m, 0.775 m, 0.8 m,
and 0.825 m.
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5.2 Aerothermodynamic Loading

The pressure loading for this configuration follows the basic trends found in a compression

ramp shock-wave/boundary-layer interaction. The time-averaged surface pressure on the

entire windward elevon is provided in Figure  5.9 . This figure depicts little spanwise variation

in the time-averaged pressure loading. The surface pressure is constant, and relatively low,

prior to reattachment. There is a notable isobar found at the time-averaged reattachment

location, xr = 0.6914 m. After reattachment, there is a rapid increase of pressure, caused by

the shock-wave/boundary-layer interaction. This surface pressure is held constant along the

remainder of the elevon surface, until a drop in surface pressure occurs at the trailing-edge.

This drop in surface pressure is caused by boundary-layer separation and flow expansion.

Figure 5.9. Time-averaged surface pressure, P , on the windward elevon surface.

The time-averaged heat flux distributions for the entire windward and leeward elevon

surfaces are provided in Figure  5.10a . This figure depicts the non-homogenous spanwise

surface loading on the windward elevon surface. The spanwise streaks of localized heat flux

are associated with Görtler vortices. Near the cove region, x = 0.67 m, there is a spanwise

nodal pattern, which corresponds to the rapid flow entrainment. In the region immediately

after, between 0.68 m ≤ x ≤ 0.7 m, there are distinct nodal patterns of low heat flux caused

by large-scale flow separation. Downstream of this, there are three patterns aligned with

the previous nodal patterns. These patterns consist of higher aerothermal loading, which is

associated with the thinning of the boundary-layer. The surface heat flux drops slightly, as

the boundary-layer momentarily develops, and then rises as the turbulent structures begin
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to mix along the elevon. The surface heat flux then begins to exponentially rise, prior to

the shedding of the boundary-layer at the trailing-edge. The time-averaged heat flux on

the leeward elevon is provided in Figure  5.10b , for further context. There is little spanwise

variation in the leeward elevon surface loading due to the lack of resolved unsteadiness in this

region. The aerothermal heating inside of the cove is low, but there is a local spike in heat

flux produced as the leeward boundary-layer reattaches. The heat flux then steadily drops

as the boundary-layer develops along the leeward elevon surface. Eventually, near x = 0.76

m, the boundary-layer separates, leading to negligible aerothermal loading for the remainder

of the leeward elevon surface. This behavior is expected in large regions of separation [ 160 ],

[ 183 ], [  184 ]. The heat flux rises again at the trailing-edge elevon face, which is attributed to

the vortex shedding in the region.

(a) Windward elevon surface.

(b) Leeward elevon surface.

Figure 5.10. Time-averaged heat flux, q̇, on the windward and leeward elevon surfaces.
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To quantify these aerothermodynamic loading trends, centerline, z = 0 m, surface loading

data were collected for the windward and leeward elevon surfaces. These data, correspond-

ing to the time-averaged heat flux and pressure, are plotted in Figure  5.11 . The elevon

surface is split into the windward and leeward surfaces by the center chord line. As a result,

half of the interior cove and trailing-edge faces are included for the windward and leeward

plot lines. The trends and behaviors of the resultant loadings follow those depicted in the

previous chapters. Shown in Figure  5.11a , the pressure on the windward surface behaves

logistically, reaching high levels downstream of the shock-wave/boundary-layer interaction.

On the leeward surface, the pressures inside of the cove are larger than those for the lee-

ward boundary-layer. There is a large drop in pressure as the two meet, which is followed

by a steady drop in pressure as the leeward boundary-layer develops. On this side of the

elevon, there is a large expansion region causing this reduction in pressure. At the region

of leeward separation, the pressure initially increases, and then remains constant. These

centerline surface pressure trends are identical for different spanwise locations, due to the

non-homogenous spanwise loading distribution depicted in Figure  5.9 .

The centerline heat flux distribution, provided in Figure  5.11b , depicts the same general

trends. However, as shown in Figure  5.10 , these loadings are non-similar in the span. In

Figure  5.11b , the y-axis scale is exponential in order to depict heat flux values which are

orders of magnitude different. As in the Purdue BAM6QT computations, reattachment does

not produce the highest levels of heat flux for this configuration. There is high aerothermal

loading produced on the windward elevon in the flow entrainment region. This region is

strongly associated with the vortex production, which was discussed in the previous section.

Downstream, the heat flux drops slightly but then increases to a local peak at the time-

averaged reattachment position, xr = 0.6914 m. After reattachment, the heat flux remains

relatively constant before rapidly increasing as the boundary-layer develops along the elevon.

The global heat flux maximum is located at the trailing-edge face where the boundary-layer

sheds from the windward surface. On the leeward elevon surface, there is a large spike in

heat flux at boundary-layer reattachment. The heat flux then steadily drops until reaching

the leeward separation region. In this region, the surface heat flux drops to exceedingly low,
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negligible levels. On the trailing-edge face, the heat flux increases exponentially due to the

separated shear-layer flapping and turbulent vortex shedding.

(a) Surface pressure. (b) Surface heat flux.

Figure 5.11. Time-averaged centerline surface pressure and heat flux distri-
butions on the windward and leeward elevon surfaces.

The time-averaged aerothermodynamic surface loading distributions provided in the pre-

vious figures depict the general resultant surface loading. However, the time-dependent flow

produces unsteady surface loads associated with the propagation of turbulent structures.

The instantaneous surface loading distributions do not display any coherent structure, like

what was shown in Figure  5.10 for the time-averaged surface heat flux. To display this, the

instantaneous windward elevon surface heat flux is provided in Figure  5.12 . These two con-

tours are separated by ∆t = 0.1 ms and start at t = 10.5 ms. In these figures, there are no

clear structure in the heat flux distributions. There are, however, numerous unsteady regions

of locally high heat flux, which are induced by the turbulent structures. There are also adja-

cent regions of locally low heat flux. The two snapshots in Figure  5.12a and Figure  5.12b also

display the propagation of the local regions of high and low heat flux, which is aligned with

the propagation of turbulent structures downstream. Together, these figures also display the

chaotic nature of the unsteady aerothermodynamic loadings, and consequently, depict the

necessity for unsteady flow analysis.
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(a) t = 10.5 ms.

(b) t = 10.6 ms.

Figure 5.12. Instantaneous snapshots of heat flux, q̇, on the windward elevon surface.

In order to determine the time-averaged reattachment location, surface skin friction data

were collected and averaged over time. These data are provided in Figure  5.13a , which is a

contour of time-averaged directional skin friction, Cf,x, on the windward elevon surface. Since

skin friction is proportional to the wall shear stress, this figure visualizes the shear loading on

the windward elevon surface. In this figure, any value of skin friction below zero is blanked

out, which depicts the coherent line of reattachment. The general trend of the wall shear

consists of a steady increase along the elevon surface from reattachment to the trailing-edge,

where a global maximum occurs as the boundary-layer sheds. There is significant spanwise

nonuniformity of the line of reattachment. The spanwise distribution of reattachment is

aligned with the spanwise heat flux nodal patterns depicted in Figure  5.10a . This figure also

provides a visualization of the resultant hypersonic streak formations, which are known to

be produced by the unsteady Görtler vortices [  90 ], [ 92 ]–[ 94 ]. There are approximately seven
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to eight distinct streaks, which originate near reattachment and continue downstream. This

is the same number of Görtler vortices depicted at reattachment in Figure  5.8a .

To visualize the unsteady wall shear loading and reattachment location, an instanta-

neous skin friction, Cf,x, contour is provided in Figure  5.13b for the computational time of

t = 10.6 ms. In this figure, it is clear that it is impossible to define a continuous line of reat-

tachment. There are locations of zero skin friction that reach as far upstream as x = 0.67 m

and as far downstream as x = 0.7 m. This provides a fluctuation in the reattachment lo-

cation of ±0.03 m. In addition, this figure shows the hypersonic streak formations as well

as the locations of localized hot spots visualized in Figure  5.12b . These are both associated

with the propagation of the Görtler vortices in the redeveloping boundary-layer.

(a) Time-averaged.

(b) Instantaneous (t = 10.6 ms).

Figure 5.13. Time-averaged and instantaneous contours of directional skin
friction, Cf,x, on the windward elevon surface.
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5.3 Statistical Analysis

This section provides the analyses on unsteady fluctuations in the shock-wave/boundary-

layer interaction, in the redeveloping boundary-layer, and at the trailing-edge. The focus of

this study was on the unsteady shock system and the generation, propagation, and shedding

of turbulent structures. Unsteady flow signals were taken from the shock system, in the

redeveloping boundary-layer, in the vortex shedding region at the trailing-edge, and along

the windward elevon surface. These signals correspond to velocity fluctuations, u′
1 and u′

2,

and pressure fluctuations, p′. A reattachment signal is also created, L′
r, utilizing a time-

dependent reattachment position. This time-series is created through the location of the

zero centerline skin friction on the windward elevon surface. All signals in this section

were obtained with a sampling frequency of fs = 10 MHz, corresponding to a sample at

every computational time step. Signals are zero-padded to a power of two for fast Fourier

transforms. Power spectral density calculations were done employing Welch’s method and a

Hamming window, with a segment length of 8192 points and 50% overlap. This windowing

length and method are used to discern multiple features in signal’s power spectrum.

Spanwise spatial correlations were calculated to determine if the periodic boundary sides

were correlated with the centerline. This was a concern for this computation; for periodic

sidewall boundary conditions, the span should be large enough that it does not influence

the statistical results. To cover the entire elevon, spanwise wall pressure distributions were

collected for five streamwise stations, located at x = 0.67 m, 0.69 m (xr), 0.74 m, 0.78 m, and

0.82 m. These distributions were correlated with the centerline. The two-point zero time-

delay cross-correlations for these locations are provided in Figure  5.14 . Several correlations

are non-symmetric despite the spanwise surface symmetry. The first station corresponds to

the flow entrainment region, where high aerothermal loading and spanwise variation were

observed. This station depicts fluctuating positive and negative spanwise correlation with

the centerline, but at low levels. There are moderate correlations at z = ±0.01 m for the

flow entrainment region, x = 0.67 m, and the two downstream stations, x = 0.78 m and

x = 0.82 m. However, all spanwise correlations gradually drop to zero at the computational

boundaries, z = ±0.025 m.
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Figure 5.14. Spanwise centerline zero time-delay cross-correlations for sta-
tions located at x = 0.67 m, 0.69 m (xr), 0.74 m, 0.78 m, and 0.82 m.

5.3.1 Resolved Reynolds Stress

The resolved Reynolds stress can identify regions of strong unsteadiness or turbulence

production [ 185 ]–[ 187 ]. The Reynolds stress tensor is obtained through the single-point co-

variance of velocity fluctuations. Therefore, regions of high resolved Reynolds stress depict

large fluctuations in the velocity field. Centerline, z = 0 m, contours of the resolved Reynolds

normal stress components, R11, R22, and R33, and shear stress, R12, are provided in Fig-

ure  5.15 . In this figure, the resolved Reynolds stress components, u′
iu

′
j, non-dimensionalized

by the freestream velocity squared, u2
∞, are provided for the entire flowfield, with an en-

larged frame focused on the cove. There are high levels of resolved Reynolds stress found in

the cove environment, in the shock system, in the redeveloping boundary-layer, and at the

trailing-edge. The features of the shock system, such as the shear-layer, the separation vor-

tex, the shock-wave, and flow entrainment, are depicted with high resolved Reynolds stress.

The fluctuations in the trailing-edge shear-layer produce significant resolved Reynolds stress,

as well. The separation shock-wave is also visible in many of the resolved Reynolds stress

components. The redeveloping boundary-layer depicts the propagation and sustainment of

turbulence for this computation. The Reynolds normal stress components, R11, R22, and R33,
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display the general unsteadiness in the flowfield. The Reynolds shear stress, R12, displays

regions of both negative and positive velocity correlations. There are positive correlations

near reattachment and in the redeveloping boundary-layer. Additionally, there are negative

values at the trailing-edge and in the separation vortex, which indicts the turbulent transport

of eddies [ 146 ]–[ 148 ].

(a) R11 = u′
1u′

1. (b) R22 = u′
2u′

2.

(c) R33 = u′
3u′

3. (d) R12 = u′
1u′

2.

Figure 5.15. Centerline, z = 0 m, contours of resolved Reynolds stress, u′
iu

′
j,

non-dimensionalized by the freestream velocity squared, u2
∞.
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5.3.2 Space-Time Correlation and Convection Velocity

The coherent nature of the shock-wave/boundary-layer interaction and the trailing-edge

flow was analyzed with two-point zero time-delay cross-correlations. Contours of the corre-

lation coefficient, R, are provided in Figure  5.16 , for four correlation signals. These signals,

which are correlated with the surrounding flow, correspond to reattachment position move-

ment, L′
r, shear-layer flapping, u′

2, shock-wave oscillation, u′
1, and trailing-edge shear-layer

vortex shedding, u′
2. The signals, aside from L′

r, were collected at (x, y) = (0.665, 0.0115) m,

(x, y) = (0.68, 0.175) m, and (x, y) = (0.852, 0.365) m, respectively. These reference locations

are marked with black squares in Figure  5.16 .

The first figure, Figure  5.16a , provides the local flowfield cross-correlation for the reat-

tachment position signal. Several significant flow phenomena are highlighted with positive

correlation to this signal. There is a large region of correlation near the general region

of boundary-layer reattachment, and a region of negative correlation region immediately

downstream. The center of the separation vortex is visible with a high level of correlation,

depicting the significant correlation between the reattachment position fluctuation and the

separation expansion and contraction. This signal also depicts small correlations with the

separation and reattachment shock-waves, as well as a pocket at the centerline cove. The

second figure, Figure  5.16b , provides the local flowfield cross-correlation for the separated

shear-layer signal. The separated shear-layer shows a large region of high correlation above

the cove, which is associated with its coherent movement. The reattachment shock-wave

shows high levels of negative correlation, depicting inverse unsteady oscillations. There is

a region of flow entrainment which produces negative correlation to the shear-layer flap-

ping. Overall, this figure depicts the coherent flapping of the shear-layer, which inverses the

reattachment shock-wave motion and breathing of the separation vortex.

The local flowfield cross-correlation for the reattachment shock-wave signal is provided

in the third figure, Figure  5.16c . The structure of the shock-wave is depicted with the

surrounding region of high positive correlation to the reference signal. There are small-

valued correlations elsewhere in this region, such as near the shear-layer and separation

vortex; however, no other discernable features can be seen. The last figure, Figure  5.16d ,
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provides the local flowfield cross-correlation for the trailing-edge shear-layer. Here, there is

a large region of positive correlation for the trailing-edge shear-layer, depicting its coherent

structure and the growth of the shear-layer. There also exists negative correlation of the

region above the trailing-edge shear-layer, where turbulent structures in the boundary-layer

shed. All the other three signals displayed small, but non-zero, correlations in this region.

(a) Ret. position, L′
r. (b) Shear-layer, ref. (0.66, 0.01) mm.

(c) Ret. shock-wave, ref. (0.68, 0.17) mm. (d) Trail.-edge shear-layer, ref. (0.85, 0.36) mm.

Figure 5.16. Zero time-delay cross-correlations in the shock-wave/boundary-
layer interaction. Reference locations are marked with black squares.
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At the cove juncture, there is a centrifugal instability which is associated with the pro-

duction of Görtler vortices. These turbulent structures propagate downstream, where they

expand and mix. The boundary-layer becomes fully turbulent by the trailing-edge of the

elevon. To visualize the evolution of structural correlation in the redeveloping boundary-

layer, zero time-delay two-point cross-correlations were calculated for four reference signals,

s1, s2, s3, and s4, with the surrounding flowfield. These reference signals are roughly located

at x = 0.7 m, 0.75 m, 0.8 m, and 0.85 m, respectively, and correspond to velocity fluctua-

tions, u′
1, in the boundary-layer. Contours of the spatial cross-correlations are provided in

Figure  5.17 for these four reference signals, which include enlarged frames focused on the

reference signals. At the first station, s1, shown in Figure  5.17a , the spatial correlation spans

a small region, the size of 10 mm by 200 mm. In the next figure, Figure  5.17b , the elonga-

tion of turbulent structures is depicted with the proportional elongation of the correlation

region around the s2 reference signal, which spans 10 mm by 500 mm. In the next figure,

Figure  5.17c , the correlation for the s3 reference signal is similar to the previous station. The

last figure, Figure  5.17d , depicts a smaller region of correlation near the trailing-edge. In this

figure, there is correlation with the shedding boundary-layer; however, there is noticeably no

correlation in the separated shear-layer. This shows that upstream boundary-layer turbu-

lence is not correlated with the unsteady separated shear-layer flapping at the trailing-edge

of the elevon.

Utilizing the reference signals, s1, s2, s3, and s4, space-time cross-correlations, at non-zero

time-delays, were also calculated. In order to determine the correlation between upstream

and downstream regions of the redeveloping boundary-layer, the upstream reference signal,

s1, was correlated with the downstream signals, s2, s3, and s4. These correlations are

provided in Figure  5.18 , where the x-axis is the non-dimensional time-delay, ∆tu∞/∆x. The

inverse of the non-dimensional time-delay can be approximated as the convection velocity,

Uc, for the redeveloping boundary-layer. This figure displays the local peak correlation region

for each of the space-time cross-correlations. These peaks depict the high levels of correlation

between the signals in the boundary-layer, and are equal to R = 0.62, 0.55, and 0.48, for

s1/s2, s1/s3, and s1/s4, respectively. In addition, the optimal time delays associated with

these peaks provide the convection velocities of Uc/u∞ = 0.6, 0.65, and 0.7, respectively.
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(a) s1 (x = 0.7 m). (b) s2 (x = 0.75 m).

(c) s3 (x = 0.8 m). (d) s4 (x = 0.85 m).

Figure 5.17. Two-point zero time-delay cross-correlations in the redeveloping
boundary-layer. Reference locations are marked with black squares.

These values are similar to the convection velocities calculated with nearby wall pressure

signals, which are plotted in Figure  5.20 . In addition, the increasing of convection velocities,

as the boundary-layer develops, is observed with these correlations, which is consistent with

the literature [  188 ]. Outside of the temporal range provided, 0 ≤ ∆tu∞/∆x ≤ 5, the

correlations between these regions oscillate around zero.
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Figure 5.18. Space-time cross-correlations for the upstream signal, s1, with
downstream signals, s2, s3, and s4, in the redeveloping boundary-layer.

In order to continue the investigation on the redeveloping boundary-layer, space-time

cross-correlations of wall pressure signals along the windward elevon surface were calculated.

The cross-correlation contours for four different reference signals, with the surrounding sur-

faces, are provided in Figure  5.19 . These locations correspond to the cove region, x = 0.67 m,

reattachment, x = xr = 0.69 m, and two downstream stations, x = 0.74 m and x = 0.78 m.

These figures are contour-colored with the correlation coefficient, R. The x-axis is the spatial

separation, ∆x, and the y-axis is the signal time-delay, ∆t. The spatial separation is calcu-

lated as ∆xs =
√

(xi − xs)2 + (yi − ys)2, where xs and ys are the reference signal coordinate

locations. The time-delay represents the temporal difference in computational time. There-

fore, any spot away from the origin corresponds to the cross-correlation between the reference

signal and a spatially and temporally separated signal. The angle of these correlations, in

the space-time domain, is associated with the development of the turbulent boundary-layer.

Space-time correlations of this nature will produce an inclined distribution in the space-time

domain for fully developed hairpin vortices in a turbulent boundary-layer [  189 ]–[ 192 ]. Addi-

tionally, these calculations can subsequently be used to calculate the convection velocities,

Uc, by using the optimal time delay, ∆topt, for each spatial separation, ∆x.
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The space-time cross-correlation is at a relatively steep angle for the first station, at

x = 0.67 m and shown in Figure  5.19a . In this figure, the primary correlation spatial

region spans 0.02 m, and the primary time-delay range is 0.01 ms. The following station, at

x = xr = 0.69 m and shown in Figure  5.19b , displays a similar space-time cross-correlation

structure, with a slightly larger spatial correlation and time-delay correlation range. Moving

downstream, to stations x = 0.74 m and x = 0.78 m shown in Figure  5.19c and Figure  5.19d ,

the incline of the cross-correlation depicts the fully-developed boundary-layer. These regions

have a much larger spatial correlation region, ranging over 0.1 m, and time-delay range,

ranging 0.1 ms. The space-time cross-correlation for a region inside of the cove, at y = 0 m,

is provided in Figure  5.19e . The correlation contour in this figure is very different than

those shown along the downstream elevon, consisting of a circular correlation distribution.

Overall, this reference location displays low-spatial correlation, but a relatively high temporal

correlation, depicting the low-frequency influence in the region.

Using the same data employed in Figure  5.19 , the convection velocities were calculated

for the surrounding area, ∆x ≤ 20 mm, of each reference signal, s1, s2, s3, and s4. The non-

dimensional convection velocities, Uc/u∞, are plotted in Figure  5.20 . In general, these plots

depict the relatively constant convection velocity values obtained for each reference station.

This behavior is due to the linearly inclined space-time correlation distributions, which were

displayed in Figure  5.19 . Each signal shows relatively constant convection velocities, with

the largest variations found near the region of flow entrainment. The average convection

velocity range, for all stations, is 0.65 ≤ Uc/u∞ ≤ 0.75. These values are also in line with the

convection velocities calculated for velocity fluctuations in the redeveloping boundary-layer.

There is a clear increase in convection velocities moving downstream, which is consistent

with the literature [ 188 ]. The convection velocities at x = 0.67 m do not precisely follow

this trend, which may be due to the unsteady shock-wave/boundary-layer interaction. The

center cove convection velocities are not shown in this figure, and were much lower, with an

approximate value of Uc/u∞ = 0.3. This value is constant for the majority of the cove, up

until x = 0.67 m.
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(a) x = 0.67 m. (b) x = xr = 0.69 m.

(c) x = 0.74 m. (d) x = 0.78 m.

(e) Cove center (y = 0 m).

Figure 5.19. Space-time cross-correlation contours of wall pressure signals,
x = 0.67 m, 0.69 m, 0.74, 0.78 m, and y = 0 m, and the surrounding surfaces.
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Figure 5.20. Convection velocities corresponding to the reference signals,
x = 0.67 m, 0.69 m, 0.74, and 0.78 m, and the surrounding areas, ∆x ≤ 20 mm.

5.3.3 Power Spectral Density and Coherence

Statistical signal analyses were done for various regions of the unsteady flowfield. In

this section, the frequencies are non-dimensionalized as the Strouhal number St. The

length-scale and velocity-scale used for non-dimensionalization are the time-averaged reat-

tachment length, Lr, and the freestream velocity, u∞. The characteristic frequency is

fc = 20 kHz. Data for each signal are collected at every time step, with a sampling fre-

quency of fs = 10 MHz. This section provides analyses of unsteady fluctuations in the

shock-wave/boundary-layer interaction, in the redeveloping boundary-layer, along the elevon

surface, and at the trailing-edge. Signals used here correspond to vertical velocity fluctua-

tions, u′
2, in the shear-layer, collected at (x, y) = (0.666, 0.011) m, and in the trailing-edge

shear-layer, collected at (x, y) = (0.851, 0.036) m. Streamwise velocity fluctuations, u′
1, were

collected in the separation and reattachment shock-waves, at (x, y) = (0.67, 0.019) m and

(x, y) = (0.6725, 0.015) m, respectively. Separation fluctuations, p′, were collected in the

separation vortex, at (x, y) = (0.664, 0.009) m. The reattachment position movement, L′
r, is

also included in several of these analyses.
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The premultiplied power spectral densities, fG(f)/σ2, for six important flow phenom-

ena are provided in Figure  5.21 . These signals correspond to components of the shock-

wave/boundary-layer interaction. The trailing-edge shear-layer and reattachment position

are included as well. It is evident that the shock system contains low-frequency spectral

content. The majority of the spectral energy for the signals in this region are within the

Strouhal number range of 0.01 ≤ St ≤ 2. Specifically, the reattachment position spectrum

is contained within the Strouhal number range of 0.01 ≤ St ≤ 5. The primary shear-layer

signal spectrum is contained within the Strouhal number range of 0.1 ≤ St ≤ 4. The sep-

aration vortex signal spectrum spans the largest frequency range and is contained within

the Strouhal number range of 0.02 ≤ St ≤ 3. The separation shock-wave signal spectrum

is contained within the Strouhal number range of 0.01 ≤ St ≤ 1, and the reattachment

shock-wave spectrum is within the Strouhal number range of 0.1 ≤ St ≤ 2. For comparison,

there is a clear shift to higher frequencies in the trailing-edge shear-layer signal spectrum,

which is contained within the Strouhal number range of 0.1 ≤ St ≤ 10.

Separation provides the lowest initial spectral frequency peak, at a Strouhal number of

St = 0.02. The reattachment position spectrum has the second lowest frequency peak, at a

Strouhal number of St = 0.08. The separation and reattachment shocks have slightly higher

frequency spectral peaks, at Strouhal numbers of St = 0.15 and St = 0.25, respectively.

Surprisingly, both the primary shear-layer, at the cove, and the trailing-edge shear-layer

signals do not have dominant low frequency peaks. These spectra also generally have higher

frequency spectral energy content. The six signals have modal peaks, in the Strouhal number

range of 0.1 ≤ St ≤ 0.3, that may correspond to Rossiter Modes [ 193 ]–[ 196 ]. For the

reattachment position spectrum, these peaks occur at Strouhal numbers of St = 0.09, 0.18,

and 0.45. For the cove shear-layer spectrum, there are distinct modal peaks that occur at

Strouhal numbers of St = 0.125, 0.2, 0.35, and so forth. For the separation vortex spectrum,

peaks occur at Strouhal numbers of St = 0.11, 0.18, 0.25 and 0.3. For the reattachment

shock-wave spectrum, there are modal peaks at Strouhal numbers of St = 0.3 and St = 0.5.

For the separation shock-wave spectrum, there are modal peaks at Strouhal numbers of

St = 0.32 and St = 0.48, and for the trailing-edge shear-layer spectrum, there are modal

peaks at Strouhal numbers of St = 0.2, 0.35, and 0.5.
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Figure 5.21. Premultiplied power spectral densities, fG(f)/σ2, for flowfield
signals in the shock-wave/boundary-layer interaction and at the trailing-edge.

These signals were also used to analyze the spectral correlation of reattachment shock-

motion and separation vortex contraction and expansion. Coherences with the reattachment

shock-wave signal are provided in Figure  5.22a , and coherences with the separation vortex

signal in Figure  5.22b . At low-frequencies, in the Strouhal number range of 0.01 ≤ St ≤

0.1, the reattachment shock-wave and the reattachment position signal have the strongest

coherence, followed by the reattachment shock-wave and the primary shear-layer signal.

In these ranges, the separation shock-wave and the trailing-edge shear-layer signals have

zero coherence with the reattachment shock-wave. There are distinct peaks in the Strouhal

number range of 0.1 ≤ St ≤ 1 for all coherences with the reattachment shock-wave signal.

There is also significant coherence with the trailing-edge shear-layer signal at the Strouhal

number of St = 0.8, as well. The rest of the frequency range contains too much statistical

uncertainty to form a clear interpretation.

The coherence with the separation vortex contraction and expansion is provided in Fig-

ure  5.22b . At low-frequencies, in the Strouhal number range of 0.01 ≤ St ≤ 0.1, there is

strong coherence between the separation vortex signal and the reattachment shock-wave,

the shear-layer, and the trailing-edge shear-layer signals. At moderate frequencies, in the

Strouhal number range of 0.1 ≤ St ≤ 1, there are also distinct modal peaks for each of the
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signal’s coherence with the separation vortex signal. The coherence between the separation

vortex and the reattachment shock-wave is the strongest in this region, displaying a peak

coherence at the Strouhal number of St = 0.8. In addition, there is peak coherence between

the separation vortex signal and the trailing-edge shear-layer signal found at a lower fre-

quency Strouhal number of St = 0.7. The separation vortex signal and the reattachment

position signal also show significant coherence at local peak of St = 0.6. Collectively, these

coherence plots further highlight the spectral frequencies that were depicted in Figure  5.21 .

(a) Shock-wave coherence. (b) Separation coherence.

Figure 5.22. Coherence between the shock-wave and separation signals with
other shock-wave/boundary-layer interaction signals.

The power spectra and coherence in the redeveloping boundary-layer were analyzed using

the four signals, s1, s2, s3, and s4, which were discussed previously. The premultiplied power

spectral density of these signals is provided in Figure  5.23a . The coherences between the

upstream, s1, and the other downstream signals, s2, s3, s4, are provided in Figure  5.23b . Since

these signals are all within the redeveloping boundary-layer, the spectra are all relatively

similar. The primary Strouhal number range here, where most of the energy is contained, is

0.01 ≤ St ≤ 1. There exists a slight shift in spectral energy to higher frequencies between s1

to s4. This shift is consistent with evidence that is presented later in this section. There is

significant coherence between these signals at low-to-moderate frequencies, in the Strouhal

number range of 0.01 ≤ St ≤ 0.8, which is shown in Figure  5.23b . The strongest coherence
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is between the two closest signals, s1 and s2, with a peak at the frequency of St = 1. The

coherence between the two downstream signals and the upstream signal drop near St = 0.15,

but there are modal peak values at higer frequencies, in the Strouhal number range of

0.1 ≤ St ≤ 1. Once again, there is statistical uncertainty at St ≥ 1.

(a) Premultiplied power spectral density. (b) Coherence.

Figure 5.23. Spectral statistics for wall pressure signals in the redeveloping
boundary-layer, s1, s2, s3, and s4.

There were additional focus areas of the flow investigated, such as regions of aerothermal

maxima near the cove and at the elevon’s trailing-edge. These locations, which can be seen in

the plot of elevon surface heat flux in Figure  5.11b , roughly translate to the location of rapid

flow entrainment, in the cove, and the vortex shedding of the windward boundary-layer.

Unsteady surface heat flux signals were collected at these peak locations on the windward

elevon surface. The premultiplied power spectral densities and coherences of these signals

are provided in Figure  5.24 , with the reattachment position signal, L′
r, included for reference.

Each of the peak heat flux spectra are concentrated at higher frequencies, comparatively to

other locations in the flow, in the Strouhal number range 0.5 ≤ St ≤ 10. This shift is made

clear with the inclusion of the reattachment position signal, which is strongly concentrated

at low frequencies, in the Strouhal number range 0.01 ≤ St ≤ 2. There is also a distinct

shift to higher frequencies in the trailing-edge vortex shedding spectrum, compared to the

flow entrainment. The coherence plots between the two heat flux maxima signals and the
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reattachment position signal are provided in Figure  5.24b . Here, there is significant coherence

at moderate frequencies, St ≤ 1, and distinct modal peaks at St = 0.5, 0.7, and 0.8. The rest

of the coherence, at frequencies larger than St = 1, are associated with statistical uncertainty.

(a) Premultiplied power spectral density. (b) Coherence.

Figure 5.24. Spectral statistics for windward elevon surface heat flux maxima
signals, and the reattachment signal, L′

r, for reference.

Analysis of the intermittent wall pressure signals along the windward elevon surface was

done to provide further context to the unsteady flow characteristics. The premultiplied

power spectral densities were calculated with these signals. The complete power spectra

for the windward elevon are provided in Figure  5.25 . This figure is contour-colored by

premultiplied power spectral density, fG(f)/σ2. The x-axis is the distance, x, in the spatial

reference frame, and the y-axis is the frequency domain, scaled as the base-10 log of the

Strouhal number, St. This scaling facilities the depiction of power spectra at frequencies

of different orders of magnitude. This power spectra contour highlights several important

characteristics of the fluctuating wall pressure. The most important of which is that a

large frequency shift from low-to-high frequencies, starting in the cove region, moving to

reattachment, and then to downstream, which is consistent with spectra for other relevant

flows [  54 ], [ 58 ], [ 90 ], [ 143 ], [ 144 ], [ 158 ]. However, this trend is opposite to what was found

for the NASA wing-elevon-cove computation, where a shift from high-to-low frequencies was

found downstream of reattachment, as displayed in the similar plot provided in Figure  3.20 .
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The primary Strouhal number range in Figure  5.25 is considered within green/blue contour

levels, and the peak Strouhal number range is within the red/orange contour levels. In

the cove environment, x = 0.665 m to x = 0.67, the primary Strouhal number range is

0.17 ≤ St ≤ 2, and the peak Strouhal number range is 0.6 ≤ St ≤ 1.1. Slightly upstream,

at the time-averaged reattachment location, x = 0.69 m to x = 0.7, the frequency ranges

are similar in magnitude. The primary Strouhal number range is 0.2 ≤ St ≤ 2.4, and the

peak Strouhal number range is 0.8 ≤ St ≤ 1.5. Moving half a meter down the elevon results

in the large shift to higher frequencies. At the midpoint of the elevon, near x = 0.75 m,

the primary Strouhal number range is 0.36 ≤ St ≤ 3.5, and the peak Strouhal number

range is 1.13 ≤ St ≤ 2.4. These frequency ranges are nearly twice as high as those closer

to the upstream cove region. The primary and peak Strouhal number ranges are mostly

unchanged until the trailing-edge. In this region, the spectra contain low, moderate, and

high frequencies for this flow, with a primary Strouhal number range is 0.143 ≤ St ≤ 3.6

and peak range of 1.46 ≤ St ≤ 2.32.

Figure 5.25. Premultiplied power spectral density contour for the complete
windward elevon surface pressure response, in the spatial-frequency domain.

151



To further analyze the wall pressure signals, the power spectra at specific streamwise

locations were extracted from the complete wall pressure spectra and are plotted in Fig-

ure  5.26 . The spectra of four signals, ranging from the cove region to the trailing-edge of

the elevon, located at x = 0.68 m, 0.69 m, 0.75 m, and 0.80 m, are plotted in Figure  5.26a .

The power spectra for another four signals, inside of the cove environment and located at

y = ±2 mm and y = ±6 mm, are provided in Figure  5.26b . The spectra for four signals,

which are located at the trailing-edge of the elevon, x = 0.8 m, 0.82 m, 0.84 m, and 0.85 m,

are provided in Figure  5.26c . Lastly, the power spectra for two signals near the cove, at

x = 0.665 m and 0.70 m, and two signals from the trailing-edge, 0.82 m, and 0.85 m, are

compared in Figure  5.26d .

The power spectra along the elevon are similar, displayed in Figure  5.26a , and are con-

tained within the Strouhal number range of 0.1 ≤ St ≤ 5. There are distinct peaks at

St = 0.2 and St = 0.4 for the upstream locations, x = 0.68 m and x = 0.7 m. The time-

averaged reattachment location, x = xr = 0.69 m, contains lower frequency spectral content,

between 0.08 ≤ St ≤ 0.4, than the other three locations. The shift from low-to-high fre-

quencies is also seen at the right-end of the spectra, depicted with the shift in trailing-edge

spectra, between x = 0.68 m and x = 0.8 m, at frequencies of St ≥ 1. This can also be seen

in peak spectra locations for the x = 0.75 m and x = 0.8 m signals, which display spectra at

frequencies twice as high as the upstream x = 0.68 m signal spectrum. The power spectra for

signals inside of the cove, provided in Figure  5.26b , depict characteristically low-frequency

dominated spectra. The spectra inside of the cove are confined to the Strouhal number range

of 0.01 ≤ St ≤ 1. Near the center of the cove, there are distinct peaks at very low-frequency

peaks of St = 0.04. There are also modal peaks between 0.1 ≤ St ≤ 0.3. There is little

spectral content for these signals in the high frequency range of St ≥ 10.

The wall pressure spectra at the trailing-edge of the elevon are plotted in Figure  5.26c .

The power spectra in this region depict higher frequency spectral content, as well as distinct

low-frequency peaks in similar ranges as those found upstream. These modal peaks corre-

spond to Strouhal numbers of St = 0.02 and St = 0.04. At the trailing-edge, there is large

unsteadiness attributed to the shedding of the turbulent boundary-layer and the flapping of

the separated shear-layer. These spectra are compared to those upstream in Figure  5.26d .
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The large difference in spectral content is depicted in this figure. There is a large concen-

tration of spectral energy in the low-frequency range of 0.08 ≤ St ≤ 0.5 for these signals.

The shift from low-to-high frequencies, from upstream to the trailing-edge, is also depicted

in this plot. The cove signal contains the largest majority of low-frequency spectra, followed

by the reattachment position signal, the trailing-edge signal, and the far downstream elevon

signal. Collectively, these plots display what was shown in Figure  5.25 , with higher clarity.

The shift from low-to-high frequencies depicts the propagation of turbulence along the re-

developing boundary-layer. The similar peaks at low-frequencies found throughout the flow

also highlight the influence of the low-frequency shock-motion.

(a) x = 0.68 m, 0.69 m, 0.74 m, and 0.78 m. (b) y = ±2 mm and y = ±6 mm.

(c) x = 0.8 m, 0.82 m, 0.84 m, and 0.85 m. (d) x = 0.665 m, 0.69 m, 0.82 m, and 0.85 m

Figure 5.26. Premultiplied power spectral densities, fG(f)/σ2, of wall pres-
sure signals at various locations on the windward elevon surface.
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Snapshots of specific frequencies in the wall pressure power spectra can highlight the

frequency-dependent unsteady flow characteristics. In addition, by specifying a frequency,

two-dimensional surface spectra can be displayed. Three power spectra snapshots are pro-

vided in Figure  5.27 . This figure includes contours of premultiplied power spectral density,

fG(f)/σ2, for wall pressure spectra at low, moderate, and high frequencies. In order to high-

light the low-frequency behavior, the Strouhal number St = 0.07 was used, corresponding to

the frequency f = 1.4 kHz. The moderate frequency behavior is depicted with the Strouhal

number of St = 0.2, corresponding to the frequency f = 4 kHz. The high frequency behavior

is depicted with a Strouhal number of St = 1.7, corresponding to the frequency f = 34 kHz.

For reference, the time-frame between the instantaneous snapshots provided in Figure  5.5 

and Figure  5.6 , is equivalent to a frequency of f = 10 kHz.

Collectively, these snapshots depict the resultant aerothermodynamic surface loading

distributions that were apparent in the time-averaged heat flux plot shown in Figure  5.10a .

The low-frequency power spectra, plotted in Figure  5.27a , displays the distinct nodal pattern

at the flow entrainment region. This region is also associated with the low-frequency shock-

wave/boundary-layer interaction and the generation of coherent turbulent structures. This

figure highlights the three nodal formations in the cove environment, which were observed

in the time-averaged heat flux plot, Figure  5.10a , but not in the time-averaged pressure

loading, Figure  5.9 . Interestingly, these patterns are not symmetric in the span. There

are also distinct streaks downstream of this location, which are associated with the Görtler

vortices. The trailing-edge shows high levels of premultiplied power spectral density at this

frequency, associated with the vortex shedding mechanism. The last two premultiplied power

spectral density snapshots, shown in Figure  5.27b and Figure  5.27c , display the moderate and

high frequency surface power spectra. These figures depict the spanwise loading patterns

found at reattachment and the downstream streak formations. The upstream region is

shown to contain larger power spectra magnitudes in moderate frequencies, compared to

high frequencies, whereas the downstream region follows the opposite trend. This, once

again, depicts the low-to-high frequency shift, upstream to downstream, which has been

observed in spectra for relevant flows [ 54 ], [ 58 ], [ 90 ], [ 143 ], [ 144 ], [ 158 ].
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(a) St = 0.07.

(b) St = 0.2.

(c) St = 1.7.

Figure 5.27. Low, moderate, and high frequency snapshots of premultiplied
power spectral density, fG(f)/σ2, of wall pressure for the complete windward
elevon surface.

155



5.4 Chapter Discussion

This project focused on the center portion of the scaled Purdue wing-elevon-cove model,

in the UTSI TALon wind tunnel conditions. A three-dimensional model, provided in Fig-

ure  5.1 , was created by extruding the surfaces of the centerline wing-elevon-cove cross-section.

As a result, the wind tunnel surface, side-gaps, and wing-tip are ignored. However, do-

ing so allows for a structured meshing approach, where focus region resolutions can be

refined and carefully tuned. The mesh for this model was provided in Figure  2.10 , and the

freestream flow conditions were provided in Table  2.3 . The UTSI TALon wind tunnel pro-

duces higher freestream, and cove, Reynolds numbers compared to the Purdue BAM6QT

wind tunnel. This facilitated the onset of unsteadiness in the shock-wave/boundary-layer

interaction, which allowed for the characterization of the unsteady flowfield.

The order of data presentation in this chapter followed time-averaged and instantaneous

flow visualization, aerothermodynamic loading, and then unsteady signal analysis. The time-

averaged centerline flow structure for this configuration is identical to the Purdue BAM6QT

wing-elevon-cove computation. The unsteady instantaneous flowfield depicted the produc-

tion, propagation, and growth of Görtler vortices downstream of the shock-wave/boundary-

layer interaction. The Görtler vortices, which originate in the cove region, propagate and

grow through the redeveloping boundary-layer, which eventually sheds from the trailing-

edge of the model. The behavior of these vortices and their resultant effects on the flowfield,

such as inducing non-homogonous spanwise surface loading distributions, were found to be

consistent with similar findings on relevant flows [ 73 ], [ 85 ], [ 90 ], [ 91 ], [ 143 ].

The statistical analyses provided a comprehensive investigation of the unsteady fluctua-

tions in the flowfield. The mechanisms that were investigated include the unsteady coherent

motion of the shock-wave/boundary-layer interaction, and the generation, propagation, and

growth of coherent turbulent structures. Cross-correlations in the flowfield depicted the

coherent movement of the shock-system and of the trailing-edge shear-layer. In addition,

there are large-scale correlations and coherences found in the redeveloping boundary-layer.

The convection velocities associated with the redeveloping boundary-layer were in the range
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0.65 ≤ Uc/u∞ ≤ 0.75. These values are aligned with those found in the NASA wing-elevon-

cove computation, as well as literature [ 188 ].

The premultiplied power spectral densities and coherences between unsteady fluctuations

in the shock system displayed a primary Strouhal number range of 0.01 ≤ St ≤ 0.1. This

range is similar to the frequencies of the NASA wing-elevon-cove spectra, as well as other

published shock-wave/boundary-layer interactions [  149 ]–[ 151 ], [  158 ], [  159 ]. The premulti-

plied power spectral densities and coherences for fluctuations in the redeveloping boundary

layer and regions of maximum heat flux were analyzed, as well, and depicted similar frequency

ranges. The entire wall pressure power spectra was calculated and displayed a general shift

from low-to-high frequencies along the elevon, which is consistent with literature [  54 ], [  58 ],

[ 90 ], [  143 ], [  144 ], [  158 ]. Several individual power spectra distributions on the windward

elevon surface were also analyzed. The power spectra, at specified frequencies, depicts sev-

eral unsteady flow characteristics. Three different frequencies were chosen, St = 0.07, 0.2,

and 1.7, which represent the low, moderate, and high frequency spectra. These snapshots

provided further evidence of the frequency behavior of the flow discussed throughout this

chapter. Collectively, the flowfield and surface loading visualizations presented in this chap-

ter, as well as the unsteady statistical analyses, provide the characteristics for this hypersonic

wing-elevon-cove flow.

This project improved on the configuration faults of the NASA wing-elevon-cove com-

putation, such as downstream grid-stretching, and provided additional statistical analyses.

Such improvements include better mesh quality and new, or improved, data analysis tech-

niques. The refined mesh, compared to the NASA wing-elevon-cove mesh, allowed for the

propagation of turbulence in the redeveloping boundary-layer to be studied. Improved data

analysis also provided enhanced insight into the unsteady flow characteristics. At the time

of writing, there are currently no experimental data available for this wing-elevon-cove con-

figuration. However, the UTSI experimental team is currently running ongoing wind tunnel

experiments on this model. As a result, the data produced from this project can be used

to aid experimentalists and may possibly be published in future works. Overall, this work

provides fundamental research on hypersonic wing-elevon-cove flows and unsteady shock-

wave/boundary-layer interactions, similar to the previous two projects.
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6. CONCLUSION

The accurate characterization of hypersonic flows is required for the development of hyper-

sonic flight vehicles. For example, the reliable prediction of aerothermodynamic loads in the

hypersonic regime is critical for thermal protection and material design [  2 ], [ 3 ], [ 40 ], [  41 ],

[ 43 ], [  197 ], [  198 ]. Hypersonic flowfields are often complex, three-dimensional, and introduce a

plethora of phenomena, such as shock-wave/boundary-layer interactions. These interactions

influence vehicle performance by introducing large-scale flow separation, unsteadiness, and

increased aerothermodynamic loading [ 7 ], [ 8 ], [ 69 ], [ 160 ], [ 187 ]. The low-frequency unsteady

motion of the shock system and boundary-layer reattachment produce intense fluctuations in

local surface loading, which can lead to structural failure. Consequently, this low-frequency

shock-motion is a research topic many in the aerospace community have focused on [  46 ], [  50 ],

[ 52 ]–[ 54 ], [ 71 ], [ 144 ], [ 156 ], [ 157 ], [  159 ]. By studying and characterizing the nature of shock-

wave/boundary-layer interactions, such as the mechanisms that control unsteadiness and

the production of turbulent structures, a better understanding of the design requirements

for hypersonic flight vehicles can be obtained.

The computational capability to simulate these interactions has significantly advanced

over the last century [  108 ]–[ 110 ], [ 199 ]. However, unsteady hypersonic shock-wave/boundary-

layer interactions require high fidelity computational tools, such as large-eddy simulation or

detached-eddy simulation, to accurately model. Steady-state computations of these interac-

tions do not fully characterize the relevant flow behavior, i.e., the unsteady shock-motion and

its resultant effect on the flowfield and aerothermodynamic loading. The large computational

costs associated with higher fidelity methods, however, routinely leads to the idealization of

models and configurations in research studies. This idealization may ignore local geometric

imperfections, such as gaps or cavities, which can strongly affect both the mean and in-

stantaneous flowfields. Experimental studies often idealize the geometry of models as well,

due to physical experimental limitations [ 9 ]–[ 13 ]. Therefore, there is an increasing need for

computational and experimental studies focused on hypersonic flight vehicle geometric im-

perfections. As a result, the overall goal of this dissertation was to provide comprehensive

research and analysis on this topic.
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This research involved a computational investigation into hypersonic wing-elevon-cove

flows. This investigation included three projects associated with various wing-elevon-cove

models and flow conditions, in order to cover a range of configurations. Each computa-

tion employed improved delayed-detached eddy simulation to achieve high fidelity results

in focus regions, i.e., the cove juncture. The overall goal of the research was to analyze

the flow behavior and characteristics of these configurations. The characterization of these

flows was provided by flowfield visualizations, depiction of aerothermodynamic loadings, and

statistical analysis of unsteady flow fluctuations. The primary focus region was the cove at

the edge of the juncture of the main wing element and the elevon. This region could be

considered a geometric imperfection, from the perspective of aerodynamics, and contains

the shock-wave/boundary-layer interaction produced by the control surface deflection and

the centrifugal Görtler instability. The last two wing-elevon-cove computations were done

in collaboration with the Purdue and UTSI experimental teams. While experimental data

were not included, for the most part, the work here has facilitated experimental research

efforts and may be employed in future published works.

The discussion of the collective works presented in this dissertation is provided in this

chapter. As such, the three wing-elevon-cove projects are overviewed and compared. By

discussing the various similarities and differences, the characteristic behaviors of these flows

can be inferred. These discussions allow for larger context to be drawn from the associated

research projects, as well. At the end of the chapter, the discussion of how this research

could be expanded or improved is provided, followed by several closing concluding remarks.

6.1 Research Overview

The following section provides an overview and discussion of the three hypersonic wing-

elevon-cove flows presented in this dissertation. The first project involved the computation

of the NASA experimental study, detailed in Chapter  3 . The second project involved the

computation of, and the associated experiment on, the Purdue swept wing-elevon-model

in the Purdue BAM6QT wind tunnel conditions, detailed in Chapter  4 . Lastly, the third
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project involved the computation of, and the associated experiment on, the scaled Purdue

model in the UTSI TALon wind tunnel conditions, detailed in Chapter  5 .

6.1.1 NASA Wing-Elevon-Cove

This first project focused on the 1978 experimental study conducted by NASA engineers

W.D. Deveikis and W. Bartlett [  42 ]. In these experiments, a wing-elevon-cove model was em-

ployed in hypersonic flow to simulate the windward surface of a shuttle-type reentry vehicle.

A total of 41 tests were done by Deveikis and Bartlett, which focused on the aerothermo-

dynamic loading on the interior and exterior wing and elevon surfaces. The improved de-

layed detached-eddy simulation produced excellent agreement with the experimental data.

Grounded with the agreement with mean surface data, this project expanded on the topics

explored in the NASA experimental study, to include topics such as flow visualization and

statistical analysis.

As the upstream boundary-layer separates at the cove, a region shock-wave/boundary-

layer interaction is created, consisting of an expansion-fan, a shear-layer, a separation vortex,

and a shock-wave. The pressure gradient imparted by the cove environment produces sig-

nificant flow entrainment. The shock-wave/boundary-layer interaction exhibits unsteady

behavior, such as large-scale distortions in the shock-wave. The three-dimensional Görtler

vortices in the redeveloping boundary-layer originate in this region and propagate down-

stream. The downstream elevon spanwise surface loading is non-homogenous, as a result

of the Görtler vortices, and the flow contains characteristic heat flux streaks. Görtler vor-

tices, and these associated streaks, are often found in hypersonic shock-wave/boundary-layer

interactions that are induced by surface deflection [ 73 ], [ 85 ], [ 90 ], [ 91 ], [ 143 ].

The energy in the shock-wave/boundary-layer interaction spectra for this wing-elevon-

cove flow was primarily contained within the low-frequency Strouhal number range of 0.02 ≤

St ≤ 1. This range corresponds to the dimensional frequency range of 2 ≤ f ≤ 100 kHz.

These non-dimensional frequency ranges have been reported for compression ramp flows

and various shock-wave/boundary-layer interactions [  149 ]–[ 151 ], [  158 ], [  159 ]. Low-frequency

spectra were also found inside of the cove region. There is then a shift from low-to-high fre-
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quencies at reattachment, followed by a gradual decrease in spectral frequencies downstream.

It is unknown if this behavior is affected by the grid stretching and consequent damping of

turbulence. In the UTSI TALon computation, there is a shift to higher frequencies down-

stream of reattachment, which has been observed in spectra for relevant flows [  54 ], [  58 ], [  90 ],

[ 143 ], [ 144 ], [ 158 ].

6.1.2 Purdue BAM6QT Wing-Elevon-Cove

The second project was done in collaboration with the Purdue experimental team. The

computation for this project simulated the Purdue swept wing-elevon-cove model in the

Purdue BAM6QT wind tunnel conditions. Compared to the two other wing-elevon-cove

configurations, the full Purdue model introduced increased three-dimensionality, such as

the side gap regions and the surrounding wind tunnel surface. The initial research goal

was to compare the computational results to the experimental wind tunnel data. This was

not accomplished due to the overall timing of the projects. However, this research provided

practical flow visualization and aerothermodynamic loading analysis for this hypersonic wing-

elevon-cove configuration.

There is significant flow three-dimensionality present in this flowfield. A three-dimensional

lambda shock-wave/boundary-layer interaction forms around the swept wing-elevon-cove

model and the surrounding wind tunnel surface. This depicts the similarity of this con-

figuration to hypersonic blunt-fin interactions [  167 ]–[ 174 ], [  180 ]–[ 182 ]. Large-scale vortex

structures are produced in several regions near the model surface. The vortices at the lee-

ward elevon surface are produced by the flow entrainment through gap regions. At the top of

the model, the wing-tip vortices are created through the flow entrainment of the surrounding

surface boundary-layers. These vortices induce distinct streaks of locally high aerothermal

heating on the wing-elevon-cove surface, which have also been experimentally validated.

The improved delayed detached-eddy simulation was unable to resolve significant un-

steadiness in the shock-wave/boundary-layer interaction at the cove juncture. While the

computation did not produce unsteadiness, experimental data did show low-frequency spec-

tra inside of the cove; however, the overall unsteadiness in the shock-wave/boundary-layer
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interaction was low. A parametric sweep was done by modifying various geometric parame-

ters and flow conditions. These modifications significantly affected the flow structure, resul-

tant aerothermodynamic loading, and flow unsteadiness. In general, the parametric sweep

computations with stronger shock-wave/boundary-layer interactions, or significantly higher

cove Reynolds numbers, Recove, successfully produced unsteady shock-wave/boundary-layer

interactions. This outcome is consistent with literature findings [  88 ], [ 163 ], [ 164 ].

6.1.3 UTSI TALon Wing-Elevon-Cove

The final project involved a computational investigation of the scaled Purdue wing-elevon-

cove model. The UTSI TALon Mach 4 Ludwieg tube experimental flow conditions were

utilized in the computation. One goal of this work was to aid and collaborate with ongoing

UTSI experimental efforts. The other goal was to conduct comprehensive statistical analysis

on the unsteady flowfield for the Purdue model, which was not possible with the Purdue

BAM6QT wind tunnel conditions. The computational surface model consisted of only the

center portion of the full swept wing-elevon-cove model, omitting the side gap regions and

the surrounding wind tunnel surface. This reduction of the computational domain allows

for more precise meshing and data collection, comparatively to unstructured T-Rex hybrid

meshing [ 200 ]. It was also shown, in the second project, that the centerline flow for the full

swept wing-elevon-cove model was not strongly affected by the side gap entrainment regions.

The UTSI TALon flow conditions produce higher freestream and cove Reynolds numbers

compared to the Purdue BAM6QT wind tunnel, which facilitated the onset of unsteadiness

in the shock-wave/boundary-layer interaction. The time-averaged flow structure is simi-

lar in nature to the previous wing-elevon-cove computations. The unsteady instantaneous

flowfield depicted the production, propagation, and growth of Görtler vortices in the redevel-

oping boundary-layer. These structures were also observed to have significant effect on the

resultant aerothermodynamic loading, producing non-homogonous spanwise surface loading

distributions, which is consistent with similar flows [ 73 ], [ 85 ], [ 90 ], [ 91 ], [ 143 ].

The statistical analyses done for this project focused on the unsteady fluctuations in the

shock-wave/boundary-layer interaction, along surfaces, and in the redeveloping boundary-

162



layer. The shock-wave/boundary-layer interaction spectra was contained within the Strouhal

number range of 0.01 ≤ St ≤ 0.1, corresponding to the dimensional frequency range of

0.2 ≤ f ≤ 2 kHz. These non-dimensional frequency ranges are consistent with the spectra

for the NASA wing-elevon-cove and other published shock-wave/boundary-layer interactions

[ 149 ]–[ 151 ], [  158 ], [  159 ]. There is a shift from low-to-high frequencies in the wall pressure

spectra downstream of reattachment, from moderate frequencies of 0.6 ≤ St ≤ 1 to higher

frequencies of 1.13 ≤ St ≤ 2.4, which is also consistent with published data.

6.2 Comparison of Wing-Elevon-Cove Flows

The three research projects presented in this dissertation provided a computational in-

vestigation into hypersonic wing-elevon-cove flows. This was done, as a collective effort, to

produce research and analysis on geometric imperfections, from the perspective of aerody-

namics, in hypersonic flight vehicles. The computational tool employed for all three projects

was improved delayed detached-eddy simulation, which employs large-eddy simulation in

focus regions, i.e., the cove juncture. These flows, in general, were shown to produce similar

flow characteristics, behavior, and aerothermodynamic loading distributions. For example,

the shock-wave/boundary-layer interactions produced increased aerothermodynamic loading

downstream of the cove in all projects, as expected. The components of the shock systems

for all wing-elevon-cove computations include the shock-wave, separated shear-layer, sep-

aration vortex, secondary separation vortex, boundary-layer separation/reattachment, and

cove flow entrainment. The NASA and UTSI TALon wing-elevon-cove computations also

depict large similarities in the unsteady flow behavior and the low-frequency spectra of the

shock-wave/boundary-layer interaction.

There were also qualitative and quantitative differences for these wing-elevon-cove com-

putations. This is primarily attributed to the large range of freestream conditions and

wing-elevon-cove geometries and scales. For instance, the non-zero angle of attack for the

NASA wing-elevon-cove produced significant effects on the local cove juncture flow, which

were not seen in the other two computations. Additionally, as a consequence of the lack of

unsteadiness in the computation, the unsteady flowfield could not be characterized for the
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Purdue BAM6QT wing-elevon-cove computation. Therefore, structures such as Görtler vor-

tices, which are produced by the streamline curvature in the separated shear-layer, were

only present in the NASA and the UTSI TALon wing-elevon-cove computations. The

Purdue BAM6QT swept wing-elevon-cove model did, however, introduce increased three-

dimensionality compared to the other two projects. This complexity led to additional flow

phenomena, such as a three-dimensional lambda shock-wave/boundary-layer interaction and

large-scale vortex formations, which were not present in the NASA and UTSI TALon wing-

elevon-cove computations.

While all surface models used in these projects consist of wing-elevon-cove configurations,

each project model contains different geometric features. The NASA experimental wing-

elevon-cove model consisted of a flat plate wing, downstream elevon, and a comparatively

complex cove environment. This model was also angled, relative to the freestream, to produce

the angle of attack. The model represented the windward wing-elevon-cove surface of a

shuttle-type reentry vehicle. As a result, the leeward side of the model was not simulated

in the computation. The Purdue swept wing-elevon-cove model was utilized for the Purdue

BAM6QT and UTSI TALon computations. However, the full model was employed in the

Purdue BAM6QT computation, whereas the centerline portion of the scaled model was used

in the UTSI TALon computations. The scaled model used in the UTSI experiments and

computations was approximately twice the size of the Purdue model. The NASA wing-

elevon-cove model was the largest of three, with a wing-elevon span of 1.85 m. The Purdue

BAM6QT and UTSI TALon wing-elevon spans were 0.4 m and 0.8 m, respectively.

A structured meshing approach was applied to the NASA and UTSI TALon computa-

tional meshes, whereas a hybrid T-Rex unstructured meshing approach was used for the

full swept wing-elevon-cove. T-Rex hybrid unstructured meshing incorporates structured

meshing near surfaces and allows for higher fidelity results, compared to pure unstructured

meshes; however, this technique reduces the overall computational fidelity compared to a

completely structured mesh. The NASA and UTSI TALon computations employed periodic

side boundary conditions at each side of the computational domain, whereas the Purdue

BAM6QT computation simulated the entire three-dimensional flowfield. Each mesh, how-

ever, used approximately 230-250 million cell volumes, which was associated with the limit
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on mesh size for Kestrel KCFD at the time. All surfaces for every computation had high

near-wall resolution, with ∆y+ ≤ 1. The mesh for the NASA wing-elevon-cove had cove

region grid spacings, in inner coordinates, of ∆x+ ≈ 70, ∆y+ ≈ 60, and ∆z+ ≈ 80. These

spacings are held nearly constant in the focus region, however, the grid is stretched down-

stream of reattachment with a ratio of 1.2. This has shown to damp out the propagation of

turbulence in the flow, which was resolved in the meshing for the UTSI TALon wing-elevon-

cove computation. The full three-dimensional swept wing-elevon-cove model used in the

Purdue BAM6QT computations employed T-Rex hybrid unstructured meshing. Because of

the complicated structure of this model near the deflected elevon, grid spacing is not held

constant, which may have affected the improved delayed detached-eddy simulation numerical

fidelity. Unfortunately, due to mesh volume size limitations in KCFD, further refinement

was not possible. The grid spacings, in inner coordinates, for the focus regions, ranged from

∆x+ ≈ 50 − 200, ∆y+ ≈ 80 − 160, and ∆z+ ≈ 70 − 300. The mesh for the UTSI TALon

computations consisted of only the center portion of the Purdue swept wing-elevon-cove

model, which facilitated structured meshing and data collection. In the focus regions, the

grid spacings, in inner coordinates, were ∆x+ ≈ 50, ∆y+ ≈ 50, and ∆z+ ≈ 60. These values

are similar to those for the NASA wing-elevon-cove, however, this spacing was held constant

along the entire downstream elevon. The NASA and UTSI TALon wing-elevon-cove mesh

spacings are aligned with the required resolution of large-eddy simulation [  118 ], [  128 ], [  129 ].

These mesh properties are collectively tabulated, for reference, in Table  6.1 .

Table 6.1. Mesh properties for the NASA, Purdue BAM6QT, and UTSI
TALon wing-elevon-cove computations.

Parameter NASA BAM6QT TALon
Volume Cells (million) 230 250 250
∆y+

w ≤ 1 ≤ 1 ≤ 1
∆max (m) 5 × 10−4 1 × 10−3 2 × 10−5

∆x+ 80 50 − 200 50
∆y+ 60 80 − 160 50
∆z+ 80 70 − 300 60
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Each of the wing-elevon-cove computations utilized hypersonic wind tunnel flow con-

ditions. The NASA Langley wind tunnel conditions used in the computation correspond

to Mach 6.9 flow at a unit Reynolds number of Re = 4.29 × 106 m−1. The Purdue

BAM6QT wind tunnel conditions correspond to Mach 6 flow at a unit Reynolds number

of Re = 1.10 × 107 m−1, and the UTSI TALon wind tunnel conditions correspond to Mach

4 flow at a unit Reynolds number of Re = 1.80 × 107 m−1. The NASA wing-elevon-cove is

the only configuration with an angle of attack relative to the freestream. During the compu-

tational parametric sweep associated with the Purdue BAM6QT project, it was found that

non-zero angles of attack facilitated the onset of unsteadiness at the cove by introducing

larger pressure gradients between the windward and leeward surfaces. The NASA model

also employed the largest elevon deflection angle, 15 deg, compared to the 12 deg deflection

used for the Purdue BAM6QT and UTSI TALon wing-elevon-cove computations. The re-

mainder of the relevant freestream and configuration properties for the three computations

are tabulated in Table  6.2 .

Table 6.2. Freestream and configuration properties for the NASA, Purdue
BAM6QT, and UTSI TALon wing-elevon-cove computations.

Parameter NASA BAM6QT TALon
M∞ 6.86 6 4
To,∞ (K) 2300 433 295
Po,∞ (kPa) 7030 1034 483
u∞ (m/s) 2040 874 672
Re∞ (m−1) 4.29 × 106 1.10 × 107 1.90 × 107

Rex,cove 6.15 × 106 3.50 × 106 1.14 × 107

α (deg) −12 0 0
δf (deg) 15 12 12

The flow structures for the three hypersonic wing-elevon-coves are predominately sim-

ilar. The three different configurations depicted the same flow phenomena and shock-

wave/boundary-layer interaction components. These include the shock-wave, separated

shear-layer, primary/secondary separation vortices, and boundary-layer separation/reattach-

ment. The time-averaged reattachment positions for the three computations, measured from

the centerline separation point on the wing surface, were Lr = 20 mm, 12 mm, and 30 mm,
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respectively. The NASA configuration boundary-layer thickness at the cove, δcove = 21.6 mm,

was within the same magnitude as the cove length and has a ratio of boundary-layer thickness

to cove length of δ/Lcove = 1.6. Comparatively, the Purdue swept wing-elevon-cove model

computations have larger ratios of δ/Lcove = 6.0 and δ/Lcove = 5, corresponding to the Pur-

due BAM6QT and UTSI TALon computations, respectively. The boundary-layer heights

for these computations were δcove = 15.6 mm and δcove = 30 mm, respectively. The angle of

attack in the NASA configuration moves the relative reattachment position upstream. For

the other two wing-elevon-cove computations, the separation region extends farther onto the

downstream elevon surface. The structure of these separation vortices varies between the

three configurations, due to the local cove geometry and overall flow conditions. The sepa-

ration vortex for the NASA wing-elevon-cove computation is the largest and most rounded,

comparatively, and spans 20 mm by 20 mm. The separation vortices for the Purdue swept

wing-elevon-cove computations are more narrow, due to local geometry at the cove. For the

Purdue BAM6QT computation, the separation vortex spanned 12 mm by 1.5 mm, and for

the UTSI TALon computation, the vortex spanned 30 mm by 3 mm. These flow structure

properties are tabulated in Table  6.3 .

Table 6.3. Cove region mean flow parameters for the NASA, Purdue
BAM6QT, and UTSI TALon wing-elevon-cove computations.

Parameter NASA BAM6QT TALon
δcove (mm) 21.6 15.6 30
δcove/Lcove 1.6 6 5
Lr (mm) 20 12 30
Separation (mm x mm) 20 × 20 12 × 1.5 30 × 3

The resultant aerothermodynamic loadings were analyzed for each of the three wing-

elevon-cove computations. To facilitate comparison, the reported surface loading parameters

in this section are non-dimensionalized by reference aerothermodynamic loadings located at

the upstream trailing-edge of the wing, q̇ref and Pref. The reference values for the NASA

wing-elevon-cove computation correspond to q̇ref = 205 kW/m2 and Pref = 10.16 kPa. The

reference values for the Purdue BAM6QT computation are q̇ref = 1400 W/m2 and Pref =

500 Pa, and the reference values for the UTSI TALon computation are q̇ref = 950 W/m2 and
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Pref = 3000 Pa. All of these relevant aerothermodynamic loading parameters are tabulated

in Table  6.4 .

The surface pressure loading for all three wing-elevon-cove computations follow expected

trends for hypersonic compression ramp interactions [ 149 ]–[ 151 ], [  158 ], [  159 ]. For each

computation, there was little spanwise variation found in the time-averaged surface pres-

sure distributions, compared to other surface loading variables. The general trend in the

surface pressure distributions follows a consistent exponential increase through the shock-

wave/boundary-layer interaction, until global maxima are reached at the trailing-edge. The

non-dimensional surface pressure maxima were nearly identical for each computation. The

pressure maxima for the NASA, Purdue BAM6QT, and UTSI TALon wing-elevon-cove com-

putations were Pmax/Pref = 3, Pmax/Pref = 4, and Pmax/Pref = 3.5, respectively.

The aerothermal loading for the three wing-elevon-cove computations showed significant

variations. In the NASA wing-elevon-cove computation, the non-dimensional heat flux at

reattachment was q̇ret/q̇ref = 2.25. The aerothermal heating continued to increase along the

elevon, downstream of reattachment, until the global maximum, q̇max/q̇ref = 2.8, was reached.

The three-dimensional flowfield in the Purdue swept wing-elevon-cove computation produced

locally high aerothermal regions, such as the vortex-induced heat flux streak, which were not

present in the other computations. These regions reached non-dimensional heat flux values

as high as q̇max/q̇ref = 8. For this computation, the aerothermal heating in the cove region

was low, but there was an exponential rise in heat flux through the flow entrainment region

until reattachment. The non-dimensional heat flux at reattachment reached q̇ret/q̇ref = 1.6.

The heat flux continued to increase along the elevon and eventually reached a local maximum

value of q̇/q̇ref = 4 at the trailing-edge. For the same centerline portion of the model, the

UTSI TALon conditions produced different aerothermal loading distributions, as a result

of the unsteady shock-wave/boundary-layer interaction and the turbulent flowfield. There

was a local maxima non-dimensional heat flux, q̇/q̇ref = 0.9, near the region of rapid flow

entrainment. At reattachment, the non-dimensional heat flux reached q̇ret/q̇ref = 1.2. The

heat flux continued to increase along the elevon, where non-homogeneous spanwise streak

develops due to the unsteady Görtler vortices. Halfway along the elevon, the non-dimensional

heat flux reached local maxima of q̇/q̇ref = 4. Afterward, the heat flux on the elevon began
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to rapidly increase, as opposed to the NASA and Purdue BAM6QT computations, which

is caused by the unsteady shedding of the boundary-layer. The global heat flux maximum,

located at the trailing-edge, was equal to q̇max/q̇ref = 10.

Table 6.4. Aerothermodynamic loading parameters for the NASA, Purdue
BAM6QT, and UTSI TALon wing-elevon-cove computations.

Parameter NASA BAM6QT TALon
Pref (kPa) 10.16 0.5 3
q̇ref (kW/m2) 205 1.4 0.95
Pmax/Pref 3 4 3.5
q̇ret/q̇ref 2.25 1.6 1.2
q̇max/q̇ref 2.8 8 10

In the three hypersonic wing-elevon-cove flows, the separated shear-layer at the cove

region produces streamline curvature. This streamline curvature is associated with a cen-

trifugal instability and the production of Görtler vortices. Coincidentally, the computation

with the lowest Görtler, G, corresponded to the Purdue BAM6QT wing-elevon-cove, which

did not produce unsteadiness. The average Görtler numbers at reattachment for the NASA,

Purdue BAM6QT, and UTSI TALon wing-elevon-cove computation were Gret = 6.4, 1.5,

and 3.4, respectively. However, using the curvature of the interior cove flow entrainment

streamlines provides higher Görtler numbers of Gent = 8.2, 3.5, and 7.2, respectively.

For the unsteady NASA and UTSI TALon computations, the mechanisms of turbulence

structure generation are associated with the centrifugal instability, caused by streamline

curvature, as well as the Kelvin-Helmholtz instability in the separated shear-layer. For the

NASA wing-elevon-cove computation, the separated shear-layer is deflected downward, which

produces large streamline curvature. This is likely associated with the production of Görtler

vortices for this flow. Alternatively, the flow entrainment region was shown to be associated

with the production of Görtler vortices in the UTSI TALon wing-elevon-cove computation.

The approximate initial distance between adjacent spanwise Görtler vortices, λ, in the NASA

and UTSI TALon wing-elevon-cove redeveloping boundary-layers were λ = 10 mm and

λ = 5 mm, respectively. The space between adjacent Görtler vortices increases downstream

as the vortices merge into fully-developed turbulent boundary-layers. The Görtler growth
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rates, σ, which can be approximated with the increased aerothermal heating produced by the

Görtler vortices, were σ = 2.2 and σ = 1.2 for the NASA and UTSI TALon wing-elevon-cove

computations, respectively. The relevant Görtler centrifugal instability parameters for the

NASA and UTSI TALon wing-elevon-cove computations are provided below in Table  6.5 .

Table 6.5. Görtler centrifugal instability parameters for the NASA and UTSI
TALon wing-elevon-cove computations.

Parameter NASA TALon
G, reattachment 6.4 3.4
G, entrainment 8.2 7.2
λ (mm) 10 5
σ 2.2 1.2

The unsteady characteristics of the flow can be further compared for the NASA and UTSI

TALon wing-elevon-cove computations. All of the relevant information for these statistics

discussed here are provided in Table  6.6 . The characteristic frequencies, associated with

the unit Strouhal number, are fc = 100 kHz, for the NASA wing-elevon-cove computation,

and fc = 20 kHz, for the UTSI TALon wing-elevon-cove computation. Both of the wing-

elevon-cove computations produced low-frequency unsteady shock-wave/boundary-layer in-

teractions. Space-time cross-correlations in these flows depicted similar coherent movement

of components of the shock system, which include shear-layer flapping, separation vortex

expansion and contraction, and shock-wave oscillation. The convection velocities, calculated

with wall pressure space-time correlations, in each flow were similar in magnitude. These

values range 0.6 ≤ Uc/u∞ ≤ 0.75 in redeveloping boundary-layer and 0.3 ≤ Uc/u∞ ≤ 0.5

in the shock-wave/boundary-layer interaction, and are within the same convection velocity

range for similar flows [ 152 ]–[ 154 ].

While both wing-elevon-cove computations employ largely different configurations and

flow conditions, the spectra display significant similarities. The power spectra for the un-

steady shock-wave/boundary-layer interaction in the NASA wing-elevon-cove computation

were contained in the Strouhal numbers in the range of 0.01 ≤ St ≤ 1. Similarly, the

frequencies in the shock-wave/boundary-layer interaction for the UTSI TALon wing-elevon-

cove computation were contained in the Strouhal number range of 0.05 ≤ St ≤ 2. Co-
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herences of signals in these regions also produced peaks in these frequency ranges. These

ranges are consistent with the spectra report for similar hypersonic compression ramp shock-

wave/boundary-layer interactions [ 149 ]–[ 151 ], [ 158 ], [ 159 ]. Instantaneous flowfield visualiza-

tions of the cove region depicted unsteady coherent movement of the shock system and the

generation of turbulent structures in the same frequencies, as well.

The wall pressure spectra for each computation, however, produced diametrically differ-

ent results. For the NASA wing-elevon-cove computation, the wall pressure spectra exhibited

similar low-frequency behavior in the cove as the shock-wave/boundary-layer interaction, in

the Strouhal number range 0.01 ≤ St ≤ 1. The spectra shift to higher frequencies at reat-

tachment, in the Strouhal number range of 0.1 ≤ St ≤ 2, and then back to lower frequencies

of 0.05 ≤ St ≤ 1 downstream. In the UTSI TALon wing-elevon-cove computation, the wall

pressure spectra in the cove depict low-frequencies of 0.01 ≤ St ≤ 0.1. At reattachment, the

spectra are contained within the Strouhal number range of 0.1 ≤ St ≤ 2. The spectra shift

to higher frequencies of 0.5 ≤ St ≤ 5 downstream, rather than back to lower frequencies.

Additional evidence in the UTSI TALon wing-elevon-cove statistical analyses, as well as in

literature [  54 ], [  58 ], [  90 ], [  143 ], [  144 ], [  158 ], support this the shift from low-to-high frequen-

cies downstream. Due to the NASA wing-elevon-cove grid stretching, and the contradictory

literature data, it can be concluded that the characteristic nature of the unsteady flow is

more accurately depicted in the UTSI TALon wing-elevon-cove computation.

Table 6.6. Unsteady flowfield characteristics for the NASA and UTSI TALon
wing-elevon-cove computations.

Parameter NASA TALon
fc (kHz) 100 20
Uc/u∞, shock system 0.3 - 0.4 0.3 - 0.5
Uc/u∞, downstream elevon 0.6 - 0.7 0.65 - 0.75
St, shock system 0.01 - 1 0.05 - 2
St, cove 0.01 - 0.1 0.01 - 1
St, reattachment 0.1 - 2 0.1 - 2
St, downstream elevon 0.05 - 1 0.5 - 5
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6.3 Future Investigation

This dissertation attempted to provide a characterization of hypersonic wing-elevon-cove

flows through a computational investigation of three projects. The work for these projects

could be expanded in several meaningful ways. One of which is future collaboration with

experimental studies. While the final projects related to the Purdue swept wing-elevon-cove

were meant to be compared with experimental data, the overall timing of the projects were

not aligned. However, while the experiments at Purdue and UTSI are still ongoing, the data

provided by this work can be used for comparison in future published works.

Improved meshing and computational models could provide increased accuracy and fi-

delity of these computations. For instance, while it was not possible to create a completely

structured mesh for the Purdue BAM6QT computations, unstructured meshing has shown

to have computational accuracy issues [ 133 ], [  200 ], [  201 ]. In addition, wall-resolved large-

eddy simulation, or direction numerical simulation, could also be employed for a further

increase in numerical fidelity. However, these methods would be extremely costly for the

computations in this dissertation and would not be worth the extra computational hours

needed for the small increase in fidelity achieved.

This research could be expanded by implantation of new techniques. For example, up-

stream turbulence in the boundary-layer has shown to be correlated with shock-wave/boundary-

layer interaction unsteadiness [ 46 ], [ 62 ], [ 71 ], [ 72 ]. Simulations have shown that using syn-

thetic turbulence in detached-eddy simulation can produce quality turbulence statistics [ 202 ],

[ 203 ]. Haryl Ngoh, of Purdue University, is working on injecting synthetic turbulence into

improved delayed detached-eddy simulations of shock-wave/boundary-layer interactions [ 63 ],

[ 204 ]. His work has shown that while synthetic turbulence injection has little effect on mean

and root-mean-square fluctuations of primitive flow variables, there were differences in the

shock-wave/boundary-layer interaction statistical analysis. The characteristic behavior of

these flows could be further analyzed with this technique, where the data presented in this

thesis could provide baseline results.

Additional examples of future investigations come from suggestions made by reviewers

of the published works associated with these results [  78 ], [  138 ]–[ 140 ], [  162 ]. It has been

172



noted that wall temperature may prove to be a disparity in computations. All three projects

employed wall temperatures at a room temperature value of Tw = 293.15 K. It is possible

that there might be discrepancy in wall temperatures when comparing to experimental data.

Research has shown that aerodynamic surface quantities do in fact show a small sensitivity

to wall temperature, which would impact the flow statistics [  205 ]. Even more so, the wall

temperatures would reach adiabatic temperatures in representative flight conditions, which

are much higher. A fluid-structure interaction approach could also be applied, in order to

determine the effect of surface heat conduction on the unsteady flowfield [ 49 ], [ 206 ], [ 207 ].

The work in this dissertation could also be expanded to cover a larger range of flowfields.

The primary focus of this research was on configurations with strong elevon deflection, i.e.,

15 deg and 12 deg. There was not a thorough analysis done for lower elevon deflections, which

occur more frequently on realistic flight vehicles [ 208 ], [ 209 ]. The last two projects were done

at zero angle of attack to facilitate wind tunnel collaboration. Large angles of attack have

shown to produce stronger shock-wave/boundary-layer interactions and unsteadiness, as de-

picted with the NASA wing-elevon-cove computation. The three projects revolved around

wing-elevon-cove computations which were directly associated with wind tunnel configura-

tions. As a result, a thorough analysis centered on flight conditions, as opposed to wind

tunnel conditions, was not done. An investigation of flight Reynolds numbers would provide

further context for hypersonic wing-elevon-cove flows. For instance, a parametric sweep of

different flight conditions, elevon deflections, and angles of attack could provide flow char-

acterization for a representative flight trajectory. Collectively, these are just some examples

of the many research avenues which could be explored to expand on this work.

6.4 Concluding Remarks

This dissertation provided a computational investigation of three separate wing-elevon-

cove flowfields. The computational tool employed was improved delayed detached-eddy

simulation, which produced high fidelity results for reasonable computational cost. These

flows were extensively visualized, analyzed, and discussed throughout this dissertation.

A large focus was on the resultant aerothermodynamic loading and the unsteady shock-
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wave/boundary-layer interaction at the cove. A large amount of this work has been previ-

ously published [  138 ]–[ 140 ], [ 162 ], and the rest is in the process of publication review. The

general research goal for this dissertation was to characterize hypersonic wing-elevon-cove

flows, specifically the unsteadiness of shock-wave/boundary-layer interactions at the cove.

Three hypersonic wing-elevon-cove configurations were computed and subsequently analyzed.

The first project started off the investigation, where the unsteady analysis depicted low-

frequency motion in shock-wave/boundary-layer interaction and a correlated shock system.

This investigation led to experimental interest in the Purdue and UTSI experimental teams.

These projects revolved around a three-dimensional swept wing-elevon-cove model that was

designed by Carson Lay, of Purdue University. This model is currently being employed in

Purdue BAM6QT and UTSI TALon experiments. A computational investigation was done

on both wind tunnel configurations and models. While there are no current published ex-

perimental results, the computational research and analysis done for this dissertation aided

experimentalists in several meaningful ways.

The focus of this work, as a whole, was on the unsteady characteristics and flow behavior

of these flows. As a result, there was significant effort to produce unsteady results for this

flow in both wind tunnel configurations. Unfortunately, the improved delayed detached-eddy

simulation did produce unsteadiness for the Purdue BAM6QT wing-elevon-cove configura-

tion. Therefore, while there was collaborative effort for the second project with the Purdue

team, the data presentation focuses on visualization of the complex three-dimensional flow-

field. This provides an argument for fidelity to vehicle geometry, as another step away from

idealization led to very complex flow configurations elsewhere in the flowfield. Future col-

laboration with the UTSI experimental team may be done with the unsteady statistics done

for the UTSI TALon wing-elevon-cove computation. The Purdue experimental team was

able measure low-frequency unsteadiness in the cove, however, the lack of unsteadiness of

the shock system was also observed. There is strong evidence of a dependence on Reynolds

number to produce unsteadiness in the flow and in the computations. Since the Reynolds

number for the wind tunnels are well below realistic flight Reynolds numbers, this may

cause a discrepancy between computational, experimental, and flight data for hypersonic

wing-elevon-cove flows.
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This work has led to an expansion in the communitive research knowledge on geometric

imperfections in hypersonic regime. The three hypersonic wing-elevon-cove flows provide

general context for the unsteadiness and aerothermodynamic loading for these flows. This

material can be applied to hypersonic flight vehicle design, as well as continued fundamental

research efforts on hypersonic wing-elevon-cove characteristics. The experimental teams at

UTSI and Purdue may use the computational data presented in this dissertation to further

compare experimental and computational capabilities. The continued collaboration between

experimental and computational methods provides facilitation of research and is needed to

further expand the knowledge in this field. As Leonardo da Vinci once said, “Art is never

finished, only abandoned.”
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