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ABSTRACT

The advancement of semiconductor technology has resulted in the development of de-

vices that are fast, cost-effective, low-power, and high-performance. To achieve this, many

gates are integrated into smaller areas, resulting in increased complexity of digital circuits.

Increased size and complexity result in a large number of faults, which increases the time

taken to test the circuit. However, as the size of the digital designs increases, they also

exhibit structural similarities. This thesis describes a test generation process that utilizes

structural similarity to speed up the test generation process. The property of structural

similarity can be seen in circuits that are subjected to engineering change order (ECO), cir-

cuits that are modified during place and route, circuits subjected to retiming, circuits with

multiple cores such as central processing units (CPUs), graphics processing units (GPUs),

and artificial intelligence (AI) chips. The goal of the thesis is to determine the testability

of a circuit (circuit2) given a test set for a structurally similar circuit (circuit1). This is

achieved by transforming a test set generated for circuit1 into a test set for circuit2 without

repeating the entire test generation process. The process described in the thesis starts with a

structural analysis of circuit1 and circuit2 that captures their structural properties using an

integer-arithmetic based computation called signatures. The signatures are used to obtain

a partial mapping between the inputs and outputs of the two circuits. The mapping is used

for transforming test patterns for circuit1 into test patterns for circuit2. The first chapter

looks into similar circuits obtained after modifying the gate-level netlist. In the next chap-

ter, structurally similar circuits were obtained by modifying the RTL, and the gate-level was

resynthesized. This chapter proposed a mapping methodology to accommodate the changes

introduced during the resynthesis of a netlist. Lastly, the thesis described a test generation

methodology where transition faults are considered, which required two-cycle tests to be

detected.
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1. INTRODUCTION

Advancing growth in semiconductor technology has led to the development of fast, cost-

effective, low-power, and high-performance devices [  1 ], [  2 ]. Complex circuits consist of a large

number of gates that are integrated into small-sized chips, which increases the complexity of

integrated circuits. A decrease in size and an increase in complexity results in an increased

number of faults to be tested [  2 ]. With complex and dense ICs, the time taken to test, debug

and verify the circuit becomes the bottleneck for chip design. [  3 ].

The physical design flow [  4 ] is iterative to fix errors, improve performance and solve power

issues. In order to meet the circuit specifications, designers make changes in the circuit [ 5 ],

[ 6 ]. The required changes are performed incrementally so that they would have less impact

on the existing design. Such changes are known as Engineering Change Orders (ECO).

Testability bottlenecks are addressed by performing test generation early in the design flow.

The generated test sets remain valid as long as the modifications do not alter the gate-level

description of the circuit. Every time a modification changes the gate-level description,

the test patterns for the original design become invalid, and new test patterns need to be

generated for the modified design. This visibly increases the overall test generation time and

time-to-market for the chip.

The solution explored in this thesis is to exploit structural similarity prevalent in the

current designs to speed up the test generation process. The thesis provides a solution for

incremental test generation for similar circuits obtained by modifying gate-level netlists and

the RTL when stuck-at and transition faults are considered.

This chapter presents the basics of design for test (DFT), its techniques, a few of the

fault models involved in the study and review of the previous works.

1.1 VLSI Design Flow

The VLSI chip density is expanding exponentially as transistor feature sizes continue to

shrink. As a result, the current and future VLSI technology are extremely complicated. In
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order to meet the current demand, billions of transistors are integrated on a single chip.

In addition, every manufactured chip must be reliable and should be thoroughly tested. A

robust VLSI design and test flow which results in the production of reliable chips is reviewed

in this section.

Figure 1.1. VLSI Design Flow [ 4 ]

Figure  1.1 shows a flow diagram for the VLSI design. The initial stage of the VLSI design

flow is to defining the specifications of the circuit. The specifications define the necessary

power, area, timing constraints that needs to be met for the design. the behavioral aspect

of the circuit is defined using a hardware description language (HDL)[ 7 ], [ 8 ]. Every time,

before moving on to the next level, a verification step is performed.

Functional verification [ 9 ] is performed before synthesizing the RTL description to ensure

the design is done according to the specifications. After the verification, the RTL is converted

14



into a gate-level netlist using a synthesis tool. To ensure that the gate-level netlist meets all

the circuit requirements, the design needs to be tested. Automatic Test Pattern Generation

(ATPG) is performed on the circuit to determine the fault coverage achieved. Binary test

patterns are generated and applied to the circuit under test (CUT) to excite the faults in the

functional modules in the design[  10 ]. This is shown in figure  1.2 . The output is compared

to the desired response of the circuit. If the response from the applied test pattern does not

match the desired response, the test pattern has detected a fault. These test patterns are

used to test the designs for any defects. The quality of the test patterns is determined by

the number of faults detected during automatic test pattern generation (ATPG). If these

patterns does not detect a reasonable number of faults, design needs to be incrementally

modified in order to meet the circuit requirements.

Figure 1.2. Basic Principle of Testing of Digital Circuits [  10 ]

The final stage is the placement of the synthesized modules. The functional modules

need to be placed in precise locations within a chip to get an optimized design. After the

placement, the functional modules are connected using wires.

1.2 Design for Testability

A large, complex design consists of combinational and sequential logic. The circuit with

sequential logic is difficult to test as test patterns need to be applied over multiple cycles

to obtain the response at the output of the design. This increases the test volume and test
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application time. With the increase in complexity of a design, digital circuits need to be

designed by taking into account the time taken for testing. Design for testability (DFT)

[ 11 ] techniques improve the testability of the circuit by adding more hardware in the CUT.

Using the DFT techniques, the difficulty of testing sequential circuits is minimized. Some of

the DFT techniques involved are scan design, Built-in-self-test (BIST), boundary scan.

1.2.1 Scan Design

Scan based [  12 ] DFT technique is one of the widely used techniques. In this DFT

technique, the flip flop in the design is modified by adding a test mode to the design, as

shown in the figure. This makes the flip flop easier to test by making it controllable and

observable.

Figure 1.3. Scan Flip Flop [ 13 ]

The scan structure has an extra input known as scan-in (SI), which is fed to the flip flop

through a two-input multiplexer. The multiplexer is controlled using a scan enable (SE) pin,

which selects the data path (D input) or scan input path (SI input) as per the test mode.

One or more shift registers are formed by connecting the scan cells together, as shown

in Figure  1.4 . Each scan cell is made observable and controllable, thus gaining access to the

internal modules in the circuit. The scan structure can be set to any desired value during

the test mode by shifting the value in the shift registers. Combinational logic in the design

can be tested by assigning values to the scan cells. The responses to the applied stimuli will

be captured in the scan cells. By shifting out of the registers, the values in the scan structure

can be observed.
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Figure 1.4. Scan Based Design [ 13 ]

1.2.2 Built-In-Self-Test (BIST)

BIST [  14 ] was introduced to test the circuit by itself at the operating speed of the design.

This DFT technique uses additional hardware such as an internal test pattern generator

(TPG), an output response compacter, a comparator, and a ROM, as shown in Figure  1.5 .

A TPG is integrated within the design to generate the test patterns internally. Next, the

output responses of the CUT are sent through a data compacter. Finally, the compacted

value is compared with the reference value stored in the ROM to verify the correctness of

the design.

1.2.3 Boundary Scan

A boundary scan [  15 ] enhances the access to test the components that are embedded

within the design. In this technique, a register with additional circuitry is placed at each of

the input/output (I/O) pins. These cells at the periphery are serially connected to form a

boundary-scan. The test stimuli can be serially shifted through the boundary scan during

the test mode. The cells in the boundary scan can either force the data onto the CUT or

17



Figure 1.5. Built-In-Self-Test [  13 ]

capture the response. With direct access to I/O pins, the interconnects in the circuit can

also be tested separately, in addition to testing the logic of the circuit.

1.3 Fault Models

During the manufacturing, development, or operation of the design, a defect like short

or open can occur within a design. With the increasing size and shrinking feature size of an

integrated circuit, the number of physical defects can be enormous. A fault model is a way

to depict the behavior of the defects in the design accurately. Some of the basic fault models

are described in the following sub-section.

1.3.1 Stuck-At Fault

Stuck-At-fault [  16 ] describes the faulty behavior of the signal line connecting the gates

within the design. The line can be tied to logic 1, which is called stuck-at-1 (s-a-1), or tied

to logic 0, which is called stuck-at-0 (s-a-0). Figure  1.6 shows an example of stuck-at-fault.

In Figure  1.6 , the output line of gate G2 is stuck at logic value ‘0’. By applying the test

vector ‘0011’ on the primary inputs, it can be seen that the fault-free output of gate G2

should be 1, but the faulty circuit will produce a 0. This effect of the stuck-at fault at the

output of gate G2 can be propagated to the primary output by setting the primary inputs

18



Figure 1.6. Stuck-At-Fault

P1 and P2 to 0. Thus, we get the test vector ‘0011’, for which the output response of faulty

and fault-free circuits differ at the primary output. Hence, the test vector ‘0011’ detects the

s-a-0 fault at the output of gate G2.

1.3.2 Transition Fault

The defects in the circuit can induce improper timing behaviors. These defects can cause

the circuit to fail when operated at the normal speed of operation. Such defects are modeled

by delay faults. The transition fault model [  17 ], [  18 ] is one of the most extensively used

delay fault models. A transition fault increases the time taken for a signal on a line to

change. Transition faults can be categorized into two: slow-to-rise and slow-to-fall faults.

When a signal takes a long time to change from 0 to 1, we see a slow-to-rise fault. Similarly,

a slow-to-fall fault can be observed when a signal takes a long time to transition from 1 to

0.

In order to detect the fault, we have to create a transition on the line. Two patterns

are required to excite a transition fault and be observed at the output. The first pattern

initializes the circuit to a stable state and the second pattern creates the necessary transition

to detect the fault. For example, for a slow-to-fall(rise) fault, the line first needs to be set to
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1 (0), which is done using the first pattern. Then using the second pattern, the signal on the

line is transitioned to 0 (1). As the line is faulty, the signal will take more time to change

to logic value 0 (1), and this effect can be propagated to the primary output or a scan cell.

This is shown in the Figure.  1.7 .

Figure 1.7. Slow-to-Fall

There is a slow-to-fall fault at the output line of gate G2. The first pattern is applied

at time t1, which sets the output line of G2 to 1. Once the outputs are stable, the second

pattern is applied at time t2, creating a transition that forces the output line of gate G2 to

fall to logic 0 slower than the normal speed of operation. Due to the slow-to-fall fault, the

output remains at logic 1 at time t2 instead of logic 0, and the fault gets detected.

1.3.3 Path Delay Fault

Path delay faults [  19 ] occur when the cumulative delay of a combinational path exceeds

the clock period due to the defects in the circuit. A combinational path consists of a primary

input or a scan cell connected to a primary output or scan cell via few combinational gates.

Similar to the transition faults, there are two types of faults associated with each path in the

circuit: rising path delay and falling path delay. The number of path delay faults increases

exponentially with the size of the circuit.
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1.3.4 Bridging fault

Two interconnect wires can be placed close to one another during fabrication. Such wires

can unintentionally get shorted to each other. Such faults are modelled by bridge faults [  20 ],

[ 21 ]. If two interconnect lines are bridged, then the fault on these lines can be excited when

the two lines have different logic values. There are various types of bridging fault: wired-OR,

wired-AND, and Dominant. When there is a wired-OR (AND) fault, a logic 1 (0) on any

line will force the other line to logic 1 (0). A dominant bridging fault will force the value of

the dominating line onto the other wire.

1.4 Previous Works

There are many different ways in the literature [  22 ], [ 23 ], [ 24 ], [ 25 ], [ 26 ] where the test

generation effort is being improved. These methods help in reducing the overall test gen-

eration time, which is usually performed before moving on to the next stage of the design

flow. However, there is no framework to our knowledge that utilizes the test generated for a

circuit and transforms it into a test for another structurally similar circuit.

The concept of incremental test generation was introduced in [  26 ] for a different context

that considered a single version of a design. This is reviewed in Section  1.4.1 . The concept

of incrementally modifying the flow has been explored in different fields like the synthesis of

a design, place and route. In these works, the knowledge from a structurally similar design

helps in reducing the effort for another structurally similar design. The following sections

review incremental changes done in synthesis [ 27 ], [  28 ],[ 29 ] (Section  1.4.2 ), and place and

route [ 30 ] (Section  1.4.3 ).

1.4.1 Incremental Test Pattern Generation

The state-of-the-art test generation tools are fault-oriented. First, these tools generate

tests for a targeted fault. Once the targeted fault has been detected or considered unde-

tectable, the tool selects another fault and generates tests for it. The expectation in [  26 ] is

that starting from a test generated for one fault, it is possible to modify the test into a test
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for another fault more quickly than starting from an all-unspecified test. This is illustrated

next.

Figure 1.8. Test Pattern for Input A s-a-1 Fault

Figure  1.8 shows a circuit whose input A has an s-a-1 fault. To generate the test for input

A s-a-1, the fault needs to be excited. Therefore, all inputs are unspecified, and input A is

assigned logic value 0. In order to propagate this fault effect to the output, non-controlling

values are assigned to the gates along the output path.

After the test vector detects the s-a-1 fault at input A, another undetected fault is picked,

say s-a-1 at input B. In traditional tools, all the inputs are unspecified when a new fault

is picked. Whereas [  26 ] reuses the line justifications used for detecting the earlier fault. In

order to excite the fault, input B is set to logic value 0, and input A is set to logic value 1,

which is the non-controlling value of the AND gate. With the help of inherited values for

the fault s-a-1 at input A, the injected faulty signal can be propagated to the output. This

is shown in Figure  1.9 .

In Figure  1.9 , on the value shows that the value on the line was determined from the

previous justification. Thus, in this example, for finding a test vector for the fault s-a-1 at

input B, the earlier test vector helped to reduce the number of justifications by 2, which

helps to speed up the test generation process.
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Figure 1.9. Test Pattern for Input B s-a-1 Fault Using Inherited Values

1.4.2 Incremental Logic synthesis using structural similarity

Design is modified when the circuit does not meet the design requirements. A minor

modification can result in a different optimization when synthesizing the modified netlist

during logic synthesis. The literature shows that the effort and time spent synthesizing the

modified circuit can be reduced by incremental synthesis where gates are reused from the

previous implementation.

In [  27 ], a method is proposed to identify the correspondence between gates and pins

of the baseline and the modified circuits. First, the correspondence between the circuits is

computed by creating an identification index for every gate based on the name of the primary

input/output (IO) lines, type of gate, number of fanins, and number of fanouts. Then, a

gate matrix is created using this index that includes every pair of gates in the baseline and

the modified circuits. The algorithm identifies gates that are structurally compatible in the

baseline and the modified circuits based on the gate matrix. Using the compatible gates, the

procedure of [  27 ] generates a synthesized circuit by retaining a maximum number of gates

from the synthesized baseline circuit. This method identifies the logic gate components that

must be modified due to the functional changes in the design and thus reduces the effort

required for synthesis from the beginning.
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The procedure of [ 28 ] first checks for isomorphic cones in the circuit, as all gates in

such cones are structurally equivalent. By identifying such isomorphic cones, the algorithm

can retain the implementation of all these cones during incremental synthesis. Next, the

algorithm evaluates every gate in both circuits to check the type of gate and the nets these

gates are connected. Using these two steps, the algorithm determines the structurally similar

gates. After the structural and functional equivalence is established between the baseline

and the modified circuits, a mapping is established between the circuits, which is used to

guide the synthesis process to generate a synthesized circuit with minimal change from the

baseline circuit.

Figure 1.10. DeltaSyn Method From [  29 ]

The paper [  29 ] introduces a two-phase flow approach. The steps involve identifying the

input and output boundaries of the modifications. The gates within these boundaries are

the ones that need to be replaced due to ECO. First, identification of the input boundary is

made using the structural and functional information to identify signals in the circuit that

are functionally equivalent. Then, using these signals, the input side boundary is determined

with the help of forward-sweeping algorithms. [ 31 ].
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The output side boundaries are identified in the second step. This is done using a Boolean

matching algorithm [  32 ]. A recursive backward traversal is done from the primary outputs

to obtain the logic equivalency. The output boundary is defined every time the circuit is

matched from the output side. The synthesis tool can reuse all the gates that are outside

the input and output boundary. This reduces the time taken for synthesis as the majority

of the synthesized circuit has been reused.

1.4.3 Structural similarity during Place & Route

In [  30 ], an ordering technique is proposed for all gate instances in the design. This

technique is invariant to the changes in the circuit due to Engineering Change Order. For

the ordering, a value is obtained for each gate instance by a linear combination of the type

of the gate, number of fan-in gates, number of fanout gates, and terminal node name of

the gate instances. In addition, the terminal node name of the connected fan-in and fanout

gates are also used. This value is defined as a signature in [  30 ]. After assigning signature

values to all gate instances, a traversal is done in the input and output cones to obtain the

updated signature values of the gate instances by linearly combining the signature of the

fanout and fan-in gates in the cone, respectively. Thus, the ordering of gate instances based

on the computed signature values guarantees a minimal change in the gate instance order

even if the ECO process changes the ordering of the gate instances.

1.5 Contribution

The state-of-the-art test generation tools do not take advantage of the structural simi-

larity in the circuits. Every time the gate-level is modified, the test generation must be done

from the beginning discarding all the patterns generated earlier.

This thesis provides a novel test generation procedure whose overview is shown in Figure

 1.11 and is described next.

In both original and modified designs, an integer arithmetic-based computation is per-

formed on each gate. This computed value is called the signature. The signature sets from

the original and modified designs are compared to find structural similarity between the ver-
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Figure 1.11. Overview of ATPG flow in the thesis

sions. This comparison is used to map the inputs and outputs between both designs. Using

the mapping information, the generated test patterns for the original circuit are transformed

into test patterns for the modified circuit. Transformed test patterns are fault simulated, and

test patterns are generated incrementally for the remaining faults from the modified portion

of the design. The overall procedure can be applied to any structurally similar design and
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any fault model. Identifying structural similarity and reusing of existing patterns speeds up

the test generation procedure compared to generating patterns from the beginning.

1.6 Thesis Overview

The thesis explores the aspect of accelerating the test generation for various structurally

similar circuits. This is done by transforming the test generated for one circuit into a test

pattern for another structurally similar circuit. The thesis is organized as follows.

Chapter 2 describes a fast test generation process for structurally similar circuits obtained

by modifying the gate-level netlist. Chapter 3 describes an iterative flow when designs are

modified at RTL. Chapter 4 explores a methodology when two-cycle tests are used to detect

faults in a structurally similar circuits. Finally, chapter 5 gives the summary of the thesis.
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2. FAST TEST GENERATION FOR STRUCTURALLY

SIMILAR CIRUITS

©2022 Reprinted with permission from IEEE: J.Joe, N.Mukherjee, I.Pomeranz, and J.Ra-

jski, “Fast Test Generation for Structurally Similar Circuits” 2022 VLSI Test Symposium

(VTS), San diego, USA, 2022

This chapter describes a fast test generation process for digital circuits that exhibit

extensive structural similarity. The property of structural similarity can be seen in circuits

that are subjected to engineering change order (ECO), circuits that are modified during

place and route, circuits subjected to retiming, and circuits with multiple similar cores. The

goal of this chapter is to determine the testability of a circuit (circuit2) given a test set for a

structurally similar circuit (circuit1). This is achieved by transforming a test set generated for

circuit1 into a test set for circuit2 as efficiently as possible, without repeating the entire test

generation process. The process described in this chapter starts with a structural analysis of

circuit1 and circuit2 to obtain a mapping between their inputs and outputs. The mapping

is used for transforming test patterns from circuit1 into test patterns for circuit2. The

experiments conducted on industrial designs show an average of more than 10-fold reduction

in runtime, compared with running the entire test generation process for circuit2.

2.1 Introduction

The digital revolution has led to a steep increase in the complexity and density of Inte-

grated Circuits (IC) [ 33 ]. Multiple cores are integrated within a chip to increase its through-

put. For complex and dense ICs, the time to test, debug and verify the circuit becomes the

bottleneck for chip design [ 34 ], [  35 ], [  36 ].

State-of-the-art synthesis flows are iterative to accommodate the need to fix bugs, and

address performance and power constraints [ 37 ], [  38 ]. Test generation [ 39 ], [  40 ], [  41 ], [  42 ]

is performed early in the design flow to identify testability issues that cannot be identified

using approximations such as testability measures [ 43 ],[ 44 ]. The test set obtained at an early
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stage of the design process does not need to be optimized, and the speed of test generation

is essential to the fast convergence of the design process. This chapter presents a novel

approach for fast test generation by observing that structural similarity is prevalent with the

current synthesis flow and state-of-the-art designs, as discussed next.

A large number of similar cores can be seen in conventional, gaming, and graphical pro-

cessors. ICs like CPUs, GPUs, and AI chips show structural similarity within cores [  45 ], [  46 ],

[ 47 ]. Moreover, a new design that reuses the same cores shows significant structural similar-

ity to a previous design. Netlists before and after place and route, and circuits subjected to

engineering change order (ECO) [  38 ], [  27 ], [  48 ], [  28 ], [  49 ], or retiming [  50 ], [  51 ], also exhibit

significant structural similarity.

The property of structural similarity between circuits is not utilized in the current test

generation tools. As a result, test generation has to be run in its entirety after every change

that may affect the testability of a circuit. This chapter aims to analyze the testability of

a circuit (circuit2), which is structurally similar to another circuit (circuit1), by efficiently

transforming the test set generated for circuit1 into a test set for circuit2 without repeating

the entire test generation process. This is achieved through a process that uses incremental

test generation.

The concept of incremental test generation was introduced in [  52 ] for a different context

that considered a single version of a design. The expectation in [  52 ] is that starting from

a test generated for one fault, it is possible to transform the current test into a test for

another fault in the same design more quickly than starting from an all-unspecified test. In

this chapter, the goal is to accommodate the fact that two circuits are structurally similar.

Reusing an existing test set for circuit1 would significantly reduce the run time compared to

running test-pattern generation from the beginning for circuit2.

Among the variations that may occur between similar circuits, circuit1 and circuit2, is a

change in the order of the inputs or outputs. In this case, simply simulating an existing test

set of circuit1 on circuit2 may not result in the detection of a significant number of faults. An

incremental test generation solution needs to be independent of the order of the inputs and

outputs. It also needs to accommodate the fact that state-of-the-art CPU, GPU, or AI chips

have large numbers of identical logic blocks within them [ 46 ]. This creates more options by
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which inputs and outputs of structurally similar circuits can be matched. An incremental

test generation approach suitable for this context is developed in this chapter. As a part of

the procedure described in this chapter, a structural correspondence is established between

circuit1 and circuit2.

Structural correspondence is also considered in [  27 ], [ 28 ] and [ 30 ]. In [  27 ] and [ 28 ],

structural similarity is used to determine the gates that can be re-used in synthesis after

ECO. In [ 30 ], structural similarity of the circuit before and after ECO is exploited in the

context of place and route.

In [ 30 ], an ordering technique is proposed for all gate instances. This technique is invari-

ant to the changes in the circuit due to ECO. For the ordering, an integer value is calculated

for each gate instance by a linear combination of the type of the gate, number of fan-in

gates, number of fan-out gates, and terminal node name of the gate instance. In addition,

the terminal node names of the connected fan-in and fan-out gates are also used. The value

assigned to a gate instance is defined as its signature in [  30 ]. After assigning signature values

to all gate instances, a forward traversal is done from inputs to outputs to obtain updated

signature values for the gate instances. This is achieved by linearly combining the signatures

of the fan-in gates for each gate instance. The ordering of gate instances based on the com-

puted signature values guarantees a minimal change in the gate instance order even if the

ECO process changes the ordering of the gate instances.

An approach based on signatures is also followed in this chapter to determine the struc-

tural similarity between circuit1 and circuit2. The distinguishing feature in this chapter is

that the signature values are computed based on properties of the gates and are not de-

pendent on the predefined names of the gates. This is important because names may not

be preserved between circuit1 and circuit2. In addition, the procedure proposed in [  30 ] for

signature computation traverses the circuit only once from inputs to outputs. In this chap-

ter, a forward traversal is done from inputs to outputs to calculate output signature values.

Using these values, a backward traversal is done from outputs to inputs to compute input

signature values. In this way, the input signature captures the structural difference in the

circuit even when the difference is not in the input cone of logic. This method of forward

and then backward traversal is done to embed the properties of the output and input cones
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into the input signature. The mapping between the inputs of the two circuits is established

using these unique values on the input and output pins, and the input-output list of a logic

cone.

This chapter focuses on the application where a circuit is subjected to ECO or layout

changes that result in modifications in the combinational or sequential logic of the circuit.

These modifications change the netlist by the addition/removal of modules or modifying the

logic in the circuit. In these contexts, designers change the circuit incrementally to impact

only a small part of the design [ 53 ], [  54 ]. The effectiveness of the proposed algorithm depends

on the two circuits being structurally similar, and on the accuracy of the mapping of the

circuit inputs. Synthesis can affect both of these properties. Hence to verify the algorithm,

structurally similar netlists were obtained by making changes to the gate-level netlist so that

the circuit before the change (circuit1) is structurally similar to the circuit after the change

(circuit2).

This chapter is organized as followsSection II details the test generation methodology.

Section III presents results for industrial designs followed by conclusions in Section IV.

2.2 Test Generation Process

2.2.1 Overview

The methodology we propose has three main steps. In the first step, we establish a map-

ping between the inputs and outputs of circuit1 and circuit2 based on structural equivalence

[ 27 ],[ 28 ],[ 30 ]. We use input and output signatures for this purpose. A signature is defined

by an integer-arithmetic based computation done on each gate of a logic cone to produce a

unique value that captures the structure of the cone. If the circuits are structurally equiva-

lent, the input and output signatures of circuit1 and circuit2 will allow us to find a perfect

match between them. Due to the variations between the circuits, the matching is not perfect

and some of the inputs and outputs remain unmatched. The corresponding input and output

cones are where circuit2 is expected to be structurally different from circuit1.

In the second step, we transform a test set T1 generated for circuit1 into a test set T2 for

circuit2. We use the mapping identified in Step 1 to copy values of matching inputs from T1
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to T2 , leaving unmatched inputs unspecified. The unspecified inputs are assigned random

values and then simulated to determine the faults detected using the test set T2 .

In the third step, we carry out incremental test generation to detect faults in circuit2

that have not been detected. These patterns are appended to T2 .

Figure 2.1. ATPG Flow of Circuit1

Figure  2.1 describes the computations performed for circuit1, including test generation to

produce a test set for circuit1, and signature analysis to produce input and output signatures.

Figure  4.2 describes the computations performed for circuit2, including signature analysis

to produce input and output signatures, input mapping based on the signatures computed

for circuit1 and circuit2, computation of the test set T2 and incremental test generation to

extend T2 .

In the next sections, we describe each of these steps in more detail.

2.2.2 Signature Computation

This section describes the computation of the input and output signatures. We first

compute output signatures and then input signatures. A dictionary is created, where for

every output signature (referred to as a key), we store vectors of inputs that drive outputs

with a signature equal to the key. The dictionary is used for mapping inputs from circuit1
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Figure 2.2. ATPG Flow of Circuit2

to circuit2. The input signatures and the dictionary are written to a file for later processing.

We experimented with different approaches to computing the signatures and concluded that

the one discussed next produces accurate results.

A signature needs to capture the structure of the design. To embed the gate types into

the signature, each type of gate was assigned a unique prime number. A large number is
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chosen to reduce the probability of the same signature being obtained for different structures

(aliasing). Furthermore, the level of a gate is captured by rotating the computed value during

the traversal of the circuit. Rotation multiplies a number by two, causing larger numbers to

be obtained with more levels. Using this approach to signature computation, the aliasing of

signatures was not seen in the experiments performed.

For signature computation, the gate types are grouped into five categories. Each category

is assigned a unique prime number randomly selected in the range between 1 - 15 million.

This is called the mask for the group. The grouping of the gates and an example of the

masks used for each group are shown in Table  2.1 .

Table 2.1. Categories of Gate Type and Prime Number Used as Mask

Gate Types Prime Number (Mask)

1 AND, NAND 1,540,681
2 WIRE, BUS 2,572,261
3 OR, NOR 4,980,727
4 XOR, XNOR 5,210,099
5 BUFFER, INVERTER 9,137,657

A variable called “Output_Invert” is used during the signature computation to distin-

guish gate types in each category as shown in Table  2.1 . “Output_Invert” is set to false

for OR, AND, BUFFER, XOR, and WIRE gate types, whereas it is set to true for NOR,

NAND, INVERTER, XNOR, and BUS gate types. When the “Output_Invert” is true, the

bitwise complement of the computed value is stored as the signature of the gate.

For output signature computation, the inputs are initialized to a prime number randomly

chosen between 1-15 million. The signatures are computed by traversing the circuit from

inputs to outputs. The output signature of a gate is computed by an equation that takes
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into account the signatures of the gate inputs and the mask of the gate. The equation for

gate types AND, WIRE, OR, XOR, and BUFFER is shown below in equation ( 2.1 ).

Output Signature of a Gatei =

Rotate
(∑

i
(Rotate (Output signature of fan_in

of Gatei) + Group Gate Mask of Gatei

) (2.1)

The equation for gate types NAND, BUS, NOR, XNOR, and INVERTER is shown below

in equation (  2.2 ).

Output Signature of a Gatei =Rotate
(∑

i
(Rotate (Output signature of fan_in

of Gatei) + Group Gate Mask of Gatei

)C

(2.2)

The addition operations in equations ( 2.1 ) and ( 2.2 ) are done with carry. The C in

equation (  2.2 ) stands for the bitwise complement. Rotate refers to a rotate left operation.

Output signature computation is illustrated in Fig.  2.3 .

Figure 2.3. An Example of Output Signature Computation for a Logic Circuit
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Output signature computation is illustrated in Figure  2.3 . The circuit in Figure  2.3 has

four inputs (P1, P2, P3, P4), two outputs (O1, O2), one AND gate (G2), one OR gate (G1),

one NOR gate (G3), and two BUFFER gates (G4, G5). The output signature computation

of gate G1 is discussed next.

Gate G1 is an OR gate and belongs to group 2. The inputs of G1 are P1 and P2, whose

output signatures are initialized to 3,291,791. First, the output signatures of the inputs P1

and P2 are rotated to obtain 6,583,582. Next, the rotated output signatures of P1 and P2

are added along with the group gate mask of 2,572,261. This result is rotated, and the value

obtained is 31,478,850. This value is stored as the output signature of G1.

The output signatures of gates G2, G4, and G5 are computed in the same way by equation

( 2.1 ), and for G3, the output signature is the bitwise complement of the value computed

using equation ( 2.1 ). The value 4,056,533,659 is obtained assuming 32-bit integers. The

output signatures of all the gates are shown in Figure  2.3 .

For the input signature computation of the logic circuit in Fig.  2.3 , the input signature

of the outputs O1 and O2 are initialized to their output signatures. The algorithm traverses

the circuit from outputs to inputs.

The equation for the computation of the input signature for gate types AND, WIRE,

OR, XOR, and BUFFER is shown below in equation (  2.3 )

Input Signature of a Gatei =

Rotate
(∑

j
Rotate

(
Input signature of fan_outj

of Gatei
)

+ Group Gate Mask of Gatei

) (2.3)

The equation for the computation of the input signature for gate types NAND, BUS,

NOR, XNOR, and INVERTER is shown below in equation ( 2.4 )
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Input Signature of a Gatei =Rotate
(∑

j
Rotate

(
Input signature of fan_outj

of Gatei
)

+ Group Gate Mask of Gatei

)C

(2.4)

The addition operations in equations (  2.3 ) and ( 2.4 ) are done with carry. The input

signatures of gates G2, G4, and G5 are computed as shown in equation (  2.3 ), and G3 is

computed as shown in equation ( 2.4 ).

Algorithm 1 Signature computation for a circuit

Input: Design

Output: Output signatures, Input signatures, Dictionary

1: Initialization :

2: For every gate, assign its output and input signatures to 0

3: Initialize all output signatures of primary inputs to prime-number1 randomly chosen

between 1-15 million.

4: Initialize all output signatures of pseudo primary inputs to prime-number2 randomly

chosen between 1-15 million.

5: Assign different prime numbers as masks for each type of gate

6: Output Signature

7: for each gatei from inputs to outputs do

8: Rotate the output signature at the inputs of gatei and add

9: Add mask of gatei to the result in step  8 

10: Rotate the output signature obtained in step  9 

11: end for

12: if Output_Invert is true then

13: Complement the signature

14: end if

15: Input Signature
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16: Initialize all input signatures of primary outputs and pseudo-primary outputs to their

output signatures

17: for each gatei from outputs to inputs do

18: for each fanout of gatei do

19: Rotate the input signature

20: EXOR result in Step  19 with the mask of the gatei

21: end for

22: Add signatures after Step  20 

23: end for

24: if Output_Invert is true then

25: Complement the signature

26: end if

27: Dictionary

28: for gatei that is an observation point do

29: Store the inputs driving the output in a vector

30: For each output signature, insert a vector of inputs driving the output cone.

31: end for

Algorithm 1 outlines the signature analysis done for a given design. The signature com-

putation is done on both circuit1 and circuit2 to compute all input and output signatures.

This generates two dictionaries: dict1 and dict2 pertaining to circuit1 and circuit2, respec-

tively. A dictionary contains output signatures as the key value. Each key is linked to a set

of vectors that correspond to the inputs driving the output whose signature is equal to the

key. All output cones with equivalent structures will have the same signature but possibly

different vectors of inputs. Using the generated dictionaries, a set of input vectors from a

cone in circuit1 is mapped to a set of input vectors of an identical cone in circuit2.

2.2.3 Mapping between circuit1 and circuit2

In this step, the goal is to establish a correspondence between circuit1 and circuit2 based

on the computed signatures. This step reads the dictionaries dict1 and dict2. For every key
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in dict1 and dict2, a mapping is done when the input signatures of the input vector in dict1

match the input signatures of the input vector in dict2.

Algorithm 2 Comparing signatures from circuit1 and circuit2

Input: Input signatures, dict1, dict2

Output: Mapping Information

1: Mark all vectors in dict1 and dict2 as unselected

2: for each key in dict1 do

3: if key in dict2 then

4: for every unselected vector1 in dict1(key) do

5: for every unselected vector2 in dict2(key) do

6: if input signatures of vector1 and vector2 are equal then

7: Map the inputs in the vectors according to the input signatures

8: Mark vector1 and vector2 as selected

9: end if

10: end for

11: end for

12: end if

13: end for

In Algorithm 2, input signatures, dict1 and dict2 are given as inputs. The keys of these

dictionaries are the output signatures. The algorithm finds the output signatures common in

dict1 and dict2 and iterates through the input vectors to find ones that have the same input

signatures in dict1 and dict2. Once a vector in dict1 is matched with a vector in dict2, these

vectors are not considered in further mapping. In this way, inputs are mapped from circuit1

to circuit2 in those parts of the circuit where input and output cones are structurally iden-

tical. In all the experiments done on industrial circuits, the mapping algorithm accurately

identified cones that were identical in circuit1 and circuit2.
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2.2.4 Transforming the Pattern File

In circuit1, ATPG produces the set of patterns T1 . Considering circuit2, the values of

inputs in circuit2 that have a match in circuit1 are copied from T1 to a new test set T2 .

Random values are assigned in T2 to inputs that do not have a match in circuit1. Circuit2

is fault simulated using T2 as the set of test patterns. This transformation helps detect

faults from the output cones of circuit2 which are structurally identical to the output cones

of circuit1. A structurally identical cone will have the same input and output signatures in

both circuits. All the faults from such input and output cones of circuit2 are detected by

T2 .

The transformed test set may not detect faults from a cone that does not have a match

in circuit1. In addition, it may not detect faults in a cone of circuit2 that shares inputs with

a cone that is structurally different in circuit1. This is illustrated next.

Figure 2.4. A Logic Circuit with Modification

Fig.  2.4 shows a logic circuit with five logic cones whose outputs are labeled as O1-O5 and

inputs are labeled as 1-12. This circuit (circuit2) differs from another circuit (circuit1) at the

shaded region in cone 2, such that cone 1, cone 3, cone 4, and cone 5 are structurally identical

in both circuits. The output of cone 2 is O2 and its inputs are 3, 4, and 5. The structural

difference causes the output and input signatures of cone 2 to be different in circuit1 and

circuit2. In contrast, the output signatures of O1, O3, O4, and O5 would remain the same.

Fig.  2.4 shows that some of the inputs of cone 2 are shared by cone 1 (inputs 3 and 4).
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Hence, in cone 1, the signatures of inputs 3 and 4 would be different in circuit2 compared

to circuit1. After mapping of test patterns and fault simulation, the simulated test patterns

are guaranteed to detect all the faults from the structurally equivalent cones 3, 4, and 5 (all

the input and output signatures of these cones remain the same), whereas only some of the

faults are detected from cones 1 and 2. We accept this effect on cone 1 to ensure that the

mapping between inputs is accurate. Without computing input signatures, it would not be

possible to avoid matching inputs of cones that were structurally different in both circuits.

2.2.5 Incremental ATPG

The undetected faults of circuit2 are obtained after the fault simulation of T2 . Using the

reduced fault set, test pattern generation is carried out to detect the remaining faults. The

patterns generated are appended to T2 to obtain the complete test pattern set for circuit2.

2.3 Experimental Setup and Results

Several experiments were performed to determine the accuracy of the proposed signature

computation method, and to evaluate the test generation procedure. In Section A, three

experiments are described to demonstrate the effectiveness of the signature computation

method. Sections B and C evaluate the test generation procedure on 11 industrial circuits.

These experiments consist of logical (Section B) and sequential (Section C) changes. Single

stuck-at faults were used for the evaluation, and a compacted test pattern set was computed

for circuit1 using a commercial ATPG tool.

2.3.1 Experimental Study on Signature Aliasing

The goal of the experiments reported in this section is to verify experimentally whether

aliasing, which refers to obtaining the same signature for structurally different cones, occurs

in the circuits. This is important since the mapping algorithm relies on identical signatures

to identify identical cones. If two different cones produce the same signatures, the mapping

algorithm may result in an incorrect mapping of their inputs. The first experiment considered
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a 4-level AND-OR gate connection, as shown in Figure  2.5 . The experiment considered the

16 possible gate combinations, as well as the addition of an input to each gate.

Figure 2.5. 4-level AND-OR gate connection

Table 2.2. Output signature for different configurations
Level 1 Level 2 Level 3 Output

1

29415690

133911286
551893670 2223823206

2 2225886366
3 553956830 2232075846
4 2234139006
5

135974446
560146310 2256833766

6 2258896926
7 562209470 2265086406
8 2267149566
9

31478850

142163926
584904230 2355865446

10 2357928606
11 586967390 2364118086
12 2366181246
13

144227086
593156870 2388876006

14 2390939166
15 595220030 2397128646
16 2399191806
17 42582854 186579942 762568294 3066521702
18 29415690 147078450 604562326 2434497830
19 29415690 133911286 565060834 2276491862
20 29415690 133911286 551893670 2236990370

The first 16 rows of the Table  2.2 show the output signature of all 16 possible combinations

of AND and OR gates, in the order AND-AND-AND-AND, AND-AND-AND-OR, . . . , OR-

OR-OR-OR and the last four rows of Table  2.2 show the four cases of adding a single input

to one of the gates of AND-AND-AND-AND configuration. All the configurations resulted

in unique output signatures. The use of a different mask for each type of gate resulted in

a distinct signature at each level. Furthermore, the rotate operation captures the level of
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each gate during the gate traversal. This experiment also shows that replacing a 2-input

AND gate with a 3-input AND gate results in distinct output signatures. For the next two

experiments, 100 logic cones were chosen from 11 industrial designs. The first experiment

conducted exhaustive single gate changes where a single gate type is changed into every other

gate type. In the second experiment, the number of gates to be changed (between 1-8) in a

single modification was randomly chosen. Then, the chosen gates were randomly changed to

another gate type. In each case, the difference between the output signatures of the baseline

and modified cones was found. Its absolute value is referred to as the deviation.

Figure 2.6. The minimum of deviation in logarithmic scale (base 10)

Figure  2.6 shows the minimum deviation for the two experiments. Both experiments

together compared output signatures of 1.1 million modifications to the output signature

of the baseline cone. The results showed that aliasing was not seen in these circuits, i.e.,

two different structures produced distinct signatures, and it is very unlikely for two different

structures to have identical signatures.

2.3.2 Logic changes

A combinational logic change consists of changing the type of a gate, e.g., from AND to

OR, and adding or removing inputs from a multi-input gate. Similar designs are obtained

by introducing one change at a time, as well as a small number of changes simultaneously.

Such modified versions of a circuit represent designs that are very similar to one another,
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or minor changes introduced due to ECO or after place and route. We experimented with

versions obtained by introducing a large number of changes and found that the test generation

procedure is also effective in these cases.

The experiment discussed next introduces one gate type change at a time and performs

test generation to study the effectiveness of the incremental test generation procedure. Then,

for each circuit, ten different versions are generated by introducing a single change at a

random location in each of the versions. The results for logic changes are tabulated in Table

 3.3 . The first part of Table  3.3 represents changing the gate type, and the second part

represents the addition or removal of inputs from multi-input gates.

44



T
ab

le
2.

3.
Ex

pe
rim

en
ta

lR
es

ul
t

fo
r

Lo
gi

c
C

ha
ng

es
T

ot
C

on
e

D
iff

R
un

T
im

e
(s

ec
on

ds
)

T
es

t
P

at
te

rn
s

Fa
ul

t
C

ov
er

ag
e(

%
)

Si
ze

in
B

as
e

C
on

es
B

as
e

M
od

G
ai

n
B

as
e

M
od

In
cr

B
as

e
M

od
C

ir
in

M
od

C
ir

C
ir

(R
at

io
)

C
ir

C
ir

(%
)

C
ir

C
ir

d1
8,

61
1,

74
9

42
9,

70
8

1,
26

2
7,

02
0

50
6

13
.8

7
2,

33
4

2,
84

2
21

.7
6

97
.0

6
97

.0
6

d2
3,

43
5,

49
3

27
6,

46
2

36
7

62
2

99
6.

28
1,

45
9

1,
56

5
7.

27
92

.9
92

.9
1

d3
4,

83
3,

05
2

33
4,

10
8

4,
21

8
1,

56
8

12
3

12
.7

4
1,

40
8

1,
50

9
7.

17
92

.0
8

92
.0

8
d4

10
,2

13
,2

81
60

1,
46

9
20

,5
48

9,
30

0
99

4
9.

35
7,

42
4

8,
02

2
8.

05
90

.8
5

90
.8

7
d5

15
,1

02
,0

44
1,

21
5,

33
7

5,
46

1
13

,7
40

1,
17

7
11

.6
7

4,
54

4
5,

06
7

11
.5

94
.4

6
94

.4
7

d6
3,

04
8,

59
9

17
4,

50
5

1,
15

1
1,

26
0

12
8

9.
84

2,
94

4
3,

19
8

8.
62

91
.9

2
91

.9
2

d7
3,

51
9,

13
5

21
9,

28
0

3,
04

3
5,

10
3

40
5

12
.6

5,
15

5
5,

78
0

12
.1

2
97

.0
2

97
.0

3
d8

6,
38

9,
26

0
30

2,
54

0
2,

74
1

1,
77

7
24

4
7.

28
2,

52
0

2,
64

9
5.

11
90

.8
3

90
.8

6
d9

12
,1

67
,3

08
44

0,
54

0
12

,0
63

6,
44

6
84

3
7.

64
7,

16
8

7,
29

7
1.

79
91

.6
5

91
.7

0
d1

0
1,

20
3,

56
8

45
,3

45
1,

36
1

48
4

26
18

.6
1

1,
81

1
2,

04
6

12
.9

7
88

.5
8

88
.5

8
d1

1
1,

69
9,

50
9

89
,9

08
5,

32
8

10
,1

68
45

9
22

.1
5

2,
16

3
2,

89
1

33
.6

5
97

.6
2

97
.7

1

d1
0

1,
20

3,
56

8
45

,3
45

86
1

48
4

23
21

.0
4

1,
81

1
1,

89
5

4.
63

88
.5

8
88

.5
8

d1
1

1,
69

9,
50

9
89

,9
08

4,
82

8
10

,1
68

52
1

19
.5

1
2,

16
3

2,
95

2
36

.4
7

97
.6

2
97

.6
5

45



In Table  3.3 , each row corresponds to one of the 11 industrial circuits. The row shows

the average of each one of several parameters for all the ten versions of the circuit. These

results are shown under the sub-column Mod Cir. Sub-column Base Cir shows the results

for the baseline circuit in the respective categories. The first column, “size” gives the total

number of gates in each circuit. Column “Tot Cone in Base Cir” shows the total number

of output cones in the baseline circuit. Column “Diff Cones in Mod" shows the number of

output cones that changed in the modified circuit compared to the baseline circuit. Column

Run Time shows the overall time taken in seconds for test pattern generation. For a modified

circuit, the total runtime includes the time taken for signature computation, mapping, fault

simulation, and incremental test generation. Sub-column “Gain" is the ratio of the runtime

of the baseline circuit to the average of the runtime of the modified circuits. Column Test

Patterns shows the total number of test patterns after test generation. The sub-column

“Incr (%)" gives the percentage increase in the number of test patterns. The last column,

Fault coverage, shows the fault coverage achieved in the baseline circuit and the average

fault coverage seen in the different versions of the modified circuit.

From column “Diff Cones in Mod” in Table  3.3 , it can be seen that introducing a single

change can affect between 0.13% to 5.9% of the total number of output cones for the 11

industrial circuits. Within the 10 different versions of a circuit, an average of 11% variation is

seen between the minimum and the maximum number of cones that are affected. The number

of output cones different in the modified circuit compared to the baseline circuit directly

affects the time taken for the incremental test generation. The lower the number of different

cones, the higher the number of matched inputs, resulting in a larger number of faults being

detected in the modified circuit after mapping of test patterns. By transforming the test set

from T1 to T2 and then fault simulating, faults from cones that are structurally identical in

the modified and baseline circuits are detected. The transformation of test patterns results

in an improvement in the total runtime of the modified circuit. The improvement in runtime

is observed because only a small subset of the total faults require test generation. This

translates to an average of 13-fold gain in runtime to achieve the same fault coverage in the

modified circuit compared to the baseline circuit for all the different industrial circuits. The
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gain in runtime depends on the circuit and varies from 6 to 22-fold. This shows that the test

generation time can be considerably reduced by utilizing the structural similarity between

the circuits for various changes.

The algorithm proposed in this chapter focuses on determining the testability of a circuit

given a test set for another structurally identical circuit and does not optimize the number of

test patterns. As a result, there is an average of 13% increase in the number of test patterns

in circuit2 compared to circuit1. This can be mitigated by rerunning test pattern generation

after the design converges or when the number of patterns increases significantly.

Multiple changes within a circuit

Multiple changes in the range of 10 to 10,000 were introduced in a circuit at random

locations to see how the test generation procedure performs in the presence of multiple

changes. The procedure was able to determine the changed cones, and faults in the circuit

were detected in less than 25% of the total runtime of the baseline circuit. The proposed

method took more time to detect all the faults as the number of changes in the circuit

increased. It should be noted that these numbers of changes are not realistic, and they were

considered only for the purpose of verifying the performance of the test generation procedure.

2.3.3 Sequential changes

The second experiment considers sequential changes in a circuit. Basic steps of forward

and backward retiming are done where registers are moved forward or backward in the

combinational blocks. This changes the total number of scan cells in the modified circuit

compared to the baseline circuit. The results for sequential changes are tabulated in Table

 2.4 .

Column “# of Mod SC" in Table  2.4 gives the average of the number of scan cells added

or removed in 10 modified versions of each circuit. Column “Test Pat Inc (%)" gives the

percentage increase in the number of test patterns. The change in the number of scan cells

in the modified circuit varies from 3-11 compared to the baseline circuit. Table  2.4 shows an

average of 11-fold gain in runtime to achieve the same fault coverage in the modified circuit
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Table 2.4. Experimental Result for Sequential Changes
Diff # of RunTime (seconds) Test

Cones Mod Base Mod Gain Pat Inc
in Mod SC Cir Cir (Ratio) (%)

d1 3,418 7 7,020 685 10.25 19.66
d2 721 6 622 79 7.87 2.6
d3 1,282 6 1,568 141 11.12 19.38
d4 2,335 7 9,300 821 11.33 2.35
d5 2,104 6 13,740 975 14.09 7.54
d6 920 5 1,260 130 9.7 3.34
d7 2,593 6 5,103 328 15.6 13.13
d8 2,785 7 484 51 9.49 32.21
d9 1,355 5 10,168 391 26.0 20.29
d10 981 6 1,777 278 6.39 5.9
d11 21,043 6 6,446 899 7.17 3.29
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compared to the baseline circuit. The results from sequential changes are consistent with the

observations drawn from Table  3.3 . The time taken for incremental ATPG depends on the

number of cones affected by the change introduced in the baseline circuit. As the procedure

focuses on the testability of the circuit, the average increase of 12% seen in the number of

test patterns of the modified circuit compared to the baseline circuit is acceptable. This can

be mitigated as discussed earlier.

2.4 Conclusion

This chapter described a fast test generation procedure that can be used for analyzing

the testability of structurally similar circuits. The procedure finds the similarities between

the two circuits, maps the inputs, transforms the test patterns, fault simulates, and performs

incremental test pattern generation for the remaining faults. Two sets of experiments were

conducted to demonstrate the performance of the procedure. The experiments were per-

formed on 11 industrial circuits, and a summary of both experiments showed an average of

13-fold gain and 11-fold gain, respectively, in runtime compared with running the complete

ATPG process.
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3. TEST GENERATION FOR AN ITERATIVE DESIGN FLOW

WITH RTL CHANGES

©2022 Reprinted with permission from IEEE: J.Joe, N.Mukherjee, I.Pomeranz, and J.Ra-

jski, “Test Generation for an Iterative Design Flow with RTL Changes” 2022 Internation

Test Conference (ITC), Anaheim, USA, 2022

A typical VLSI design flow is iterative, implying that performance, power, area and

testability are improved iteratively. With the shift left paradigm, most of the changes made

to a design, including to a large extent changes to address testability, occur at the RTL. Test

generation is an exception with a gate level netlist being required by ATPG tools. Within an

iterative flow, repeated ATPG to reevaluate the testability of a design after its RTL has been

changed becomes a bottleneck. To address this bottleneck, the test generation process needs

to transform a test set generated for an earlier version of the design into a test set for a new

version without repeating the entire test generation process. To enable the transformation,

it is necessary to find a mapping between the inputs and outputs of the earlier and new

versions of the design. The main contribution of this chapter is to compute such a mapping

after RTL changes and resynthesis produce a new gate level netlist, where signal names may

have changed, new signals may have been introduced, and signals that existed earlier may

have been removed. Experimental results for industrial circuits with changes made at the

RTL show an average of 5-fold reduction in test generation time.

3.1 Introduction

The complexity of designing digital circuits has grown significantly with lower technol-

ogy nodes, larger design sizes, and heterogeneous integration of multiple dies into a single

package. It has been estimated that the total design effort needed to manufacture a de-

sign in lower technology nodes more than doubles with every new generation [  33 ], [  34 ], [  55 ].

Therefore, there is an urgent need for EDA tools to keep up with the increasing complexity

of such designs by constantly finding new ways to address the challenges associated with
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performance, memory footprint, and cost of running the tools. Designing such a complex

circuit consists of numerous steps [  56 ],[ 57 ], [  58 ], as shown in Figure  4.1 .

Figure 3.1. VLSI Design Flow [ 56 ],[ 57 ], [  58 ]

Traditionally, Design-for-Test (DFT) [ 11 ] was restricted to the gate-level after the func-

tional logic had been finalized and synthesized into gates. However, this has become a

challenge for lower technology nodes, as logic insertion at the gate-level impacts area and

timing optimization, affecting the overall design cycle time. Designers are often reluctant

to add any logic at the gate-level post-synthesis. Consequently, there has been a signifi-

cant increase in the adoption of a “Shift-Left” strategy across the industry, where significant

effort is being placed to execute DFT-related tasks at RTL. Some of these tasks include

running DFT-related DRCs, fixing the design to make it scan-friendly, DFT analysis, in-

sertion of BIST bist, compression, boundary-scan, and in-system test execution engines in

RTL. Moreover, because of the emergence of domain-specific accelerators, designers are cre-

ating slightly different versions of the same design and fine-tune per the requirements of the

particular application.
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Although the “Shift-Left" strategy allows moving most of the DFT analysis and insertion

tasks to RTL, there are a few key aspects such as scan stitching and Automatic Test Pattern

Generation (ATPG) [  39 ], [  40 ], [  41 ], [  42 ] that are still done at the gate-level. ATPG allows

one to verify the fault coverage (assuming certain fault models) needed to meet the target

quality goals. If the fault coverage does not meet the desired goals, one has to iteratively

circle back-and-forth between RTL and gate-level to make design changes or add more DFT

fixes to improve testability. Consequently, there is a push towards having the ability to

quickly compute ATPG fault coverage during RTL development. DFT engineers can iden-

tify testability-related issues early on and get the designer’s help to modify the design by

considering testability, in addition to power, performance, and area constraints.

Typically, the ATPG tools require the test generation process to be performed from the

beginning whenever the gate level netlist has changed. Although the designs obtained in

consecutive iterations are similar, the present-day commercial tools cannot map two similar

gate level circuits based on their structure accurately enough to make it effective to reuse

the generated test patterns from earlier iterations. This can slow down the convergence of

the design process considerably.

The methodology proposed in [  59 ] reuses patterns generated for earlier versions of the

design when there are changes made to the gate level netlist directly because of last-minute

Engineering Change Orders (ECO) [ 60 ], [  27 ], [  54 ]. To enable the transformation, one of the

steps of the procedure from [  59 ] finds a mapping between the inputs and outputs of the

earlier and new versions of the design. This step from [ 59 ] is not applicable when changes

are made at the RTL, and resynthesis produces a new and substantially different gate level

circuit, where signal names may have changed, new signals may have been introduced, and

signals that existed earlier may have been removed.

The main contribution of the chapter is to compute a mapping between the inputs and

outputs after RTL changes and resynthesis produce a new gate level netlist. The proposed

methodology is primarily targeted for DFT engineers working in tandem with designers to

evaluate the testability of the design early on and catch any design changes that have a

negative impact on the overall testability. It reduces the expensive loop turn-around time

between DFT and RTL engineers, which in turn affects the overall design cycle time.
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The experimental results for industrial circuits showed a 5-fold reduction in test genera-

tion time when modifications on average affected 6.34% of the total cones. The gain remains

meaningful even with large numbers of changes that, on average affected 22% of the total

cones in the circuit. In general, the efficiency of the proposed methodology is expected to

decrease when there are significant structural variations between two versions of the design.

It is developed for the iterative design flow from Figure  4.1 where changes are expected to

create structurally similar circuits.

The chapter is organized as follows. Section  4.2 discusses the motivation for this work,

and provides background for the proposed methodology. Section  3.3 presents the proposed

methodology for test generation. Section  3.4 presents results for industrial designs followed

by conclusions in Section  3.5 .

3.2 Motivation and Background

In this section, we discuss the motivation for this work, and provide background for the

proposed methodology.

3.2.1 Review

The authors in [  59 ] describe a test generation process based on transformation of patterns

of an earlier version of a design into patterns for a new version when changes are made to

the gate level netlist. Figure  3.2 shows an overview of the test pattern generation process

from [  59 ] which is discussed next.

A signature set is associated with the previous and new versions of the gate level circuit.

The signature set contains two integers for every gate, referred to as its input and output

signatures. The signatures capture the structure of the input and output cones of the gate.

Output signatures are computed by traversing the circuit from inputs to outputs. Using these

signature values at the outputs, a traversal from outputs to inputs is performed to compute

the input signatures. Every additional logic level causes the signatures to be doubled in

every traversal of the circuit. In addition, every gate type has a different contribution to

the signatures. As a result, the signatures assigned to the inputs and outputs of the circuit
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Figure 3.2. Overview of ATPG flow

capture its structure in a unique way. Signatures were found to be useful in other applications

as described in [ 27 ], [  61 ], [  29 ], [  60 ] and [  30 ].

3.2.2 Mapping between two versions of a circuit

The input and output signatures of the inputs and outputs, respectively, are used for

establishing a mapping between the pins of the previous and new versions of the circuit.

The mapping algorithm in [  59 ] compares vectors that consist of an output, and its output

signature, the inputs of its logic cone, and the corresponding input signatures. A vector of

the previous version is considered to match a vector of the new version if all the signatures

match. The two logic cones represented by the vectors are identical in this case. Accordingly,

the inputs with the same signatures in the two vectors are mapped. This simple approach
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to mapping worked well for gate level changes, but it is unable to provide effective mappings

after RTL changes, as discussed below.

3.2.3 Mapping between two versions of a circuit

The input and output signatures of the inputs and outputs, respectively, are used for

establishing a mapping between the pins of the previous and new versions of the circuit.

The mapping algorithm in [  59 ] compares vectors that consist of an output, and its output

signature, the inputs of its logic cone, and the corresponding input signatures. A vector of

the previous version is considered to match a vector of the new version if all the signatures

match. The two logic cones represented by the vectors are identical in this case. Accordingly,

the inputs with the same signatures in the two vectors are mapped. This simple approach

to mapping worked well for gate level changes, but it is unable to provide effective mappings

after RTL changes, as discussed below.

3.2.4 Pattern Transformation and Fault Simulation

In the procedure from [ 59 ], the mapping between the inputs is used for transforming the

test patterns generated for the previous version into test patterns for the new version of the

circuit. Specifically, if an input A1 in the earlier version has a corresponding input B1 in the

new version, the values of A1 are copied to B1. Inputs of the new version that do not have

corresponding inputs in the earlier version are left unspecified and filled randomly.

Figure  3.3 shows the different steps involved in the transformation of a pattern from the

previous version to the new version. Figure  3.3a shows how inputs of the previous version

are mapped to the new version. An x in Figure  3.3a indicates that no mapping decision has

been made. Figure  3.3b shows one of the patterns of the previous circuit. The steps involved

in transforming the pattern in Figure  3.3b to a pattern for the new version are shown in

Figure  3.3c .

Fault simulation is carried out using the transformed patterns. Among the undetected

faults after fault simulation, test generation is carried out only for those faults that are

left undetected in the modified logic cones. A fault may be present in the intersection of
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(a) Mapping between two circuits

(b) One pattern from previous version of pattern set

(c) Transformation of pattern in Figure  3.3b 

Figure 3.3. Transformation of a pattern

several cones. In this case, if any one of the cones has been modified, and the fault is not

detected after fault simulation, it will be considered during incremental test generation. The

combined set of test patterns is used to determine the testability of the new version of the

circuit.

3.2.5 Examples of different types of RTL changes

The approach in [ 59 ] performs well for changes done at the gate level. However, when

changes are made at the RTL, more regions of the circuit are affected. This is because

designers use different techniques like clock gating and area minimization during synthesis
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to meet the power and area constraints. In addition, timing and boundary optimizations

are performed during synthesis for performance improvement. Such changes modify the gate

level netlist.

These changes can result in addition or removal of inputs and outputs, and alter their

order and names in a modified gate level netlist. With such changes, the mapping algorithm

of [  59 ] fails to map the inputs accurately. This reduces the efficiency of the test generation

process. It necessitates a different mapping approach that can efficiently handle the changes

observed in a circuit when modifications are done at the RTL, and the circuit is resynthesized.

(a) RTL code snippet for the previous version (b) RTL code snippet for the new version

Figure 3.4. RTL code snippet for two versions of the circuit

The following example illustrates how changes to the RTL affect the gate level netlist

after synthesis.

Figure  3.4a shows an RTL code snippet in Verilog for a previous version of a design.

Figure  3.4b shows an RTL code snippet for a new version of the same design. In Figure  3.4 ,

the RTL code snippet of the new version differs from the previous version, as highlighted in

red. Figure  3.5 shows the synthesized circuits for the RTL code snippets shown in Figure

 3.4 . The inputs A3 and A4 in the previous version, and the inputs with the same names

in the new version, do not have identical output cones. The input A5 in the new version

replaces input A4 in the previous version as the select input of the multiplexer, and it is
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Figure 3.5. An example of a portion of a synthesized circuit before and after
a modification

added following A4. A simple mapping of test patterns based on the input names will not

be effective in detecting faults in the new version because of these changes.

In addition, RTL designers use complex Verilog constructs, such as System Verilog Inter-

faces, multi-dimensional array instances, or generate for-loops to instantiate modules that

help represent design intent in the RTL. This can result in significant changes in the naming

of the signals at the gate level. Designers often use synthesis tool options to incorporate

global name changes for the entire design or a subset of Verilog modules, which further
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complicates identifying the similarities between two revisions of an RTL design based on

their names. For example, experimentation with the name-changing options during synthe-

sis showed up to 70% change in the name of the sequential cells in the synthesized netlist.

This shows that the use of names of the pins to map between different versions is not a robust

method. A new mapping approach to transform patterns generated from earlier iterations

is required, which is described next.

3.3 Proposed Methodology

The proposed methodology follows the process illustrated in Figure  3.2 . The key dif-

ference is that the mapping of the inputs accommodates the complexities introduced when

changes are made at the RTL and the gate level netlist is resynthesized. The use of the

signatures is also modified to compute independent input and output signatures, and utilize

both input and output signatures for every input and output.

The input to the mapping algorithm is the signatures of the previous and new versions

of the gate level netlist. The signatures are given in the form of a list. This list contains

a vector for every output. The vector includes the output, the inputs of its logic cone, and

both their input and output signatures. Each vector describes a logic cone. Each entry is

associated with a pair of signatures, an input and an output signature. The list for the earlier

version is denoted by CONES1, and the list for the new version is denoted by CONES2.

3.3.1 Overview

An overview of the proposed mapping algorithm is shown in Figure ??. The algorithm has

three main steps. The first step finds a mapping between the circuits based on the outputs

with unique input and output signatures. An input-output signature pair is considered

unique when the signature pair appears only once among the signature pairs of all the

outputs in the circuit. A unique input-output signature pair at the output of a logic cone

shows that the structure of the logic cone is distinct among all the logic cones in the circuit.

If the same structure appears only once in the new version, then a mapping between the

logic cones is performed.
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In the second step, the algorithm finds vectors that have identical input-output signature

pairs in both versions of the circuit. It extends the input mapping based on such vectors.

In the third step, the algorithm uses the unmapped outputs with the same input-output

signature pairs in both versions. It maps only those inputs whose signature pairs match

in both versions, leaving the remaining inputs of the set unmapped. This is called partial

mapping of inputs.

The mapping information is stored in an array, denoted by MAP. The array is updated on

every iteration of the algorithm. Next, we illustrate the use of unique input-output signature

pairs, and describe the three steps of the procedure.

3.3.2 Unique Signature Mapping Illustration

Table 3.1. Input and Output Signatures for Figure  3.6 

Previous Version

Pins Input
signature

Output
signature

A1 2293139 2084757
A2 2293139 2084757
A3 6126959 3291791
A4 7158539 4301876
A5 7158539 5182193
A6 6126959 4301876
A7 5857759 3291791
A8 4839217 3291791
A9 8196213 3291791
A10 9402730 3291791
A11 8196213 3291791
A12 4839217 3291791
A13 5857759 3291791

New Version

Pins Input
signature

Output
signature

B1 2293139 2084757
B2 2293139 2084757
B3 6126959 4301876
B4 7158539 3102078
B5 7158539 4301876
B6 6126959 3291791
B7 5857759 3291791
B8 4839217 3291791
B9 8196213 3291791
B10 1723395 3291791
B11 8196213 3291791
B12 4839217 3291791
B13 5857759 3291791

Figure  3.6 shows two versions of the same circuit. The circuit consists of five logic cones

and 13 pins in both versions. A1 and A2 of the previous version, and B1 and B2 of the new

version, are primary outputs. A3, A7-A13 of the previous version, and B6-B13 of the new

version, are primary inputs. A4, A5, and A6 of the previous version, and B3, B4, and B5
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(a) Previous version of the circuit (b) New version of the circuit

Figure 3.6. An example to illustrate unique signature mapping

of the new version, are scan cells, and act as both inputs and outputs of logic cones. Table

 3.1 shows pairs of input-output signatures for all the inputs and outputs in both versions of

the circuit. The primary inputs all have the same output signature, 3291791, and primary

outputs have the same input signature, 2293139 in Figure  3.6 .

In this example, the modification made to obtain the new version has affected the shaded

portion in cone 4, such that the inputs shared by other cones do not see the effect of the

modification in their input cones. For the new version, the affected signatures are shown
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in red in Table  3.1 . Among the five logic cones, A4, A5, and A6 have unique input-output

signature pairs in the previous version. Similarly, B3, B4, and B5 have unique input-output

signature pairs in the new version.

The first iteration finds that A4 with signature pair (7158539, 4301876) has the same

signature pair as B5 in the new version. The corresponding vectors in CONES1 and CONES2

are A7, A8, A9, and B11, B12, B13 with their input-output signature pairs. All the entries

of the two vectors have the same input-output signature pairs and can be mapped according

to their signatures. In the same way, A6 and B3 have the same signature pairs in their

corresponding vectors in CONES1 and CONES2 and can be mapped. Figure  3.7 shows the

progress of MAP with every iteration for the first step of unique signature mapping. The

first row shows the initial MAP, where an x indicates that no mapping decision has been

made. The second row shows the mapping after the outputs A4 and B5 are considered.

The third row shows the mapping after considering the outputs A6 and B3. In this way,

the algorithm distinctly identifies logic cones with unique structures in two versions of the

circuit.

Figure 3.7. Mapping information for different iterations in MAP

3.3.3 Mapping Based on Unique Signature Pairs

The first step of the mapping algorithm establishes a mapping between inputs and outputs

of logic cones that have distinct input-output signature pairs. Every pair of outputs with

unique and equal signature pairs is added to the queues Q1 and Q2. An iteration considers

the first outputs in the queues Q1 and Q2. It compares the input-output signature pairs of

all the inputs in the respective vectors. If all the signatures are equal, the outputs and inputs
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of these logic cones are mapped. They are marked as matched and are added to the queues

for further mapping of their respective vectors. In this way, the algorithm identifies logic

cones with distinct structures in both circuits and aids in the first step towards accurate

mapping between the circuits.

Algorithm 1.1 MapUniqueSignature

Input: CONES1, CONES2

Output: Unique Mapping Information

1: Mark all inputs and outputs as unmatched

2: Empty sets U1 and U2

3: for every output of previous version do

4: if input-output signature pair is unique then

5: Store the corresponding output position from CONES1 in U1

6: end if

7: end for

8: for every output of new version do

9: if input-output signature pair is unique then

10: Store the corresponding output position from CONES2 in U2

11: end if

12: end for

13: Empty queues Q1 and Q2

14: for every output in U1 do

15: if U2 contains an output with the same input-output signature pair then

16: Insert outputs from U1 and U2 into Q1 and Q2, respectively.

17: end if

18: while Q1 and Q2 are not empty do

19: Pop Q1 to pos1 and pop Q2 to pos2

20: if input-output signature pairs of every element in the vectors corresponding to the

outputs at pos1 and pos2 are equal then
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21: Map the unmatched elements in vectors corresponding to pos1 and pos2 according

to their input-output signature pairs

22: Mark the elements in vectors corresponding to pos1 and pos2 as matched

23: Add matching inputs from vectors of pos1 and pos2 to Q1 and Q2, respectively

24: end if

25: end while

26: end for

27: End

3.3.4 Mapping Common Signature Pairs

The second step of the mapping algorithm establishes a mapping between the unmapped

outputs with structurally identical output cones in both versions of the circuit. A mapping

is done when the input-output signature pairs of two vectors in both versions of the circuit

match, but they are not unique. In this case, the pairs of outputs are selected arbitrarily. The

use of unique signature pairs reduces the number of inputs that are matched by Algorithm

1.2, reducing the effects of arbitrary selection.

Algorithm 1.2 MapCommonSignature

Input: CONES1, CONES2

Output: Mapping Information

1: for every unmapped output O1 of previous version do

2: for every unmapped output O2 of new version do

3: if Input-output signature pairs in the vector for O1 are equal to those of output O2

then

4: Insert the output position of O1 and O2 in Q1 and Q2, respectively

5: end if

6: end if

7: while Q1 and Q2 are not empty do

8: Pop Q1 to pos1 and pop Q2 to pos2
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9: if input-output signature pairs of every element in the vectors corresponding to

output at pos1 and pos2 are equal then

10: Map the unmatched elements in vectors corresponding to pos1 and pos2 ac-

cording to their input-output signature pairs

11: Mark every element in vectors corresponding to pos1 and pos2 as matched

12: Add matching inputs from vectors of pos1 and pos2 to Q1 and Q2, respectively

13: end if

14: end if

15: end while

16: end for

17: end for

18: End

3.3.5 Mapping for the Remaining Unmapped Outputs

The third step establishes a partial mapping of the inputs of the logic cones that have

not been matched yet. A complete matching of inputs is not possible due to the structural

variations in the gate level netlist from the modifications at the RTL.

Algorithm 1.3 PartialMap

Input: CONES1, CONES2

Output: Mapping Information

1: for every unmapped output O1 of previous version do

2: for every unmapped output O2 of new version do

3: if input-output signature pair of O1 is equal to input-output signature pair of O2

then

4: for every unmatched inputi in vector of O1 do

5: for every unmatched inputj in vector of O2

6: if input-output signature pairs of inputi and inputj are equal then

7: Map inputi to inputj
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8: Mark inputi to inputj as matched

9: end if

10: end if

11: end for

12: end for

13: end if

14: end for

15: end for

Algorithms 1.1, 1.2, and 1.3 form the mapping algorithm that finds a correspondence

between the inputs and outputs of two versions of the design.

3.4 Experiment and Results

In the experiment described next, ten industrial designs are used to evaluate the perfor-

mance of the proposed algorithm for test generation. The evaluation was performed using

single stuck-at faults [  62 ]. A compacted test pattern set was obtained using a commercial

ATPG tool for each design. Different versions of the same design were obtained by intro-

ducing changes into the RTL and resynthesizing the design. Changes were introduced by a

commercial tool at random locations in the design. Modifications resulted in the addition

or removal of logic gates and changed the number of sequential elements. These changes

emulate modifications done at the RTL due to the iterative nature of the design flow.

For each design considered as the previous version, ten new versions were obtained. A

commercial synthesis tool optimizes the circuit differently every time a modification is done

at the RTL. The optimization can result in an increase or decrease in the total number of

gates in the new version compared to the previous version.

Table  3.2 shows the average change in combinational and sequential logic in a circuit when

modifications are done at the RTL. The results shown in Table  3.2 use the absolute value of

change in the number of gates in the new version compared to a previous version. Column

“Size” of Table  3.2 gives the total number of gates present in the design, which is considered

as the previous version of the circuit. Columns “Number of Gates” and “Number of Scan
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Table 3.2. Average Combinational and Sequential Changes
Previous
Version Average Change in New Version

Size Number of
Gates

Number of
Scan Cells

d1 1,521,890 4,276 6
d2 968,281 2,366 5
d3 5,266,903 1,585 5
d4 2,369,026 1,604 6
d5 6,411,557 1,474 6
d6 1,121,605 1,230 4
d7 1,089,511 10,527 4
d8 1,492,011 2,159 5
d9 3,836,692 9,935 5
d10 735,616 747 6

Cells” show the average number of gates and scan cells, respectively, added or removed in

a gate level netlist of the new version after modifying the RTL. An average of 5 sequential

elements and thousands of gates are added in all the versions of the circuit. The results show

that a modification at the RTL changes the logical and sequential portion of the circuit in

the resynthesized gate level netlist.
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Each row in Table  3.3 corresponds to one of the 10 industrial circuits. The average of

several parameters for all ten versions of the circuit is shown in each row. These results are

shown under the sub-column New version. Sub-column Previous Version shows the results

for the previous version (the original design) in the respective categories. Column “Total

Cone in Prev Version” shows the total number of logic cones present in the previous version of

the design. Column “Diff Cones in New Version" shows the number of output cones affected

compared to the previous version when the RTL is modified, and the circuit is resynthesized.

Column Run Time shows the total time taken in seconds for test pattern generation. For

the previous version, test generation is run for all the faults starting from an empty test

pattern set. The overall runtime for a new version includes the runtime for computing the

signatures, mapping between two versions, fault simulation, and running the ATPG to detect

the remaining faults. The ratio of the runtime of the previous version to the average of the

runtime of the new version is shown in sub-column “Gain”. The total number of test patterns

required to achieve the fault coverage is shown in column Test Patterns. The percentage

increase in the number of test patterns in the new version compared to the previous version

is shown in sub-column “Increase (%)". Column Fault coverage shows the fault coverage of

the previous version and the average fault coverage of the ten different versions of the circuit

after modification at RTL.

From column “Diff Cones in New Version" in Table  3.3 , it can be seen that modifying

the RTL and resynthesizing the gate level affects 1.4% to 11.02% of the total number of

logic cones in the ten industrial circuits. On average, for all ten designs, the modifications

result in 6.34% of the total cones of the new version that are not similar to the previous

version. Between the ten versions of a design, the number of logic cones structurally different

in the new version compared to the previous version of the circuit directly affects the time

taken for detecting faults in the new version. A lower number of structurally different logic

cones results in more inputs matching between two versions of a design. With more inputs

accurately mapped, more faults will be detected in the new version after transforming the

test patterns from a previous version.

The total time taken to detect the faults of a new version is reduced by using the trans-

formed test patterns generated for the previous version. The reduction in runtime occurs
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because test pattern generation is performed on a small set of faults. An average of 5-fold

reduction in runtime is observed in the new version compared to the previous version for all

the industrial circuits considered to obtain the same fault coverage. In addition, with higher

structural similarity, the algorithm maps the inputs and outputs between two versions more

efficiently, which results in a higher reduction in overall runtime.

There is an average of 22.25% increase in number of test patterns as the algorithm does

not attempt to optimize the number of patterns required. Its goal is to assess the testability

of a circuit by checking the fault coverage. The increase in number of test patterns can be

mitigated by performing ATPG again starting from an empty test set after the design has

converged.

Figure 3.8. Runtime gain as a function of the number of changes

We also experimented with larger numbers of changes introduced into every version of

the circuit, considering five of the designs. The larger number of changes resulted in larger

numbers of sequential elements as well as larger numbers of gate changes. The results are

described by Figure  3.8 that shows the runtime gain as a function of the increase in the
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number of sequential elements. Figure  3.8 demonstrates that the efficiency of the proposed

methodology decreases monotonically with an increase in the number of changes, but the

improvement in runtime remains high even when a large number of changes are made.

3.5 Conclusion

This chapter described a mapping methodology to reuse the patterns generated in an

earlier iteration of the design process when a circuit is resynthesized due to changes at

the RTL. The proposed mapping procedure addresses the complexities introduced when

changes are made at the RTL. This is achieved by first identifying and mapping logic cones

that have distinct structures in both versions of the circuit. This is followed by mapping

the inputs and outputs of all other structurally identical and structurally similar cones.

The mapping obtained is used to transform the patterns, simulate faults, and perform test

pattern generation for the remaining undetected faults. An experiment was performed on ten

industrial designs where different versions of a design were obtained by changing the RTL.

The experiments showed an average of 5-fold reduction in runtime compared with running

the test pattern generation from the beginning.
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4. GENERATION OF TWO-CYCLE TESTS FOR

STRUCTURALLY SIMILAR CIRCUITS

©2022 Reprinted with permission from IEEE J.Joe, N.Mukherjee, I.Pomeranz, and J.Rajski,

“Generation of two-two cycle tests for structurally similar circuits” under review in IEEE

Transactions on Computer-Aided Design of Integrated Circuits and Systems.

VLSI design flows improve design parameters (performance, power, area, and testability)

iteratively. Whereas the “shift left” trend implies that changes at the RTL are preferred for

improving the design, it is sometimes necessary to make gate-level changes, e.g., because

of layout changes or ECO. In an iterative design flow, repeated ATPG to evaluate the

testability of a design after design changes have been made creates a bottleneck. The goal

of this chapter is to address this bottleneck considering two-cycle tests for transition faults.

The test generation procedure described in the chapter transforms a LOC test set generated

for an earlier version of the design into a LOC test set for a new version without repeating

the entire test generation process. To enable the transformation, it is necessary to find a

mapping between the inputs and outputs of the earlier and new versions of the design, taking

into consideration that RTL resynthesis may produce a new gate-level netlist, with new signal

names and different input and output orders. To address two-cycle tests, the mapping is

performed over two time-frames of the design. Experimental results for industrial circuits

with changes made at the RTL as well as gate-level demonstrate significant runtime gains

with the test generation procedure described in this chapter.

4.1 Introduction

Developments in silicon fabrication processes support higher transistor densities while

maintaining chip size [  33 ], [  34 ], [  55 ]. Many steps are involved in designing a complex and

dense circuit [ 56 ],[ 57 ], [  58 ]. As shown in Fig.  4.1 , the physical design flow is iterative. This

allows incremental changes to be made to the design to fix errors and meet the necessary

design requirements related to performance, power, area, and testability. The testability of
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a circuit is evaluated by running automatic test generation (ATPG)[ 39 ], [ 40 ], [ 41 ], [ 42 ], [ 63 ]

during the iterative design process to compute the fault coverage. If the fault coverage is

not sufficiently high, incremental changes are made to improve the testability of the circuit.

Whereas many of the physical design steps are performed at the RTL [  64 ], ATPG is

run at the gate-level. Incremental changes to improve the design can also be made at the

RTL or at the gate-level [ 54 ]. Making changes at the RTL is consistent with the industry

“shift-left" trend [ 64 ] to make most of the design decisions and adjustments at the RTL. The

gate-level circuit may go through ECO [  60 ], [ 27 ], [ 65 ],[ 66 ], or layout changes that modify the

combinational or sequential logic [  67 ]. These modifications may add or remove a module or

modify the logic within a module. Changes to the gate-level description of the design can be

made such that they would affect a single or a small number of logic cones without otherwise

disturbing the structure of the circuit. Changes made at the RTL require resynthesis to

produce a modified gate-level description. After resynthesis, in addition to changes to the

logic, the design may have more or fewer inputs and outputs, and the names of the inputs

and outputs, as well as their order, may change.

Since the effects of incremental changes on the gate-level description are unpredictable,

current solutions run the complete ATPG process every time the design is modified during

the incremental design process and its testability needs to be evaluated. The simple solution

of performing ATPG once and using the same test set throughout the design process is not

sufficient since the test set achieves a low fault coverage, especially after the number and

order of the inputs and outputs have changed.

A methodology for speeding up ATPG for testability evaluation that fits with the design

flow of Fig.  4.1 was described in [  59 ] and [  68 ]. These works rely on the fact that the circuits

before and after design changes are structurally similar. The ATPG process described in

[ 59 ] addresses the simpler scenario where design changes are made at the gate-level. The

ATPG process described in [  68 ] is suitable when design changes are made at the RTL and

the gate-level circuit is resynthesized.

An overview of the methodology described in [ 59 ] and [  68 ] is shown in Fig.  4.2 . The first

step analyzes the structural similarity between the earlier and new versions of the design.

The second step finds a mapping between the inputs and outputs of the two circuits. Two
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Figure 4.1. VLSI Design Flow [ 56 ],[ 57 ], [  58 ]

inputs (outputs) are mapped when their logic cones are structurally similar. The pattern

transformation step transforms the patterns generated for the earlier version into patterns

for the new version using the mapping between their inputs. Fault simulation is carried out

next for the new version, followed by incremental ATPG to detect faults in the new version

that are not detected by the transformed patterns. Since the transformed patterns detect all

the faults in the logic cones of the new version that have not changed, the overall runtime is

reduced significantly compared with running the entire ATPG process for the new version.

To perform the mapping between the inputs and outputs of the earlier and new versions

of the design, the procedures described in [ 59 ] and [  68 ] capture the structure of a logic cone by

performing two traversals of the circuit, from inputs to outputs, and from outputs to inputs.

Integer arithmetic performed during each traversal associates two integers with every line.

The integer computed during the forward traversal is referred to as the output signature,

and the integer computed during the backward traversal is referred to as the input signature.

During the traversals, the integers capture the types of the gates encountered, their fanin or
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Figure 4.2. Overview of the ATPG Flow [  59 ],[ 68 ]

fanout, and the number of levels traversed. As a result, logic cones with the same structure

will have the same signatures on their inputs and outputs. The mapping procedure uses this

fact to match the inputs and outputs of the earlier and new versions of the design.

Experimental results presented in [  59 ] and [ 68 ] demonstrate the importance of an accurate

mapping between the inputs and outputs of the earlier and new versions of the design. With

an accurate mapping, the runtime gains reported in [  59 ] and [  68 ] are 11x and 5x on average

for industrial designs. The difference between [ 59 ] and [ 68 ] is in the mapping algorithm. The

algorithm in [  68 ] accommodates unique signatures and partial mapping to address the more

extensive changes introduced by the resynthesis of the RTL description. When the mapping

is not sufficiently accurate, the transformed patterns of the earlier version achieve a lower
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fault coverage for the new version, and the runtime for incremental ATPG is higher. The

runtime gain in this case is lower.

The overall process in Fig.  4.2 is suitable for any fault model. Single stuck-at faults are

considered in [  59 ] and [  68 ] under single-cycle tests. Experimental results using transition

faults and two-cycle LOC tests show that the mapping from [  59 ] or [  68 ] is not sufficiently

accurate when ATPG generates two-cycle tests targeting transition faults [  69 ], [  70 ], [  71 ]. An

analysis of the results shows that the source of the problem is the signatures. The signatures

in [ 59 ] and [ 68 ] consider a single time-frame of the circuit. An accurate mapping of two-cycle

tests for transition faults requires signatures that capture two time-frames of the circuit.

Such signatures are introduced in this chapter.

The methodologies proposed for both single-cycle tests and two-cycle tests are for incre-

mental changes that affect a smaller percentage of the logic cones in the design.

The chapter is organized as follows. Section  4.2 explains the need for signatures computed

over two time-frames referred to as two-cycle signatures. Section III describes the computa-

tion of the two-cycle signatures. Section IV provides additional details of the test generation

process from Fig.  4.2 in the context of two-cycle tests. Section V presents experimental

results for industrial designs. Section VI concludes the chapter.

4.2 Motivation for two-cycle signatures

This section discusses the need for two-cycle signatures using an example.

Fig.  4.3a shows a circuit with three primary inputs, A, B, and C, three gates G1, G2,

and G3, a primary output Z, and two scan elements, F1 and F2. The present-state variable

associated with scan element F1 (F2) is y1(y2), and the next-state variable is Y1 (Y2). The

combinational logic of the circuit has five inputs, y1, y2, A, B, and C, and three outputs,

Y1, Y2, and Z. The example will focus on the input cones of these outputs (the logic cones

driving them) and their output signatures. The same discussion applies to the inputs of

the combinational logic, the logic cones they drive (their output cones), and their input

signatures.
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(a) Earlier version of the circuit (b) New version of the circuit

Figure 4.3. Two versions of a circuit

Fig.  4.3b shows the circuit after a design change where the type of G3 was changed from

OR to NAND, and the names of the inputs and outputs were changed during resynthesis.

An analysis of a single time-frame of the circuit shows that the input cones of Y1 and W1

are the same, and the input cones of Z and R are the same. The input cones of Y2 and W2

are different because of the change in the type of G3. The single-cycle signatures from [  59 ]

and [  68 ] will produce the same signatures for Y1 and W1, the same signatures for Z and R,

and different signatures for Y2 and W2. As a result, the mapping will associate W1 with

Y1, and R with Z.

With two-cycle tests applied over two time-frames, it is important to analyze the circuit

over two time-frames. The two time-frame expansion of the circuit from Fig.  4.3 is shown

in Fig.  4.4 . Considering the circuit that consists of two time-frames, the logic cone of Z

includes G3 in the first time-frame, and G2 in the second time-frame. The same applies to

R. In this case, the input cones of Z and R are different because of the change in the type of

gate G3.

When the single-cycle signatures cause the test generation procedure to assume that the

input cones of R and Z are the same, the mapping between the circuits of Fig.  4.3a and
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(a) Earlier version

(b) New version

Figure 4.4. Two time-frame expansion
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 4.3b will be inaccurate. In addition, faults in the input cone of R will be dropped from

consideration, assuming that the faults are already detected by the test set for the circuit

from Fig.  4.3a . The inaccurate mapping will increase the run time for incremental test

generation, and the removal of target faults from consideration may result in a loss of fault

coverage.

For example, considering the design referred to in Section V as c5, test generation for

transition faults yields a transition fault coverage of 88.34%. With one of the changes

made to the design c5 at the RTL, the single-cycle signatures indicate that 2,432 input

cones are affected by the change, and the remaining 110,747 input cones are not affected.

After dropping from consideration the faults in the input cones that appear to be unaffected,

incremental test generation for the remaining faults yields a reduced transition fault coverage

of 85.12%. The two-cycle signatures reveal that 3,953 input cones are affected. The transition

fault coverage after incremental test generation is 88.34%.

Two points are important to note. (1) Dropping of unaffected faults from consideration

is important for the efficiency of the procedure. (2) Although fewer faults are dropped

from consideration under incremental ATPG when more cones are found to be affected, the

runtime gain is still high with higher fault coverage.

The next section describes the computation of the two-cycle signatures that will allow

faults in unaffected input cones to be dropped from consideration.

4.3 Two-cycle Signature Computation

This section describes the computation of the two-cycle input and output signatures. The

computation yields input and output signatures for the inputs of the combinational logic in

the first time-frame, and the outputs of the combinational logic in the second time-frame.

These signatures will be used for mapping of the inputs and outputs. The computation uses

randomly selected prime numbers in the range between 1 and 15 million.

Output signatures are computed during a traversal of the circuit from the inputs of the

first time-frame to the outputs of the second time frame. For initialization, all the primary

inputs in the first and second time-frame are assigned a random prime number R1, and all
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the present-state variables in the first time-frame are assigned a random prime number R2.

After assigning a value to a next-state variable Yi in the first time-frame, the value is copied

to the present-state variable yi in the second time-frame.

The input to output traversal captures the structure of the input cones as follows. To

capture the gate types in an input cone, each gate type is associated with a random prime

number RTYPE, where TYPE is the gate type. To capture the number of levels, signatures are

rotated left twice at every level. This causes the signature values to approximately quadruple

with every additional level. The computation of the signatures is given by algorithm 1.

Algorithm 1 Output Signatures

1: for time-frame = 1 and 2

2: Initialize the primary inputs to a random prime number R1.

3: if time-frame = 1

4: initialize the present-state variables →a random prime number R2.

5: end if

6: else for every present-state variable yi

7: Copy the output signature of Yi in time-frame 1 to the output signature of yi in

time-frame 2.

8: for every gate Gi considering the gates from inputs to outputs

9: Initialize the output signature of Gi to 0.

10: for every fan-in Hi,j of Gi

11: Rotate the output signature of Hi,j left and add it to the output signature of Gi.

12: end for

13: for Gi of type TYPE, add RTYPE to the output signature of Gi.

14: Rotate the output signature of Gi

15: if Gi is an inverting gate

16: Complement its output signature

17: end if

18: end for

19: end for
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END

(a) Earlier version

(b) New version

Figure 4.5. Example of output signature computation over two time-frames
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Fig.  4.5 shows the output signature computation over two time-frames for the earlier and

new version of the design from Fig.  4.3 . The new version is considered next. In time-frame

1, the output signature of primary inputs M, N and P are initialized to 3291791, and the

output signatures of the present-state variables w1 and w2 are initialized to 9137657. The

output signatures are computed according to algorithm 1. The computed output signature

of W1 in time-frame 1 is 27431157, for W2 it is 420859725 and for R it is 26399577. For

time-frame 2, the output signatures of M, N and P are again initialized to 3291791. The

output signatures of W1 and W2 in time-frame 1 are copied to the output signatures of w1

and w2 in time-frame 2, respectively. Using these initial values in time-frame 2, the output

signatures are computed for W1, W2, and R.

For the earlier version of the design, the output signatures obtained are 64018157 for Y1

and Y2, and 6298657 for Z. Comparing with the output signatures obtained for W1, W2

and R in the new version of the design, the mapping algorithm will be able to identify that

the input cones of Y1 and W1 are the same, but the input cones of Z, Y2, R and W2 are

different, and they will not be mapped.

Algorithm 2 computes the input signatures for two time-frames.

Algorithm 2 Input Signatures

1: for time-frame = 2 and 1

2: Initialize the primary outputs to a random prime number R3.

3: if time-frame = 2

4: Initialize the next-state variables to a random prime number R4.

5: end if

6: else for every next-state variable Yi

7: Copy the input signature of yi in time-frame 2 to the input signature of Yi in

time-frame 1.

8: for every gate Gi considering the gates from outputs to inputs

9: Initialize the input signature of Gi to 0.

10: for every fan-out Hi,j of Gi

11: Rotate the input signature of Hi,j left and add it to the input signature of Gi.

82



12: end for

13: for Gi of type TYPE, add RTYPE to the input signature of Gi.

14: Rotate the input signature of Gi

15: if Gi is an inverting gate

16: Complement its input signature

17: end if

18: end for

19: end for

END

Single-cycle signatures are obtained by considering only time-frame=1 in Algorithm 1 and

time-frame=2 in Algorithm 2. Experimental results presented in [  59 ] and [  68 ] demonstrate

the accuracy of the single-cycle signatures in capturing variations in the structures of the

logic cones that require new single-cycle tests to be computed.

4.4 Test Generation Procedure

The test generation procedure outlined in Fig.  4.2 is described in this section.

4.4.1 Mapping of Inputs and Outputs

For the purpose of mapping the inputs and outputs of the earlier and new versions of

the design, each output of the second time-frame of each design is associated with a vector

describing its input cone. The input cone spans the two time-frames of the circuit. The

vector includes the inputs of the first time-frame, as well as primary inputs from the second

time-frame, that drive the output.

For example, for R in Fig.  4.4 , the vector includes primary input N from the second time-

frame, and P and w2 from the first time-frame. No distinction is drawn between primary

inputs from the first time-frame, and primary inputs from the second time-frame. This is

consistent with the use of two-cycle tests with primary input vectors that do not change

between the first and second clock cycles.
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Considering a vector for an input cone, each one of the inputs, as well as the output, is

associated with an input signature from the first time-frame and an output signature from

the second time-frame. Algorithms 1 and 2 yield the signatures shown in Table  4.1 for all the

inputs and outputs of both versions of the design in Fig.  4.4 . Table  4.1 lists all the outputs

of the earlier and new versions of the design and the vectors describing their input cones. In

Table  4.1 , some signatures are in bold in the new version to signify that these signatures are

different from the ones obtained for the earlier version.
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Mapping consists of three steps. The first step uses unique vectors of input and output

signatures. To call a vector unique, it should appear only once for the circuit it belongs to

(the earlier or new version of the design). In Table  4.1 , all the vectors are unique. If a unique

vector of the earlier version and a unique vector of the new version are equal, except for the

order of inputs that may be different, all the inputs and outputs they contain are matched.

In Table  4.1 , the signatures for the input cone of W1 in the new version match completely

with the signatures for the input cone of Y1 in the earlier version. This allows us to match

input M of the new version with A of the earlier version, and w1 of the new version with y1

of the earlier version. The same matching would occur if the order of M and w1 (or A and

y1) had been reversed.

The second mapping step considers pairs of vectors of the earlier and new versions that

contain identical signatures but are not unique. The procedure selects pairs of identical

vectors arbitrarily. It then maps their inputs and outputs.

Finally, the third mapping step considers logic cones whose outputs have the same input-

output signature pair in both versions of the design, but the signatures of the input vector

do not match completely.

Among the five inputs in Fig.  4.4 , inputs N, P and w2 remain unmapped after the three

steps of mapping. In the new version, inputs N, P, and w2 drive a logic cone that was

modified.

4.4.2 Transformation of Patterns

Once a mapping of the inputs is available, the set of patterns of the earlier design is

transformed into a set of patterns for the new design as follows. For every input I of the

new design that is matched with an input J of the earlier design, the values assigned to J

are copied to I pattern by pattern. Inputs of the new design that are unmatched are left

unspecified.

To demonstrate the transformation in the case of LOC tests, a LOC test is denoted by

〈s1,v1,v2〉 where s1 is the scan-in state, and v1 and v2 are primary input vectors. After s1 is

scanned in, the circuit is clocked in functional mode for two clock cycles. The primary input

86



Table 4.2. Pattern Transformation for LOC Tests
FIRST CYCLE PATTERN

Scan Elements Primary Inputs

s1 v1=v2

Earlier Version y1 y2 y3 y4 A1 A2 A3
s1v1 1 0 1 0 1 0 1

(a) One of the LOC Patterns for the Earlier Version

MAPPING

Scan Elements Primary Inputs

New version w1 w2 w3 w4 M1 M2 M3
Earlier version x y1 y3 x x A1 A2

(b) Mapping Information

PATTERN TRANSFORMATION

Scan Elements Primary Inputs

New version w1 w2 w3 w4 M1 M2 M3
Copy Values x 1 1 x x 1 0
Random Fill 0 1 1 1 1 1 0

(c) Pattern Transformation
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vectors v1 and v2 are applied to the primary inputs during the functional clock cycles. For

the tests considered in this article, v1=v2.

Table  4.2 ( a ) shows an example of a LOC test for a circuit whose earlier version has

present-state variables y1, y2, y3, and y4, and primary inputs A1, A2, and A3. The test

〈1010,101,101〉 is shown in Table  4.2 ( a ). Table  4.2 ( b ) shows the mapping obtained from the

earlier version to a new version that has present-state variables w1, w2, w3, and w4, and

primary inputs M1, M2, and M3. The transformed pattern is shown in Table  4.2 ( c ). For

example, the value of y1 is copied to w2 based on the mapping. When an input does not

have a mapping, its value is unspecified (x). Unspecified values are filled randomly, as shown

in Table  4.2 ( c ).

4.4.3 Fault Simulation and Incremental ATPG

With the transformed set of patterns of the new design, fault simulation is carried out for

the new design. Test pattern generation is performed only for faults that remain undetected

in the logic cones modified by the change. The logic cone of an output X is considered

modified if at least one of the inputs of the logic cone of X has not been mapped. The

undetected faults from such modified logic cones are retained, and incremental test generation

is carried out to obtain a complete test set for the new design.

For example, considering the circuit from Fig.  4.4 , outputs R and W2 have inputs in their

input cones that have not been mapped. The faults in these input cones will be retained.

For output W1, all the inputs have been mapped. Therefore, the faults in its input cone

that are detected by the test set of the earlier version are guaranteed to be detected by the

transformed patterns, and they are not considered for incremental test pattern generation.

This is important for avoiding incremental ATPG targeting undetectable faults.

4.5 Experimental Results

The test generation procedure was evaluated using several experiments. Transition faults

are used for the evaluation. A compacted LOC test set generated using a commercial ATPG

tool is used for detecting transition faults in the earlier version of a design. In Section  4.5.1 ,
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different versions of the same design are obtained by making changes at the RTL and resyn-

thesizing it. In section  4.5.2 , different versions are obtained by changing the combinational

and sequential logic at the gate-level. Section  4.5.3 discusses the difference between the

results of the RTL and gate-level changes.

4.5.1 RTL changes

Ten different industrial designs are used for demonstrating the effects of RTL changes,

as described next. A new version of a design is obtained by altering the RTL of the earlier

version and resynthesizing it. Modifications at random places are made to the earlier version

of the design using a commercial tool. Each modification results in changing some of the

combinational and sequential logic of the design. For each of the ten designs, ten different

modifications are done at the RTL.
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The results are shown in Table  4.3 . Each row shows the various parameters for one

of the ten industrial designs. The average of several parameters for all ten versions of

the circuit is shown in each row. These results are shown under the sub-column New ver.

Sub-column Earl Ver shows the results for the previous version (the original design) in the

respective categories. Column “Inp Cones in Earlier Version" shows the total number of

input cones in the earlier version. Column “Aff Cones in New Version” shows the average

number of input cones affected in the ten modified versions of the design in comparison to

the earlier version. Column “% of Aff Cones” shows the percentage of modified input cones

between the new and earlier versions of the design. Column “Runtime” shows the runtime

for test generation in seconds, considering the earlier and new versions of the design. For

the new version, the runtime includes the time for signature analysis, mapping between two

versions, pattern transformation, fault simulation, and incremental test pattern generation.

Sub-column “Gain” shows the ratio where the runtime for the earlier version is divided by

the average runtime for the new version. This is the improvement in test generation time.

Column “Fault Coverage(%)” shows the fault coverage for the earlier and new versions. For

the new design, sub-column “Map” shows the fault coverage achieved by fault simulation of

the transformed patterns, and sub-column “Final” shows the fault coverage achieved by the

proposed methodology. Column “Test Patterns” shows the number of test patterns. Sub-

column “Incr (%)” shows the percentage increase in the number of test patterns between the

new and earlier versions of the design.

Overall, the gain in test generation time is 3.77x on the average across all the circuits.

The gain is higher when a lower percentage of cones are affected. For example, the highest

gain of 5.91x is obtained for circuit c4 when 4.18% of the cones are affected. Exceptions

occur because of the presence of hard to detect faults. For example, the lowest gain of 2.71x

is obtained in circuit c2 when only 1.54% of the cones are affected, and fault simulation of

the transformed patterns achieves a fault coverage of 88.89% out of 92.07%.

There is an average 27.74% increase in the number of test patterns. This is because the

proposed methodology does not try to optimize the number of patterns needed. Instead,

the objective is to evaluate the testability of a circuit as fast as possible, given test patterns
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for another structurally similar circuit. ATPG can be run from the beginning on the new

version when there is a significant increase in pattern count after the design has converged.

4.5.2 Gate-level changes

Two experiments that modify the combinational and sequential logic, respectively, are

conducted to evaluate the proposed test generation procedure when changes are made at the

gate-level. For each design in both experiments, ten different modifications are introduced

at random locations.

The first experiment changes the combinational logic. The type of a gate is changed,

e.g., from OR to NAND. The second experiment performs sequential modifications, which

are introduced into the gate-level netlist by following the basic steps of forward and backward

retiming. Table  4.4 tabulates results for combinational changes, and Table  4.5 for sequential

changes. Column “# of mod SCs” in Table  4.5 shows the average increase or decrease in the

number of scan cells in ten new versions of a design due to retiming steps.
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An average of 10-fold improvement in runtime when modifications change the combina-

tional logic, and an average of 11-fold improvement in runtime when modifications change

the sequential logic are observed. The increase in the number of test patterns of the new

version of the circuit compared to the earlier version can be mitigated, as discussed earlier.

4.5.3 Discussion

Modifications in the gate-level netlist result in an average of 0.72% of the logic cones

being affected compared to an average of 12.13% of affected logic cones in the RTL. This

is a result of the fact that RTL designs with changes require the gate-level circuit to be

resynthesized, which affects a larger portion of the design due to re-optimization; whereas

netlist modifications at the gate-level are localized and impact smaller parts of the design.

The smaller percentage of changes for gate-level modifications translates to a lower per-

centage of faults that need to be targeted in the new version after the transformation of

patterns and fault simulation. A lower percentage of faults for incremental test pattern gen-

eration directly translates to a higher gain in runtime. Similarly, with a smaller percentage

of faults to detect after fault simulation of the transformed patterns, a smaller increase in

the number of patterns is required to detect those faults during incremental test pattern

generation.

4.6 Conclusion

This chapter proposed a methodology to reuse test patterns generated for transition

faults from one structurally similar circuit to another. An analysis of transition faults, that

require two-cycle tests, showed that it is important to analyze a design over two time-frames

to identify structural similarities. The proposed methodology found structural similarities

between the two versions of a design over two time-frames by computing signatures. It used

the signatures to map the inputs and outputs in both versions of the design. The patterns

were transformed from the earlier to the new version according to the mapping information

and fault simulated. Incremental test pattern generation was run on the remaining unde-

tected faults from the modified logic cones. Three experiments were conducted to evaluate
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the proposed test generation methodology for transition faults where changes were made at

the RTL and gate-level. Experiments on two sets of ten industrial designs showed an average

improvement of 3.77-fold in runtime when changes were made at the RTL, and more than

10-fold when changes were done at the gate-level compared to the case where the entire test

generation process is run for the new version.
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5. CONCLUSION

This thesis proposed a fast methodology to analyze the testability of a design, given the

test patterns generated for another structurally similar design. The test generation time

is reduced by exploiting the structural similarity prevalent between the designs. The test

generation methodology described finds the similarities between the two circuits by perform-

ing the structural analysis and uses this information to map the inputs between the two

circuits. The patterns generated for one design is transformed into test patterns for another

design using the mapping information. The design is fault simulated using the transformed

test patterns, and an incremental test pattern generation is performed for the remaining

undetected faults.

The first chapter of the thesis describes a test generation methodology where structurally

similar circuits were obtained by modifying the gate-level netlists. The second chapter pro-

posed a mapping methodology where structurally similar designs were obtained by modifying

the RTL, and the gate-level was resynthesized after every modification. The suggested map-

ping method handles the complexities that arise from the RTL modifications. The last

chapter of the thesis described a test generation methodology that performed the signature

analysis of the design over two-time frames to accommodate two-cycle patterns used to detect

transition faults.

Experimental analysis using the proposed test generation methodology in different scenar-

ios showed improvement in runtime compared to generating test patterns from the beginning.

When the gate-level netlists were modified, more than an 11-fold improvement in runtime

was observed. For designs where the RTl was modified and gate-level was resynthesized,

the reduction in runtime was an average of 5-fold compared to running test generation from

the beginning. For transition faults that required two-cycle test patterns, the improvement

in runtime was 3.77x for designs where RTL was modified and the gate-level was resynthe-

sized. An average of 10x improvement was observed when structurally similar designs were

obtained by modifying the gate-level netlists.
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A. ADDITIONAL EXPERIMENTS FOR CHAPTER-1

A.1 Single Changes

The first experiment introduces one change at a time. For each circuit, ten different

versions are generated by introducing a single change at a random location in each of the

versions. The modifications involve changing a gate type, for example, AND to OR, AND

to NAND, etc., in the gate-level netlist.

In Table  A.1 , each row corresponds to one of the 11 circuits. The row shows the average,

minimum, and maximum of each one of different parameters for all the ten versions of the

circuit. These results are shown under the sub-columns "avg", "min", and "max". Sub-column

"Circuit1" shows the results for circuit1 in the respective categories. The first column, "size,"

gives the total number of gates present in each circuit. Column "Output cones" gives the

total number of output cones in the circuit. The next column, "Different Output Cones",

shows the number of output cones that changed in circuit 2 compared to circuit1. Column

"Incremental ATPG" gives the time taken in seconds to run incremental ATPG on circuit2.

Column "Run Time" shows the overall time taken in seconds for test pattern generation. For

circuit2, the total runtime includes the time taken for signature computation, mapping, and

fault simulation, as well as for incremental ATPG. Column "Test Patterns" shows the total

number of test patterns in both the circuits after ATPG. The last column, "Fault coverage",

shows the fault coverage achieved in circuit1 and the average fault coverage seen in the

different versions of circuit2.
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From the column "avg" under "different Output Cones" in Table  A.1 , it can be seen that

introducing a single change can affect between 0.1% to 12.3% of total number of output

cones for the 11 circuits. An average of 16% variation is seen between the minimum and

the maximum number of different cones within ten versions of each circuit. The number

of output cones different in circuit 2 compared to circuit1 has an affect on time taken for

the incremental ATPG. The higher the number of different cones, the higher the number

of unmatched inputs, which results in fewer faults being identified after mapping. This

will increase the time taken for incremental ATPG which translates to increase in the total

runtime. From Table  A.1 , it can be seen that there is an average of 11-fold gain in runtime

to achieve the same fault coverage in circuit2 compared to circuit1 for all the circuits.

Table A.2. Results of Runtime Gain and Test Pattern Increase for Table  A.1 

Runtime Test
Patterns

Gain Increase(%)
1 13.82 22.58
2 6.30 7.27
3 12.54 7.60
4 6.91 12.85
5 11.38 16.00

Runtime Test
Patterns

Gain Increase (%)
6 9.47 9.04
7 12.33 14.45
8 17.29 15.46
9 21.68 39.48
10 7.05 7.86
11 7.31 2.61

For a more detailed analysis of the results, each one of the 10 versions of circuit 7 in

Table  A.1 is described in Table  A.3 .

In Table  A.3 , each row shows a different version of circuit 7. Column "Different cones"

shows the number of output cones that changed in circuit2 compared to circuit1. Column "Inc

ATPG" gives the time taken in seconds for running incremental ATPG on circuit2. Column

"Fault Coverage" is further subdivided into "Map" and "ATPG" .Sub-column "Map" gives

the fault coverage after mapping the patterns read from circuit1, while sub-column "ATPG"

gives the total fault coverage after the whole process. Column "Test Patterns" shows the

total number of test patterns in circuit2, and column "Run Time" shows the overall time

taken in seconds for test pattern generation.
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Table  A.1 shows that before any change was done on circuit 7, it had a fault coverage of

97.02%. This was achieved with a total number of 5,155 test patterns in 5,103 seconds. From

Table  A.3 , it can be seen that a single change can affect 54 to 37,669 different cones for this

circuit. For version 4, with 37,669 different cones, the final fault coverage was achieved with

6,881 patterns. On the other hand, for version 10 with 10,703 different cones, the final fault

coverage was achieved with 7,499 patterns. This difference in the number of test patterns

generated during incremental ATPG is explained by the total number of hard to detect faults

remaining after mapping patterns.

Table A.3. Results for Individual Runs for 10 Versions of Circuit 7 from Table  A.1 

Different Inc Fault Coverage Test Run-
Cones ATPG Map ATPG Pattern Time

% % (secs)
1 59 20 97.02 97.03 5,157 241.5
2 1,734 218 97.02 97.15 5,922 440.5
3 15,144 376 96.97 97.15 6,134 596.7
4 37,669 359 96.94 97.28 6,881 597.5
5 1,662 224 97.02 97.15 5,923 448.0
6 281 12 97.02 97.03 5,173 238.0
7 988 38 97.02 97.03 5,222 260.0
8 54 9 97.02 97.04 5,155 228.4
9 1,724 223 97 97.15 5,937 443.4
10 10,703 421 96.55 97.03 7,499 643.3

Table  A.2 shows the runtime gain and percentage increase in the number of test patterns

based on the data in Table  A.1 . From Tables  A.1 ,  A.3 and  A.2 , it can be seen that with

a small change, a large number of output cones can be affected. However, by utilizing

the structural similarity between the circuits, the test generation time can be considerably

reduced. The algorithm proposed in this paper focuses on determining the testability of a

circuit given a test set for another structurally identical circuit and does not optimize the

pattern inflation. There is an average of 14% increase in the number of test patterns in

circuit2 compared to circuit1. This can be mitigated by rerunning test pattern generation

after the design converges or occasionally when the number of patterns increases significantly.
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A.2 Cumulative changes

For the second experiment, ten different versions for each circuit are created. The mod-

ifications are carried forward to the next versions, i.e., the first version has one change, the

second version has one change on top of the first version, and so on. The signature and

pattern file read for the analysis in circuit 2 comes from the previous version.

Table  A.4 is tabulated in the same way as Table  A.1 . Here, the results for the cumulative

changes in the modified circuit are shown. Table  A.5 shows the summary of runtime gain

and percentage increase in number of test patterns in similar way it is reported in Table

 A.3 . From Table  A.4 , it can be seen that on average there is a 11x gain in runtime when

the changes in the circuit is cumulative. There is an average of 58% increase in number of

test patterns compared to the baseline circuit. This, again, can be mitigated by running test

pattern generation from the beginning.
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From Tables V and VI, it can be seen that there is an average of 11-fold gain in runtime to

achieve the same fault coverage in circuit2 compared to circuit1. The results from cumulative

changes remain consistent with the observations drawn from Tables  A.1 ,  A.3 and  A.2 . The

time taken for incremental ATPG and total test generation process depends on the number

of cones affected by the change introduced in the previous versions of a given circuit. For

cumulative changes, the pattern file of the previous version is considered as T1 which gets

transformed to T2. This results in accumulation of test patterns during TABLE  A.4 :

Table A.5. Results of Runtime Gain and Test Pattern Increase for Table  A.4 

Runtime Test
Patterns

Gain % increase
1 11.84 68.72
2 8.08 22.96
3 11.88 32.81
4 6.41 46.77
5 11.84 62.48

Runtime Test
Patterns

Gain % increase
6 8.75 54.89
7 11.98 51.72
8 16.13 81.72
9 25.23 150.30
10 6.97 64.34
11 8.01 10.41
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