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ABSTRACT

In this thesis, we present novel computational methods and frameworks to address the

challenges associated with the determination of free energy profiles for condensed-phase

chemical reactions using combined quantum mechanical and molecular mechanical (QM/MM)

approaches. We focus on overcoming issues related to force matching, molecular polarizabil-

ity, and convergence of free energy profiles. First, we introduce a method called Reaction

Path-Force Matching in Collective Variables (RP-FM-CV) that efficiently carries out ab

initio QM/MM free energy simulations through mean force fitting. This method provides

accurate and robust simulations of solution-phase chemical reactions by significantly re-

ducing deviations on the collective variables forces, thereby bringing simulated free energy

profiles closer to experimental and benchmark AI/MM results. Second, we explore the role

of pairwise repulsive correcting potentials in generating converged free energy profiles for

chemical reactions using QM/MM simulations. We develop a free energy correcting model

that sheds light on the behavior of repulsive pairwise potentials with large force deviations

in collective variables. Our findings contribute to a deeper understanding of force matching

models, paving the way for more accurate predictions of free energy profiles in chemical

reactions. Next, we address the underpolarization problem in semiempirical (SE) molec-

ular orbital methods by introducing a hybrid framework called doubly polarized QM/MM

(dp-QM/MM). This framework improves the response property of SE/MM methods through

high-level molecular polarizability fitting using machine learning (ML)-derived corrective po-

larizabilities, referred to as chaperone polarizabilities. We demonstrate the effectiveness of

the dp-QM/MM method in simulating the Menshutkin reaction in water, showing that ML

chaperones significantly reduce the error in solute molecular polarizability, bringing simu-

lated free energy profiles closer to experimental results. In summary, this thesis presents a

series of novel methods and frameworks that improve the accuracy and reliability of free en-

ergy profile estimations in condensed-phase chemical reactions using QM/MM simulations.

By addressing the challenges of force matching, molecular polarizability, and convergence,

these advancements have the potential to impact various fields, including computational

chemistry, materials science, and drug design.
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1. INTRODUCTION

The field of computational chemistry has grown rapidly in recent years, allowing scientists

to use powerful computational tools such as combined quantum mechanical and molecular

mechanical (QM/MM) simulations to study complex chemical systems. These simulations

combine QM calculations, which accurately describe the electronic structures of molecules,

with MM calculations, which describe the motion of atoms and molecules using classical

potentials. In this approach, the QM and MM regions are chosen based on their chemical

reactivity. The QM region includes the molecules and molecular fragments that are chemi-

cally active, whereas the MM region includes the rest of the system [  1 ]. This combination

allows for the prediction of the behavior of condensed-phase chemical processes, and has

been used to study a wide range of systems, including reactions in solution and in enzymes

[ 2 ]. Despite many successes, QM/MM simulations have their own limitations. One of the

main limitations is their cost for accurately simulating chemical reactions in dynamic envi-

ronments, for which entropic contributions to free energy can be important [  3 ]. Such systems

are ubiquitous in many areas of chemistry, including biochemistry, organic chemistry, and

materials science [ 4 ]. Quantitatively reliable free energy simulation of these highly dynamical

chemical processes requires adequate configurational sampling involving a large number of

potential energy and force calculations, which can be computationally very demanding [ 5 ]–

[ 8 ]. Another limitation of QM/MM simulations is their accuracy in describing the interac-

tions between the QM and MM subsystems. These interactions can be complex and difficult

to model accurately, which can lead to errors in the predictions made by the simulation [  9 ].

This PhD thesis, titled “QM/MM Applications and Corrections for Chemical Reactions”,

focuses on the development of QM/MM methods and their application to chemical reac-

tions. The research presented in this thesis aims to address these limitations by developing

new methods for QM/MM free energy simulations to improve their accuracy and efficiency.

The thesis also presents a range of studies that demonstrate the applicability of these new

methods to a variety of chemical systems. Through this research, the thesis is expected to

contribute to the ongoing developments of QM/MM simulations and to promote their use

in the study of chemical reactions in complex and dynamic environments.
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Hydrolysis of adenosine triphosphate (ATP) is a fundamental biochemical process that

provides energy for numerous cellular functions [  10 ]. This research is motivated to develop

computational methods for better understanding of ATP hydrolysis in the ATP-binding cas-

sette (ABC) transporter Hemolysin B (HlyB), a crucial biological component in bacteria

responsible for toxin secretion [  11 ]. Understanding the common mechanisms in the ABC

protein family is also of great importance due to their connections to diseases and medical

conditions such as cystic fibrosis and multidrug resistance [  12 ]. In HlyB, ATP hydrolysis

is catalyzed by its nucleotide binding domains (NBD) located in the cytosolic portion of

the protein. ATP molecules bind to the NBDs, undergo hydrolysis, and power the translo-

cation of bacterial toxins out of the cell [  11 ]. Understanding the free energy requirement

for ATP hydrolysis in HlyB would provide crucial insights into the reaction mechanism,

enzyme catalysis, and potential biochemical designs to target this process. To accurately

model enzymatic ATP hydrolysis, QM calculations are required for a detailed description of

the electronic structures of the reaction center. However, QM calculations can be compu-

tationally expensive, especially for large systems such as the solvated HlyB system [ 11 ]. To

overcome this challenge, a QM/MM approach [ 1 ], [  13 ]–[ 16 ] is employed, localizing the QM

calculations to a reactive region while treating the rest of the system using classical mechan-

ics [ 11 ]. To determine the free energy pathway and free energy profile of ATP hydrolysis,

enhanced sampling techniques are utilized in molecular dynamics (MD) simulations [  17 ]–[ 21 ].

In this study, the string method in collective variables [  22 ] combined with the semiempirical

QM/MM method is used to achieve efficient free energy pathway simulations [ 23 ]. This ap-

proach allows for modeling of large enzyme systems and helps obtain statistically reliable free

energy profiles. Despite the advantages of the QM/MM approach, configurational sampling

of the reactive subsystem at highly accurate ab initio QM levels remains computationally

challenging. To address this issue, faster, lower-cost semiempirical QM methods such as

AM1 [  24 ] or PM3 [  25 ] are often employed. However, these methods can be less reliable due

to intrinsic deficiencies [ 26 ], [ 27 ]. This research aims to develop innovative computational

approaches that strike a balance between accuracy and efficiency [ 28 ], with the ultimate goal

of obtaining reliable free energy computations to provide mechanistic insights for complex

chemical and biochemical systems.
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The focus of this thesis is on developing a dual-level strategy that corrects semiempirical

QM/MM methods to achieve the accuracy of ab initio QM/MM methods. This dual-level

correction strategy is inspired by the ideas of the QM/MM approach, which also combines the

accuracy of QM methods and the efficiency of MM methods [  1 ]. In particular, we examine

two types of dual-level corrections: a mean force correction on collective variables [ 26 ] and

a polarizability correction on quantum mechanical atoms [  27 ]. The mean force correction

considers the effect of solvent on the reaction coordinate, while the polarizability correction

factors in the solute polarization by the solvent and its impact on the electronic structure of

the system. Our work in this direction has led to the developments of two new computational

approaches: reaction path force matching in collective variables [  26 ] and doubly polarized

QM/MM [  27 ]. The hypothesis of this thesis is that these dual-level correction methods

will enable accurate chemical simulations to provide key insights into the energetics and

mechanisms of chemical reactions. The new methods are expected to overcome some of

the major limitations of semiempirical QM/MM methods and provide a more accurate and

efficient way to simulate chemical reactions in condensed phases. The results of this research

will also offer a great potential to answer many long-standing chemical questions and could

be used to design new drugs, catalysts, and materials. The methods developed here will

further expand the toolbox of QM/MM simulations [  16 ], [  29 ].

The current state of computer technology, including the availability of faster hardware

and specialized chips, presents a unique opportunity for advancing research in the field of

chemical simulations [  30 ]. These advancements have enabled researchers to perform sim-

ulations with increasing accuracy and efficiency, thereby providing an avenue to address

long-standing questions in chemistry that were previously hindered by computational limi-

tations [  31 ]. The research described in this thesis aims to leverage emerging technology to

gain a deeper understanding of chemical reactions through more accurate predictions. This

research is expected to have far-reaching implications for various fields, including chemistry,

biology, and medicine [  4 ]. The combination of computational chemistry and state-of-the-

art computing technology offers an exciting opportunity to advance our understanding of

complex chemical phenomena with unprecedented simulation accuracy.
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The research methodology used in this thesis involves machine learning [ 32 ]–[ 40 ], genetic

algorithms [  41 ], and coordinate transformation techniques [ 42 ]–[ 44 ] to achieve successful

dual-level corrections that result in cost-effective predictions of free energy profiles for chem-

ical reactions. The string method in collective variables [  22 ] is combined with QM/MM

methods to achieve enhanced sampling for the mapping of free energy surfaces for chemical

reactions. This combination has been shown to be effective in studying chemical reactions

in complex environments [  26 ], [  27 ]. Dual-level corrections are applied to these surfaces to

further improve the accuracy of the predictions. The results of the research are analyzed

using statistical methods and are validated against experimental as well as high-level com-

putational benchmarks for a prototype chemical reaction known as the Menshutkin reaction

[ 45 ]. The Menshutkin reaction is a well-established reaction that has been widely used as a

model system for studying chemical reactions in various environments [ 46 ]–[ 54 ].

The research outlined above will be organized into six chapters in this thesis: Introduction

(Chapter  1 ), Reaction Path–Force Matching in Collective Variables: Determining Ab Initio

QM/MM Free Energy Profiles by Fitting Mean Force (Chapter  2 ), Accurate Free Energy

Profiles in Chemical Reactions: A QM/MM Study of the Role of Pairwise Repulsive Cor-

recting Potentials in Force Matching (Chapter  3 ), Doubly Polarized QM/MM with Machine

Learning Chaperone Polarizability (Chapter  4 ), Reaction Path–Force Matching in Collective

Variables and Doubly Polarized QM/MM with Machine Learning Chaperone Polarizability

(Chapter  5 ), and Concluding Remarks (Chapter  6 ). Chapters  2 and  4 will discuss state-

of-the-art methods used to study chemical reactions in dynamic environments. Chapter  3 

will provide a detailed analysis of force matching methods and Chapter  5 will combine the

approaches together to achieve a holistic QM/MM dual-level correction method.
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2. REACTION PATH–FORCE MATCHING IN COLLECTIVE

VARIABLES: DETERMINING AB INITIO QM/MM FREE

ENERGY PROFILES BY FITTING MEAN FORCE

First–principles determination of free energy profiles for condensed–phase chemical reac-

tions is hampered by the daunting costs associated with configurational sampling on ab

initio quantum mechanical/molecular mechanical (AI/MM) potential energy surfaces. Here,

we report a new method that enables efficient AI/MM free energy simulations through mean

force fitting. In this method, a free energy path in collective variables (CVs) is first de-

termined on an efficient reactive aiding potential. Based on the configurations sampled

along the free energy path, correcting forces to reproduce the AI/MM forces on the CVs

are determined through force matching. The AI/MM free energy profile is then predicted

from simulations on the aiding potential in conjunction with the correcting forces. Such

cycles of correction–prediction are repeated until convergence is established. As the instan-

taneous forces on the CVs sampled in equilibrium ensembles along the free energy path are

fitted, this procedure faithfully restores the target free energy profile by reproducing the

free energy mean forces. Due to its close connection with the reaction path–force matching

(RP–FM) framework recently introduced by us, we designate the new method as RP–FM

in collective variables (RP–FM–CV). We demonstrate the effectiveness of this method on a

type–II solution–phase SN2 reaction, NH3 + CH3Cl (the Menshutkin reaction), simulated

with an explicit water solvent. To obtain the AI/MM free energy profiles, we employed the

semiempirical AM1/MM Hamiltonian as the base level for determining the string minimum

free energy pathway, along which the free energy mean forces are fitted to various target

AI/MM levels using the Hartree–Fock (HF) theory, density functional theory (DFT), and

the second–order Møller–Plesset perturbation (MP2) theory as the AI method. The forces

on the bond–breaking and bond–forming CVs at both the base and target levels are obtained

by force transformation from Cartesian to redundant internal coordinates under the Wilson

B–matrix formalism, where the linearized FM is facilitated by the use of spline functions.

For the Menshutkin reaction tested, our FM treatment greatly reduces the deviations on

the CV forces, originally in the range of 12–33 to ∼2 kcal/mol/Å2. Comparisons with the
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experimental and benchmark AI/MM results, tests of the new method under a variety of

simulation protocols, and analyses of the solute–solvent radial distribution functions suggest

that RP–FM–CV can be used as an efficient, accurate, and robust method for simulating

solution–phase chemical reactions.

2.1 Introduction

The holy grail of simulating condensed–phase chemical/biochemical reactions is to obtain

reliable free energy profiles through sampling highly accurate potential energy surfaces (PES)

described by first–principles quantum mechanical (QM) methods such as ab initio molecular

orbital [ 55 ] (AI–MO) and density functional theory [  56 ], [  57 ] (DFT) methods, which are

collectively referred to as the AI methods here for convenience. Even with the aid of the

combined quantum mechanical and molecular mechanical (QM/MM) [  1 ], [ 13 ]–[ 16 ] technique,

such simulations will likely remain impractical in the near future because of the daunting

computational demands associated with free energy sampling on the already costly AI/MM

PESs [  8 ]. Alternatively, semiempirical (SE) MO [  23 ] methods are often used in QM/MM for

more efficient PES calculations; although they make adequate free energy sampling more af-

fordable, their accuracy and reliability may not always be guaranteed. How to systematically

improve an SE/MM method to reach AI/MM–level quality is a long–standing challenge in

the fields of computational chemistry and computational enzymology [  3 ]. Recently, we intro-

duced a new computational framework called reaction path–force matching [  28 ] (RP–FM)

to address this challenge. The central idea of RP–FM is to bridge the SE/MM and AI/MM

levels in the context of QM/MM free energy simulations through force [ 28 ], which encodes

all dynamical information of the system, by making use of the force matching (FM) tech-

nique [  58 ]–[ 66 ]. The second key element in RP–FM is that we conduct FM along free energy

reaction pathways [  11 ], [  22 ], [  67 ], which is a natural choice for reactive FM. Because FM

is performed between two electronic–structure–based QM/MM potentials, RP–FM enables

cost–effective fitting of highly accurate reactive potentials for studying chemical reactions.

As the molecular configurations for FM and for determining free energy profiles are always

sampled at an efficient SE/MM level, direct sampling of the expensive AI/MM surface is
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avoided. The RP–FM method therefore offers a promising tool for accurate and efficient free

energy simulations of condensed–phase reactions.

In our recently published work [ 28 ], we demonstrated the idea of RP–FM in the frame-

work of optimizing specific reaction parameters (SRPs) for SE methods. Based on a set

of condensed–phase configurations sampled along the free energy reaction pathway using

SE/MM simulations, the selected SE–SRPs are adjusted until atomic forces match with

those from the high–level AI/MM calculations. Then, the free energy pathway and the

corresponding free energy profile are updated with the FM–optimized SE–SRP/MM simula-

tions. Because of the self–consistent nature of the problem, RP–FM is conducted iteratively

until the free energy results converge.

Although conceptually elegant, the RP–FM method can be difficult to apply to complex

systems due to the nonlinear optimization involved when parametrizing a QM potential. In

the framework of FM optimization of SE–SRPs, the forces from the SE QM calculations are

not linearly dependent on the electronic–structure parameters to be adjusted, which makes

the situation quite different from using FM to fit MM force–field parameters. One way to

enable nonlinear FM, as we demonstrated previously, is to fit forces using nonlinear opti-

mization algorithms such as the genetic algorithm (GA) [ 28 ]. For simple reactions such as a

proton–transfer reaction in the gas phase and in solution, the GA–based nonlinear FM strat-

egy works reasonably well. For example, for the RP–FM simulations of the proton–transfer

reaction between ammonia and ammonium in the gas phase, the force deviation between

PM3 and Hartree–Fock (HF) is reduced remarkably from an average of 12 kcal/mol/Å2 per

force component to less than 1 kcal/mol/Å2, which brings the PM3 barrier height to agree

with the HF/3–21G benchmark results after a change of 10 kcal/mol [  28 ]. For RP–FM of the

same reaction in solution, although we observed a similar convergence of the PM3–SRP/MM

free energy profile toward its AI/MM benchmark, the solution–phase FM, based on explicit

QM/MM configurations, seems to be more challenging for a GA optimizer to handle; the

average force deviation plateaus at 3.5 kcal/mol/Å2, a value significantly higher than seen

in the gas–phase FM.

When size and complexity of the reactive system increase, nonlinear SE–SRP optimiza-

tion can become a practical bottleneck in Cartesian–based FM. With large numerical errors
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in force fitting, RP–FM may be insufficient on its own but can be complemented by the

weighted thermodynamics perturbation (wTP) approach [  68 ]; the powerful combination of

the two outperforms the use of either method individually in reproducing the AI/MM free

energy profiles [ 69 ]. Without the help of free energy perturbation, the problem of nonlin-

ear FM, however, can be alleviated by parametrizing a classical energy component in (or

on top of) the SE potential; when forces from such a classical energy term display a linear

dependence on its parameters, the associated FM morphs into a classical one. One example

of this type of approach is the FM–optimized density functional–tight binding (FM–DFTB)

method developed by Goldman and co–workers [ 70 ], [  71 ], who used FM to optimize the

pairwise repulsive potential terms in DFTB to account for the force differences between

DFTB and the target AI level. Another exciting direction is to introduce machine learning

(ML)–optimized corrections on energy [ 72 ], [  73 ], forces [  34 ], or both [ 32 ], [  33 ], [  74 ] for SE

methods. Although FM serves as an important component in these developments either for

optimizing potentials [  28 ], [ 32 ], [ 33 ], [ 70 ], [ 71 ], [ 74 ] or for reproducing high–level molecular

dynamics (MD) trajectories on selected internal degrees of freedom, [  34 ] a direct link be-

tween FM and determining the target–level free energy profiles is lacking. To overcome this

hurdle, it is highly desirable to build a rigorous connection between FM and free energy,

ideally through a linearized force–only–based framework.

In the process of forging this missing link and establishing the conceptual framework we

desired, we noticed that collective variables (CVs) and the associated forces play important

roles in free energy simulations such as the minimum free energy path (MFEP) simulations

using the string method [ 11 ], [ 22 ], [ 67 ]. In the context of RP–FM, we found that instead

of fitting all the atomic forces, matching the AI/MM target forces on the CVs offers a

theoretically elegant way to reproduce the AI/MM free energy profiles. Following a similar

line of reasoning by Voth and co–workers, who pointed out that mapping all–atom potentials

to coarse–grained potentials by FM rigorously reproduces the many–body potential of mean

force (PMF) [  75 ], we show here that fitting the CV forces along the MFEP reproduces

the free energy mean force at the target level, the integration of which directly leads to

the high–level PMF coarse–grained to the consistent CV degrees of freedom. Under this

strategy, because usually only a few selected CVs are subject to FM, the high–dimensional
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nonlinear optimization problem in a complex parameter space will be reduced to a much lower

dimension. In this paper, we report our development in this direction, which results in a new

method we designate as reaction path–force matching in collective variables (RP–FM–CV).

As we will demonstrate below, formulation of RP–FM in the CV space leads to a smooth

connection between the target–level free energy profiles and mean force fitting. Because

we directly operate on force, no explicit modifications of the potential energy function are

needed in RP–FM–CV.

The rest of the chapter is organized as follows. The related theory is presented in Section

 2.2 . The benchmark system for testing the method is described and reviewed in Section

 2.3 . Section  2.4 provides the computational details. Results and discussion are given in

Section  2.5 . The relations of this work to others and its future are discussed in Section  2.6 .

Concluding remarks are presented in Section  2.7 .

2.2 Theory

2.2.1 RP–FM Is Equivalent to Fitting Free Energy Mean Force

Although serving as a convenient vehicle for optimizing SE–SRP/MM potentials [ 28 ],

RP–FM, from a free energy perspective, is equivalent to fitting the many–body PMF at

the target AI/MM level. Such a free–energy–based understanding of the method can be

shown by starting from the familiar expression of mean force 〈F〉 of free energy on a reaction

coordinate (RC) ξ, represented by a set of n collective variables, i.e., ξ = (ξ1, . . . , ξn)

(2.1)

where xi denotes the ith Cartesian coordinate out of N degrees of freedom, pi is the conju-

gate momentum, H is the Hamiltonian, kB is the Boltzmann constant, T is the temperature,

and δ is the Dirac delta function; F represents the instantaneous force on the reaction coor-
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dinate and can be obtained from transformation of the Cartesian atomic force f(x1, . . . , xN).

Cast into the context of RP–FM, eq (  2.1 ) indicates that matching the SE/MM atomic forces

to the corresponding AI/MM atomic forces, both in Cartesian coordinates, would indirectly

reproduce the free energy mean force 〈F〉 at the target AI/MM level.

Here, we demonstrate an alternative idea, where instead of fitting all of the AI/MM

Cartesian atomic forces in eq ( 2.1 , we will conduct FM directly on the reaction coordinate

ξ. Because the instantaneous AI/MM forces along the reaction coordinate are reproduced

over an ensemble of configurations sampled on an efficient SE/MM potential, the resulting

treatment is equivalent to directly fitting the free energy mean forces, the integration of

which over the reaction coordinate would faithfully restore the AI/MM free energy profile

(interchangeably referred to as PMF in this work, only for convenience of discussion when

the distinction between them is small [  76 ]).

2.2.2 RP–FM–CV Fits Mean Force on Collective Variables in Internal Coordi-
nates

Free energy profiles for complex chemical/biochemical reactions can be conveniently ob-

tained using the string method [  67 ] through the determination of mean forces on multidi-

mensional collective variables (CVs) along the minimum free energy pathway (MFEP) [ 11 ],

[ 22 ]. Therefore, we choose to formulate FM of the instantaneous forces F in the CV space

using the ansatz in eq ( 2.1 . After the change of variables, we write the free energy mean

force in terms of a set of generalized coordinates (q1,qs).

(2.2)

where q1 ≡ ξ now represents the reaction coordinate expressed in a set of CVs, which

is also used consistently for defining the MFEP, and qs denotes its complementary set for

completing the generalized coordinate system [  77 ], [  78 ]. The instantaneous forces F on the

33



CVs for evaluating the free energy force (also known as the thermodynamics force) can be

further expressed as [  77 ]–[ 79 ]

(2.3)

where J is the Jacobian matrix that transforms the Cartesian to the generalized coordi-

nate system, β is (kBT )
−1, and ∂U(q1,qs)

∂q1
denotes the corresponding mechanical force, which

is evaluated as the partial derivative of the potential energy U with respect to the CVs.

Although the partial derivative form of eq (  2.3 appears to suggest that the calculation of the

instantaneous forces on the CVs depends not only on the definition of the reaction coordinate

q1 but also on the choice of the complementary generalized coordinate qs, the thermody-

namics force 〈F〉 integrated from eq (  2.2 , however, does not depend on the specific choice

of the complementary generalized coordinate. Indeed, Ruiz–Montero et al. pointed out that

as long as one can identify a set of complementary generalized coordinates that makes the

union of qs and q1 an orthogonal set, the explicit dependence of the partial derivative term

on qs can be removed and eq (  2.3 can be conveniently written as [ 78 ]

(2.4)

where ∇ denotes the first derivative operator with respect to the Cartesian coordinates.

Note that for a one–dimensional case that uses a single bond as the CV, the mechanical force

term in eq (  2.4 leads to an expression equivalent to a simple projection of Cartesian forces

along the bond vector.

As den Otter and Briels later pointed out [  79 ], the existence of such orthogonal comple-

mentary generalized coordinate sets may not always be guaranteed, especially when the CVs

are global in nature. We realized that for most QM/MM applications in reaction mechanism

studies, it is usually sufficient to use internal coordinates such as bond distances, bond angles,

and dihedral angles, which are all local variables, to describe the reaction progress. For these

local CVs in internal coordinates, construction of the complementary generalized coordinates

34



that are orthogonal to the selected CVs is attainable: one can use the Cartesian coordinates

of the atoms that are not involved in the CVs; these non–CV Cartesian coordinates by defini-

tion are orthogonal to the internal coordinates in the CVs. For a solute–solvent system, such

a treatment readily justifies the omission of solvent coordinates from qs when evaluating the

force on q1, if the reaction coordinate only involves the solute atoms. For the solutes, since

the CVs can couple to other solute degrees of freedom through shared atoms and chemical

bonds, qs needs to be constructed explicitly with its various choices tested systematically for

convergence. Our demonstration of the RP–FM–CV method in this paper will focus on the

CVs (as well as the complementary generalized coordinate) that are defined by local internal

coordinates. With this clarification of the coordinate system, now we identify eq ( 2.3 as the

key equation for conducting FM in CVs.

In the context of FM in QM/MM, the Jacobian force term J in eq (  2.3 , which arises from

coordinate transformation (zero for a rectilinear transformation but nonzero for a curvilinear

transformation), is purely geometrical, regardless of whether an SE/MM or AI/MM method

is used for the potential energy calculations; therefore, J does not contribute to the force

differences between the two QM/MM levels involved in FM. By contrast, the − ∂U
∂q1

term

on the right-hand side of eq ( 2.3 , which gives the mechanical forces on the CV internal

coordinates, is PES dependent and will be subject to force matching.

At this point, we reiterate the rationale of conducting RP-FM in CVs, i.e., if one repro-

duces the potential-energy-dependent part of the instantaneous internal forces on the CVs in

eq ( 2.3 at the AI/MM level, the ensemble-averaged free energy mean forces in eq ( 2.2 would

be reproduced at the target level. Integration of the resulting AI/MM-quality mean force

along the string MFEP expressed in the same set of CVs would faithfully restore the target

free energy profile. Next, we present the practical procedure of obtaining the internal forces

on the CVs.

2.2.3 Determining Forces on CVs Using Redundant Internal Coordinate Trans-
formation

The internal forces on the CVs can be conveniently obtained through force transfor-

mation from Cartesian to internal coordinates using the Wilson B–matrix formalism [  80 ].
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Because the number of possible internal coordinates that can be constructed for a poly-

atomic molecule quickly exceeds the degrees of freedom in the system, we choose to use

redundant internal coordinates. To remove the linear dependency in the redundant inter-

nal coordinate set and transform the Cartesian forces to the internal forces on the CVs,

we adopted a procedure developed by Pulay and co–workers [ 43 ], where the redundancy of

the coordinate system is identified and removed when forming the generalized inverse of the

G–matrix (see Appendix B for details). Note that both the nonredundant and redundant

forms of Cartesian–to–internal coordinate transformation have been widely used in geometry

optimization [  43 ], [ 44 ] and in generalized vibrational analysis along the reaction path [ 81 ],

[ 82 ].

Unlike classical FM based on pairwise classical potentials, where force matching can be

conveniently cast into a linearized least–square problem, our previous implementation of RP–

FM between two QM/MM potentials employed a genetic algorithm to handle the nonlinear

optimization of SE–SRPs for fitting atomic forces in Cartesian coordinates. To circumvent

the need for nonlinear optimization in RP–FM–CV, we introduce a set of empirical force

correction terms to directly fit the target forces on the CVs, which is described below.

Alternatively, we have also formulated the RP–FM–CV method in a machine learning (ML)

framework, which will be reported in a companion paper.

2.2.4 Linearized Force Matching in RP–FM–CV Using Spline Functions

After the internal forces on the CVs are obtained at both the base (SE/MM) and target

(AI/MM) levels for configurations sampled along the free energy pathway, we conduct FM

through a force correction term for each CV to minimize the force differences between the

two levels. Specifically, we fit the internal force corrections using a set of grid–based cubic

spline functions (see Appendix A of  2.8 for implementation details), which is a numerical

treatment originally introduced by Voth and co–workers [ 59 ] for FM optimization of classical

force fields. As shown by the original developers [  59 ], FM under this framework can be cast

into solving an overdetermined linear equation system. With this linearization treatment,

our FM between the SE/MM and AI/MM levels on each CV is converted to a least–square
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problem and then solved by QR decomposition [ 83 ] or singular value decomposition (SVD)

[ 83 ], in a way similar to FM optimization of classical force fields [  59 ].

2.2.5 Force Modification for Iterative RP–FM–CV

To obtain the updated free energy results through MD sampling, the spline–based cor-

recting forces on the CVs resulting from FM are incorporated in the SE/MM forces by

distributing the internal force correction on each CV to the associated Cartesian atomic

force components using the chain rule. Note that the same Cartesian force modifications

can also be obtained using the backward transformation of eq A22 in Appendix B of  2.8 ,

which transforms the force corrections on the CVs from the redundant internal coordinates

back to Cartesian coordinates [ 84 ]. The two procedures are equivalent, where the chain–rule

procedure is used in the implementation for simplicity.

After incorporating the FM corrections, the modified SE/MM atomic forces are used to

propagate the SE/MM MD trajectories for free energy sampling, with which the updated

free energy pathways and free energy profiles are determined. The cycle of free energy

path sampling and FM is repeated iteratively until convergence is established. A schematic

representation of the RP–FM–CV procedure is shown in Figure  2.1 .

Figure 2.1. A schematic representation of the RP–FM–CV method.
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2.3 Critical Test: Menshutkin Reaction NH3 + CH3Cl

To demonstrate its effectiveness, we applied the RP–FM–CV method to a type–II SN2

reaction between ammonia and methyl chloride (NH3 + CH3Cl → NH3CH+
3 + Cl−) in an

aqueous solution (Figure  2.2 ).

Figure 2.2. Menshutkin reaction between ammonia and methyl chloride (NH3

+ CH3Cl → NH3CH+
3 + Cl−).

Following the literature convention, we refer to this reaction as the Menshutkin [  45 ]

reaction. Understanding kinetics and thermodynamics for the Menshutkin reaction through

free energy simulation is challenging in that it requires quantitatively accurate descriptions of

both the PES for the solute and the change in solvation effects when the solute system evolves

from the charge–neutral reactant state to the charge–separated transition and product states;

for a statistically reliable free energy description of this reaction, both these components need

to be properly sampled over explicit solute/solvent configurations. Due to its fundamental

importance, the Menshutkin reaction has been used as a workhorse for developing a host of

computational methods for accurate and efficient treatments of PES and solvation over the

past three decades [  33 ], [  34 ], [  46 ]–[ 50 ], [  53 ], [  54 ], [  69 ], [  85 ]–[ 95 ].

Combined QM/MM methods offer a powerful tool for studying solution–phase chemical

reactions and solvation effects due to solvent polarization [ 96 ]. The early QM/MM studies of

the Menshutkin reaction were pioneered by Gao and co–workers [  49 ], [  85 ], [  97 ]. The solution–

phase free energy profiles in their work were obtained either by Monte–Carlo–based free

energy of hydration calculations using an AI–level gas–phase minimum energy path under

a static solvation assumption [ 49 ] or by PMF simulations using two–dimensional umbrella

sampling at the semiempirical AM1/TIP3P level [ 85 ], where the latter allows polarization
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of the solute to be treated at a consistent electronic–structure level through the QM/MM

interaction Hamiltonian.

Although Gao’s QM/MM approach provided detailed molecular–level information, the

high costs of sampling a large number of explicit solute/solvent configurations motivated

the studies of the Menshutkin reaction by AI calculations at various MO and DFT levels

coupled with implicit solvation treatments. These include the multipolar expansion model

by Dillet et al. [ 86 ] at the HF level, the polarizable continuum model (PCM) calculations

at the MP2/3–21G level by Fradera [ 48 ] and at the complete active space self–consistent

field (CASSCF) level by Amovilli [ 47 ], and the generalized conductor–like screening model

(GCOSMO) at the DFT and MP2 levels by Truong [  53 ]. In particular, Truong et al. showed

that by mixing a significant amount of HF exchange in hybrid DFT, the BH&HLYP method

agrees well with the MP4 benchmark and experiments for the Menshutkin reaction in terms

of its reaction energy and barrier height, both in the gas phase and in solution [ 53 ].

To strike a balance between the efficiency of using an implicit solvent and the microscop-

ic/dynamic level of accuracy using an explicit solvent, several intermediate methods that

bridge the continuum and QM/MM approaches have been developed. For example, Kato

and co–workers [  51 ], [ 87 ] explored the Menshutkin reaction using the reference interaction site

model self–consistent field (RISM–SCF) method, which combines the RISM integral equa-

tion for solvent with the solute electronic structures for description of local solute–solvent

interactions [ 98 ], [  99 ]. Employing the free energy gradient (FEG) strategy of Okuyama–

Yoshida et al. [ 100 ], Hirao et al. [  50 ] optimized the solution–phase transition–state (TS)

geometry for the Menshutkin reaction on a multidimensional free energy surface implicit of

solvent coordinates based on the solute FEG derived from explicit QM/MM simulations. To

reduce the computational costs of determining FEG explicitly from sampling the QM/MM

potential energy surface, Galván et al. [  90 ] developed a mean–field approach called the av-

eraged solvent electrostatic potential QM/MM (ASEP–QM/MM), where they used a fixed

solute geometry and charge distribution while sampling the solvent configurations to obtain

the ASEP for subsequent implicit polarization of the solute at the quantum mechanical level;

with this approach, the free energy of activation and free energy TS properties were charac-

terized at the BH&HLYP/aug–cc–pVDZ level [  90 ]. A related but different strategy was also
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employed by Gordon and co–workers [ 54 ], who studied the Menshutkin reaction in the effec-

tive fragment potential (EFP) framework; in their approach, the electronic structure of the

solute molecule is determined under the polarization of EFP generated from the explicitly

represented surrounding solvent clusters [  101 ].

As the mean–field QM/MM treatment helps eliminate the costs for explicit AI/MM MD

simulations, the related approaches enable free energy to be computed with high–level AI

methods. For example, Nakano et al. reported the free energy profiles for the Menshutkin

reaction at the MP2/6–31+G(d,p)/MM level using their own mean–field QM/MM approach

[ 102 ], which is similar in spirit to the QM/MM MFEP method developed earlier by Yang

and co–workers [ 103 ]–[ 105 ], although the latter has not been applied to the Menshutkin

reaction. To assess the performance of their mean–field method, Nakano et al. also obtained

a benchmark QM/MM PMF at the MP2/6–31+G(d,p)/MM level using umbrella sampling

[ 102 ]. One notable inconvenience in these mean–field QM/MM treatments (as well as in

the implicit solvation calculations) is that, as the MFEP is optimized in terms of the QM

solute coordinates, the dynamic sampling of the QM atoms is lacking; therefore, the missing

vibrational entropy of the solute has to be estimated and added separately (e.g., using

a harmonic approximation [  104 ]). Unfortunately, for the Menshutkin reaction, these solute

entropy corrections to the free energy profile seem to be substantial (ca., 7 and 9–13 kcal/mol

[ 53 ], [  90 ], [  92 ] for the reaction free energy and free energy barrier, respectively), which makes

a direct comparison between the mean–field QM/MM simulation results and experiments

less straightforward.

The Menshutkin reaction has recently been revisited using explicit QM/MM simulations.

On the one hand, alternative SE and solvent models have been tested. For example, Acevedo

and Jorgensen [  91 ] combined the semiempirical PDDG/PM3 method with the TIP4P water

model and computed the free energy profiles for the Menshutkin reaction through Monte–

Carlo–based free energy perturbation calculations. A similar approach has been employed

by Vilseck et al. [ 94 ] to obtain the QM/MM free energy profiles for the same reaction based

on the semiempirical RM1 method, where the more sophisticated CM1/3 charge model is

used for treating QM/MM electrostatic interactions with the solvent. On the other hand,

because of the inaccuracy in SE/MM methods and the daunting costs of AI/MM free en-
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ergy simulations, a number of multiscale QM/MM methods utilizing AI information have

been developed, aiming at simulating the Menshutkin reaction in a highly accurate but

also affordable manner. For example, Tunon and co–workers [  88 ], [  89 ], [  106 ] developed a

dual–level QM/MM strategy, where a PES correction term is first obtained for an SE(/MM)

method to fit the AI(/MM) energy results and then used in the subsequent PMF simula-

tions. Technically, the energy correction needed for the two levels to match is treated as a

spline interpolation function either along a one–dimensional reaction coordinate [ 88 ] or on

a two–dimensional surface [  106 ]. Depending on whether an unperturbed gas–phase Hamil-

tonian or an electrostatically perturbed QM/MM Hamiltonian is used, they developed two

interpolated correction schemes, referred to as unperturbed interpolated correction (UIC)

and perturbed interpolated correction (PIC), both applied to the Menshutkin reaction with

AM1 being corrected to MP2 [  88 ].

Most recently, the Menshutkin reaction has been revisited using a few newly emerging

multiscale QM/MM techniques, including the machine learning approaches [ 33 ], [  34 ], the

force–matching–aided weighted thermodynamics perturbation (FM + wTP) method [  69 ],

and the RP–FM–CV method we present here. Despite the common theme that they all aim at

reproducing the highly accurate AI/MM free energy profiles at a reduced cost, the ways these

methods utilize the high–level information are considerably different. Therefore, assessing

the RP–FM–CV method on the Menshutkin reaction would make it possible to cross–validate

the related approaches against one another for consistent first–principles AI/MM free energy

simulations.

2.4 Computational Details

This section contains the detailed descriptions of the RP–FM–CV free energy simula-

tions outlined above. The general features of the simulations, including the solute/solvent

models, computation of the potential energies, definition of the collective variables, bound-

ary conditions, and electrostatic treatment, are described in Sections  2.4 .1–4.4. The specific

details associated with the restraints used in the simulations are given in Section  2.4 .5. Ad-
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ditional details for the string MFEP simulations and FM in redundant internal coordinates

are provided in Sections  2.4 .6 and 4.7.

2.4.1 Description of the Solute Model

The topologies for the solute molecules NH3 and CH3Cl were built based on similar

residues available in the standard CHARMM topology files. Specifically, the atom types NH3,

HC, CT3, HA, and CLA are used for the nitrogen, hydrogens in NH3, carbon, hydrogens in

CH3, and chlorine, respectively. With these atom types specified, the van der Waals (vdW)

parameters were assigned based on the standard CHARMM22 force field [  107 ] during the

initial setup of the system. In the actual simulations, the values of these parameters, required

for computing the nonbonded QM/MM interactions between the solute and solvent atoms,

were replaced by their pair–specific version tailored for the Menshutkin reaction (see below).

2.4.2 Potential Energy Calculations

For the SE/MM simulations of the Menshutkin reaction in water, the solute molecules

consisting of NH3 and CH3Cl are treated by the SE method AM1 [ 24 ], whereas the sol-

vent molecules are treated by MM using the modified TIP3P model [  108 ]. The MNDO97

package [  109 ] incorporated into the CHARMM program [ 110 ] (version c42a2) was used for

the AM1/MM calculations. The related AI/MM calculations were conducted using the Q–

Chem package [  111 ] (version 4.0.1) interfaced with CHARMM; the specific combinations of

AI methods and basis sets used are discussed in Section  2.5 . For the QM/MM vdW interac-

tions, we adopted the pair–specific vdW parameters previously optimized by Gao et al. for

the Menshutkin reaction [  85 ], which were implemented in our simulations using the NBFIx

facility in CHARMM (see Section SI.1 of  B.1 , Supporting Information).

2.4.3 Definition of Collective Variables

Let N and Cl represent the nitrogen and chlorine atoms in the NH3 and CH3Cl groups,

respectively, and C represents the carbon atom in the transferred methyl group. To describe

the free energy path for the Menshutkin reaction (NH3 + CH3Cl → NH3CH+
3 + Cl−, we use
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the bond–breaking distance (C–Cl) and the bond–forming distance (N–C) as the two CVs

in the string MFEP simulations; the same CVs are also used consistently in FM.

2.4.4 Boundary Conditions and Treatment of Long–Range Electrostatics

In the original and subsequent force–corrected SE/MM simulations, a 40 × 40 × 40

Å3 cubic box of modified TIP3P water molecules is used to solvate the reactive solute sys-

tem [  108 ]. The SHAKE algorithm [ 112 ] is used to constrain the internal geometries of water

during the MD simulations. In all cases, we adopted periodic boundary conditions in the sim-

ulations. In the SE/MM simulations, long–range electrostatics for MM/MM and QM/MM

interactions are treated by the particle mesh Ewald (PME) [ 113 ] and QM/MM–PME [  114 ],

[ 115 ] methods, respectively. In both PME treatments, the parameter that represents the

width of the Gaussian screening charge distributions is set to 0.34 Å-1, and the reciprocal

space summations are performed on a 40 × 40 × 40 FFT grid, with maximally up to five

k–vectors included in each Cartesian direction. For the real–space contribution of QM/MM–

PME electrostatics, a switching function available in CHARMM is applied from 12 to 13 Å

to smoothly attenuate the real–space QM/MM electrostatic interactions at a cutoff of 13 Å.

2.4.5 Restraints and MD Simulations

Colinear–like and C3v geometry is imposed on the solute complex during all QM/MM

MD simulations to reduce the systems distortion and prevent it from visiting irrelevant con-

figurations that may slow down the MFEP convergence. A similar treatment was used by

Truong and co–workers in their implicit solvation calculations [ 53 ], where they showed that

the free energy barriers obtained for the Menshutkin reaction are not impacted significantly

when applying these geometric constraints. Specifically, to impose the C3v symmetry in

CHARMM, we used three relative–distance (RESD) restraints to keep the three Hs in am-

monia at the same distance from the central C. To prevent any potential drift of the solute

toward the edge of the simulation box (commonly observed for small solutes), we also placed

a one–sided quartic spherical repulsive potential at 8 Å away from the box center, using
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the MMFP facility in CHARMM. The QM/MM MD simulations were carried out under

constant–pressure and constant–temperature conditions at 1 atm and 298.15 K.

2.4.6 String MFEP Simulations

For the string MFEP simulations in CVs, we adopted a protocol we recently used for

simulating the QM/MM free energy profiles of adenosine 5–triphosphate (ATP) hydrolysis

in the ATP–binding cassette (ABC) transporter HlyB [  11 ]. Here, we only provide a brief

description of the simulation procedure; the detailed simulation parameters can be found in

our published work [  11 ]. The MFEP, represented by the two bond CVs described in Section

 2.4 .3, is discretized into 25 images of the system, whose initial coordinates were obtained

from a QM/MM potential energy scan along the reaction coordinate. For each iteration

of the string MFEP optimization, the free energy mean force on each CV was estimated

from the CVs fluctuation during 20 ps QM/MM MD simulations in which the CVs are

harmonically anchored at their previous path values using a uniform force constant of 1000

kcal/mol/Å2. For the projection, reparametrization, and evolvement of the MFEP, as well

as the integration of the free energy profiles, see our previous implementation [ 11 ] based on

the original string method developed by Maragliano et al. [  22 ].

2.4.7 Force Matching in Redundant Internal Coordinates

The generalized inverse of the G–matrix is formed by following the procedure outlined

by Pulay and co–workers [ 43 ], where a threshold of 0.02 is used to identify the negligible

eigenvalues that are related to redundancy in the coordinate system (see Appendix B of  2.8 ).

The singular value decomposition (SVD) method, adapted from the Numerical Recipes in

Fortran77 [  83 ], is used as a default solver in the spline–based FM on CVs (see Appendix A of

 2.8 ), where a maximum eigenvalue scaled by 10-6 is employed as a cutoff for removal of linear

dependency when solving the overdetermined system under eq A15 (see Section SI.2 of  B.1 

for a concrete example of casting eq A15 in its matrix form). For each of the bond CVs, the

internal force correction needed for matching the SE/MM and AI/MM forces is fitted into

a spline function with a grid interval of 0.2 Å. The CHARMM code in its c42a2 version was
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modified to incorporate the force correction terms on the selected CVs in internal coordinates

by distributing the internal force corrections to the related Cartesian force components with

the chain rule.

2.5 Results and Discussion

As Gao found in the early 1990s, due to charge separation in the Menshutkin reaction

during its product formation, the presence of a polar solvent generates a tremendous amount

of solvation free energy that stabilizes the products as well as the transition state, thereby

lowering the free energy of activation compared with the gas phase [  49 ]. As a result, although

the reaction is endothermic in the gas phase, it becomes highly exergonic in aqueous solutions.

However, it is known that the semiempirical AM1/MM method is unreliable in simulating

this reaction, which gives a reaction free energy significantly higher than experiment [  85 ];

this is possibly related to the inaccurate description of the chloride anion using a minimal

basis set in the AM1 Hamiltonian.

To obtain the first–principles free energy profiles, we use RP–FM–CV to correct the

AM1/MM forces to their AI/MM target values. Specifically, the AI levels for computing the

target forces include two DFT methods, namely, B3LYP [  116 ]–[ 118 ] and BH&HLYP [  53 ],

[ 117 ], [ 119 ], and the second–order Møller–Plesset perturbation (MP2) [ 120 ], [  121 ] method,

with 6–31+G(d,p) [  122 ] as the default basis set. For brevity, we refer to the RP–FM–CV

simulation methods using this default basis set as AI:SE/MM; for other basis sets or when

multiple basis sets are compared explicitly, the more specific label AI/BasisSet:SE/MM is

used instead for clarity. Force matching in each case was done based on 300 solution–phase

configurations using a set of 28 redundant internal coordinates as a default. Unless stated

otherwise, the results presented in this section are from the simulations using this default

RP–FM–CV protocol. The convergence tests of the free energy results with respect to

the redundant internal coordinate sets, sample sizes, and basis sets can be found in Sections

 2.5 .4–5.6. Due to the rapid convergence of the overall procedure when performing the method

iteratively (see Section  2.5 .8 for details), the results after a single cycle of RP–FM–CV are

reported by default.
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Next, we first present the ability of RP–FM–CV in converging a wide variety of target

AI/MM results, including the free energy profiles, internal forces on the CVs, free energy

pathways, and transition–state locations. Note that due to the daunting costs of obtaining

the AI/MM benchmark free energy profiles simulated under the same sampling requirement,

here we focus on cross–validating the RP–FM–CV method under various AI and FM condi-

tions; a separate validation of the RP–FM–CV method against the directly obtained AI/MM

benchmark results, both using a shorter sampling time, can be found in Section SI.8 of  B.1 .

As an additional validation, the relevant AI/MM free energy results and transition–state

geometries available in the literature are also compiled in Table  2.1 for comparison with our

results.

Table 2.1. Free energy barriers (∆G‡), reaction free energies (∆Gr), and
transition-state geometries (Å) for the Menshutkin reaction between NH3 and
CH3Cl in water.

Method ∆G‡ (kcal/mol) ∆Gr (kcal/mol) N-C (Å) C-Cl (Å) Ref.
MP2(fc)/6-31+G(d,p)/AM1/TIP3P (UIC) 23.8 -31.1 2.24 1.99 [ 88 ]
MP2(fc)/6-31+G(d,p)/AM1/TIP3P (PIC) 19.1 -27.4 2.22 2.01 [  88 ]
MP2/6-31+G(d,p)/MM benchmark 27.6 -16.9 [  102 ]
HF/6-31G(d)/MM benchmark 21.2 -25.9 [ 34 ]
HF/6-31G(d):DFTB/MM ML int. force corr. 20.8 -23.8 [ 34 ]
B3LYP/6-31G(d)/MM benchmark 15.3 ~ -28 [ 69 ]
B3LYP/6-31G(d):PM3/MM FM+wTP 15.7 ~ -28 [ 69 ]

AM1/TIP3P (with QM/MM-cutoff) 29.3 -10.4 2.1 2.1 [  88 ]
AM1/TIP3P (with QM/MM-cutoff) 26.3 -18 1.96 2.09 [  85 ]
AM1/TIP3P (with QM/MM-Ewald; string) 30.9 -10.6 1.97 2.129 this work

HF/6-31G(d):AM1/MM 18.3 -33 2.27 2.248 this work
B3LYP:AM1/MMa 14.7 -27.2 2.213 2.194 this work
BH&HLYP:AM1/MMa 17.8 -28 2.187 2.222 this work
MP2/6-31G(d):AM1/MM 19.1 -28.7 2.171 2.196 this work
MP2:AM1/MMa 21.3 -26 2.17 2.193 this work
MP2/6-311++G(d,p):AM1/MM 22.2 -23.9 2.129 2.209 this work
MP2/6-311++G(2df,2p):AM1/MM 19.6 -24.6 2.145 2.168 this work

B3LYP/6-31G(d)/MM benchmarkb 18.8 -29.4 2.295 2.133 this work

Experiment 23.5 -34 ± 10 [  49 ]
-36 ± 6 [ 94 ]

a RP-FM-CV simulations with the target AI/MM forces evaluated at the default basis set 6-31+G(d,p)
b DFT/MM-cutoff simulations with 30 iterations of string MFEP optimization; 1 ps sampling is used in each iteration
for mean force evaluation (see SI.8).
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2.5.1 Free Energy Profiles

For the present work, the base method we used in the RP–FM–CV simulations is

AM1/MM, which by itself generates large errors in free energy. As shown in Figure  2.3 ,

the AM1/MM simulations predict a free energy barrier of 30.9 kcal/mol for the Menshutkin

reaction, which is 7.4 kcal/mol higher than the experimental value of 23.5 kcal/mol [ 49 ].

Figure 2.3. Free energy profiles along the string MFEPs (with α = 0
being reactant and 1 product) from the AM1/MM (dashed red) and RP–
FM–CV simulations of the Menshutkin reaction in aqueous solution. Results
from the RP–FM–CV AI:AM1/MM simulations were obtained by matching
AM1/MM forces on the CVs to various target AI/MM levels using the default 6
31+G(d,p) basis set: B3LYP:AM1/MM (dotted black), BH&HLYP:AM1/MM
(green with circles), and MP2:AM1/MM (solid blue).
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The reaction free energy for the Menshutkin reaction obtained from our AM1/MM sim-

ulations is –10.6 kcal/mol, which corresponds to an overestimate of 23.4 or 25.4 kcal/mol

compared with the experimental value of –34 ±10 [  49 ] or –36 ±6 kcal/mol [ 94 ], both es-

tablished from the gas–phase thermodynamics and free energy of hydration data. Our free

energy barrier is consistent with the AM1/MM simulations previously performed by Gao and

Xia [  85 ] and by Ruiz–Perna et al. [ 88 ] using electrostatic cutoff, who obtained slightly lower

free energy barriers of 26.3 [  85 ] and 29.3 [ 88 ] kcal/mol, respectively (see also Table  2.1 ). For

the free energy of reaction, our result is also qualitatively comparable to the previous results

of –18.0 [  85 ] and –10.4 kcal/mol [ 88 ].

All three RP–FM–CV–based AI:AM1/MM methods improve the reaction free energy to-

ward the experimental value. While improving the reaction free energy, the two DFT:AM1/MM

methods lower the free energy barriers compared with the AM1/MM method. Specif-

ically, the RP–FM–CV simulations that fit forces to the B3LYP/MM level yield a free

energy barrier height of 14.7 kcal/mol [  116 ]–[ 118 ], and the RP–FM–CV simulations at the

BH&HLYP:AM1/MM level give a free energy barrier of 17.8 kcal/mol [  53 ], [  117 ], [  119 ]. These

results are in line with the literature observation that these DFT methods tend to underes-

timate the barrier height for this system. For example, based on the GCOSMO continuum

solvation calculations, Truong et al. [  53 ] showed that B3LYP underestimates the barrier

height for the Menshutkin reaction, whereas BH&HLYP (with 50% HF exchange) produces

much better results comparable to the data obtained at the highly correlated MP4(STDQ)

level. This trend is successfully reproduced in all of our all–atom explicit–solvent RP–

FM–CV simulations, where the highest–level AI:AM1/MM simulations that match forces

to the MP2/6–31+G(d,p)/MM level strike a good balance between the free energy barrier

and reaction free energy predictions. While improving the reaction free energy to –26.0

kcal/mol, compared with the experimental value of –34 ±10 kcal/mol, our MP2:AM1/MM

simulations maintain a free energy of activation at 21.3 kcal/mol, in close agreement with

the experimental value of 23.5 kcal/mol established by Gao [  49 ] on the basis of the NH3 +

CH3I reaction [  52 ], [  123 ].

Similarly, compared with the literature data shown in Table  2.1 , our MP2:AM1/MM re-

sults are in great agreement with those of Ruiz–Perna et al. [  88 ] using the perturbed interpo-
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lated potential energy correction QM/MM method at a similar dual level of MP2(fc)/6–31+G(d,p)/

AM1/TIP3P (PIC), which yields a free energy barrier and reaction free energy of 19.1 and

–27.4 kcal/mol, respectively.

2.5.2 Force Correlations

The effectiveness of the RP–FM–CV method is also monitored by comparing the internal

forces on the CVs between the base and target levels. Specifically, the internal forces obtained

for the two bond–based CVs are compared between AM1/MM and the AI/MM levels that

use B3LYP/6–31+G(d,p) and MP2/6–31+G(d,p). In Figure  2.4 , we show the internal force

correlations for the levels involved before and after force matching.

In the same figure, the average internal force deviations (∆F) between the base and target

levels are also given for comparison. As we can see from Figure  2.4 , based on the average of

300 configurations, the internal forces on the CVs computed at the original AM1/MM level

differ from their AI/MM targets by 12–32 kcal/mol/Å2, depending on the bonds and the

target levels [vs B3LYP/6–31+G(d,p)/MM: 16.5 (N–C) and 32.2 (C–Cl) kcal/mol/Å2; vs

MP2/6–31+G(d,p)/MM: 12.4 (N–C) and 23.4 (C–Cl) kcal/mol/Å2]; after force matching,

the average force differences between RP–FM–CV and the target levels are greatly reduced to

only 2.0–2.1 kcal/mol/Å2 for both bonds. These results demonstrate that the FM component

in the RP–FM–CV method works effectively. As the AI/MM forces on the CVs are faithfully

reproduced after FM, the force correlation results presented here also help us rationalize the

improvements that we see in Section  2.5 .1 for the free energy profiles.

2.5.3 Internal Force Corrections on CVs along MFEP

Although RP–FM–CV delivers great numerical agreement on the CV forces between the

SE/MM and AI/MM levels based on the sampled configurations, one important question that

remains is whether the spline–based correcting forces are well–behaved and smooth functions

of the reaction coordinate along the MFEP. These properties of the force correction terms

are highly desirable for numerically stable dynamics when the modified forces are plugged

back into the MD simulations for obtaining the updated free energy profiles.
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To demonstrate the smoothness of the spline–based internal force correction terms, in

Figure  2.5 we plot the force deviations between the SE/MM and AI/MM levels as well as

their FM–optimized spline fits for both CVs along their bond distances.

One can see that the spline functions nicely fit the averages of the individual force devia-

tions sampled along the MFEP. We noticed that the distributions of the CV force deviations

(i.e., the desired force corrections for accomplishing a perfect FM between the two levels) are

indeed quite smooth, which justifies the use of spline functions in fitting these corrections.

In spite of the deceptive smoothness of the fits, our spline–corrected internal forces success-

fully reproduce their instantaneous AI/MM internal force targets with small errors of 2.0–2.1

kcal/mol/Å2 (see Section  2.5 .2 and Figure  2.4 ), thereby capturing the detailed internal force

fluctuations at the target levels. To this end, the spline–based force correction scheme serves

the designed purpose of RP–FM–CV well, which, as we have discussed in Sections  2.2 .1 and

2.2, is to fit free energy mean force through matching instantaneous forces for individual

configurations in an ensemble.

Finally, the smoothness of the spline–based force corrections also indicates their numer-

ical stability when incorporated in the SE/MM force calculations for FM–corrected MD

trajectories, with which the free energy profiles and pathways can be updated in a robust

way.

2.5.4 Tests of Different Sets of Redundant Internal Coordinates

In our formulation of the RP–FM–CV method, computation of the forces on the CVs

is based on the force transformation from the Cartesian to a set of redundant internal

coordinates, for which the definition is not unique. To test the robustness of the algorithm

with respect to the choice of the internal coordinate system, we examined three different sets

of redundant internal coordinates for the Menshutkin reaction. As shown in Figure  2.6 , the

first redundant internal coordinate set (also the default set), denoted Int28, includes 8 bonds,

15 angles, 1 doubly degenerate linear bend, and 3 torsions. The other two redundant sets,

denoted Int31 and Int34, are constructed by adding three and six more torsions, respectively

(see also Figure  2.6 ).

50



All three sets include the N–C and C–Cl bonds that define a common set of CVs in both

the string MFEP and FM simulations.

In Figure  2.7 , we compare the RP–FM–CV free energy profiles obtained at the MP2:AM1/MM

level when the internal CV forces and FM are determined and conducted using the three

different redundant internal coordinate systems described above.

Our results show that based on the redundant internal coordinate transformation, the

internal forces on the CVs, in this case the bonds being broken (C–Cl) and formed (N–C), only

vary marginally when using different redundant sets. On average (over 300 configurations),

the internal forces using the Int31 and Int34 sets only differ from that using the Int28 set

by less than 0.01 kcal/mol/Å2) at the MP2:AM1/MM level. Consequently, the free energy

profiles resulting from the RP–FM–CV simulations using the three internal coordinate sets

are almost identical. These results demonstrate the robustness of the RP–FM–CV method

in converging the free energy results when conducting FM in different redundant internal

coordinate systems. The invariance of the free energy profiles with respect to the three

redundant internal coordinates tested also indicates that under the Int28 default set the

coordinate system is already complete.

2.5.5 Tests of Number of Configurations Included in FM

One advantage of the RP–FM–CV approach is that once the configurations sampled at

the efficient SE/MM level are collected, the computationally expensive single–point AI/MM

force calculations can be conducted in an embarrassingly parallel manner. As long as one

has access to enough central processing units (CPUs), the wall time for computing the target

AI/MM forces does not grow with the number of configurations used. In practice, however,

the free energy results from the RP–FM–CV simulations may vary with the number of

configurations included in FM. In our default simulation scheme, we conducted FM based

on 300 solution–phase configurations taken from 25 images each sampled along the string

MFEP over a period of 60 ps. To test how sensitive the free energy results are to the

sample sizes in fitting the internal CV forces, we repeated the RP–FM–CV simulations at

the MP2:AM1/MM level with three additional FM schemes, in which 1500, 3000, and 15000

51



configurations are used respectively. The resulting free energy profiles using different sample

sizes for FM are compared in Figure  2.8 .

The results in Figure  2.8 show that the free energy profiles computed at the MP2:

AM1/MM level converge well with respect to the FM sample sizes. The free energy profiles

essentially overlap with one another even when the number of configurations for FM varies

by 50–fold from 300 to 15000. These results once again demonstrate the robustness and

statistical reliability of the RP–FM–CV method.

While our tests on the Menshutkin reaction suggest a good convergence of the free energy

profile using a small to medium FM sample size, the free energy convergence for more

complex systems with large dynamical fluctuations could be more challenging. For those

systems, greater numbers of FM configurations drawn from long simulations may be required

especially when slow non–CV degrees of freedom are present.

2.5.6 Tests of Basis–Set Convergence

Because of the computational costs associated with a great number of sequential potential

energy calculations for configurational sampling, free energy simulations at AI/MM levels

are often limited to single–determinant electronic–structure AI methods such as HF and

hybrid DFT, whose N4 scaling behavior (with N being the number of basis functions) allows

them to be used in combination with relatively small double– basis sets. The use of larger

basis sets at and beyond these levels would dramatically increase the computational costs

and therefore is rarely seen in practical AI/MM free energy simulations. Therefore, having

an affordable strategy that allows AI/MM free energy simulations to be used with large–

sized basis sets would greatly ease some of the concerns regarding the otherwise unknown

basis–size convergence behavior of the simulations.

In RP–FM–CV, because FM is decoupled from dynamical sampling and conducted sep-

arately in a parallel fashion, the AI/MM force calculations are no longer the computational

bottleneck for the simulations and therefore can be done at post–HF correlated levels such

as MP2 with large basis sets. This enables us to carry out FM at AI/MM levels using basis
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sets in various sizes, including the very large ones, to systemically check convergence of the

free energy results in a way routinely done for gas–phase quantum chemistry calculations.

In Figure  2.9 , we compare the RP–FM–CV free energy files for the Menshutkin reaction

obtained at the MP2/BasisSet:AM1/MM level using the 6–31G(d) [  122 ], 6–31+G(d,p) [  122 ],

[ 124 ], 6–311++G(d,p) [  122 ], [  124 ], [  125 ], and 6–311++G(2df,2p) [  126 ] basis sets, which

correspond to 61, 91, 116, and 170 basis functions, respectively.

For the smallest basis set we tested, i.e., 6–31G(d), the free energy profile deviates notably

from the other results. When the medium– to large–sized basis sets are used with extra

split–valence, polarization, and diffuse functions added, the reaction free energies converge

to a similar value. Specifically, the MP2/6–31G(d):AM1/MM simulation gives a reaction

free energy of –28.7 kcal/mol, compared with –26.0, –23.9, and –24.6 kcal/mol when the

basis set is upgraded to 6–31+G(d,p), 6–311++G(d,p), and 6–311++G(2df,2p), respectively

(see Table  2.1 ). On the other hand, for the RP–FM–CV simulations in which the internal

forces are fitted to the MP2/MM level with 6–31G(d), 6–31+G(d,p), 6–311++G(d,p), and

6–311++G(2df,2p) basis sets, the free energy barriers are 19.1, 21.3, 22.2, and 19.6 kcal/mol,

respectively. With these data, we conclude that our RP–FM–CV simulations show good

convergence with the basis set.

It is worth noting that for the largest basis set we tested, direct QM/MM free energy

simulations at the MP2/6–311++G(2df,2p)/MM level are out of reach but made possible by

the RP–FM–CV method. Agreements among the results using the 6–31+G(d,p) basis set and

beyond also suggest that AI/MM free energy simulations in condensed phases likely display

a similar convergence behavior seen in gas–phase systems, as long as the basis sets used are

sufficiently large. For obtaining reasonably converged results, we recommend inclusion of

diffuse and polarization functions in any attempt of AI/MM free energy simulations.

2.5.7 RP–FM–CV Produces AI/MM–Quality Free Energy Paths

Above, we showed that RP–FM–CV generates the AI/MM–quality free energy profiles

for the Menshutkin reaction. The next question we seek to answer is whether RP–FM–CV

can improve the free energy path to the target–level quality. Note that although RP–FM–CV
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is formulated to directly fit the free energy mean force (see Section  2.2 ), there is no a priori

knowledge that the target–level free energy path would also be faithfully reproduced.

In Figure  2.10 , we plot the MFEPs (in terms of the two bond CVs, i.e., the N–C and

C–Cl bond distances) determined by the original AM1/MM simulations, as well as those

obtained from the RP–FM–CV simulations at the B3LYP:AM1/MM, BH&HLYP:AM1/MM,

and MP2:AM1/MM levels.

The MFEP obtained at the original AM1/MM level differs from the FM–optimized ones

in predicting a more convex path as a result of a much tighter TS, i.e., the sum of the N–C

and C–Cl bond distances along the MFEP are significantly shorter than that produced at the

various AI:AM1/MM levels. After the RP–FM–CV force corrections, the MFEPs obtained

at all three AI:AM1/MM levels essentially converge to one another, which indicates that the

free energy paths at the target AI/MM levels are also successfully reproduced.

The corresponding CV bond distances that characterize the location of a free energy TS

(defined as the highest free energy point along the MFEP) are given in Table  2.1 . For the

free energy TS located on the MFEP, the original AM1/MM level gives a N–C bond distance

of 1.970 Å, which is significantly shorter than the C–Cl bond of 2.129 Å in the same TS; this

trend is in great agreement with the values of 1.96 Å (N–C) and 2.09 Å (C–Cl) reported by

Gao and Xia [ 85 ] from their earlier AM1/TIP3P simulations. The dual–level AI/MM free

energy simulations reported by Ruiz–Perna et al. [  88 ] suggest that the N–C bond is likely

extended to 2.2 Å in the TS when the PES is corrected to the MP2(fc)/6–31+G(d,p)/TIP3P

level; a similar trend has been observed from various AI calculations using an implicit solvent

(e.g., see the data compiled by Vilseck et al. [  94 ]). Our RP–FM–CV simulations at the

B3LYP:AM1/MM and BH&HLYP:AM1/MM levels both successfully reproduce this feature,

locating the free energy TS at 2.213 Å (N–C) and 2.194 Å (C–Cl) and at 2.187 Å (N–C)

and 2.222 Å (C–Cl), respectively. Our MP2:AM1/MM simulations also converge the TS

geometry toward the benchmark and literature results by giving distances of 2.170 and 2.193

Å for the N–C and C–Cl bonds, respectively.
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2.5.8 Convergence of the Overall Procedure

Due to the self–consistent nature of RP–FM–CV, cycles consisting of the RP and FM

steps ideally need to be conducted iteratively until convergence of the free energy profile is

established. Using the MP2:AM1/MM and B3LYP:AM1/MM methods, we examined the

convergence behavior of the overall procedure by performing multiple cycles of RP–FM–CV.

In the first cycle of the simulations, we conducted 10 iterations of string MFEP optimization

at the AM1/MM level followed by FM to fit the CV forces to the target AI/MM levels. In

each of the subsequent cycles, we updated the MFEPs by repeating the string simulations

under AM1/MM forces in conjunction with the CV force corrections obtained from the

previous RP–FM–CV cycle. Such cycles of MFEP optimization and FM in CVs are repeated

five times.

From Table  2.2 , we can see that throughout the five cycles of RP–FM–CV simulations

the free energy barriers and reaction free energies for the Menshutkin reaction obtained

at the MP2:AM1/MM level display small fluctuations of 0.6 and 0.7 kcal/mol about the

corresponding average values of 20.6 and –25.3 kcal/mol, respectively, whereas the first cycle

produces 20.3 and –26.0 kcal/mol for these free energy results.

Table 2.2. Computed free energy barriers (∆G‡), reaction free energies
(∆Gr), and transition state geometries for the Menshutkin reaction between
NH3 and CH3Cl in water over five cycles of RP FM-CV simulations at the
MP2:AM1/MM level.

Cycle ∆G‡ (kcal/mol) ∆Gr (kcal/mol) N-C (Å) C-Cl (Å)
1 20.3 -26 2.17 2.193
2 20.8 -25.1 2.17 2.196
3 19.9 -25.8 2.174 2.195
4 20.1 -25.6 2.17 2.199
5 20.6 -24.2 2.135 2.226
Average 20.6 ± 0.6 -25.3 ± 0.7 2.164 ± 0.016 2.202 ± 0.014

In terms of geometry, the N–C and C–Cl bond distances found at the free energy TS

throughout the five cycles fluctuate closely about their average values of 2.164 ±0.016 and

2.202 ±0.014 Å, respectively, compared with the values of 2.170 and 2.193 Å obtained after
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the first cycle. For the Menshutkin reaction, we found that even one cycle of RP–FM–CV

is sufficient enough to converge the free energy and TS geometry results reasonably well

to the average values obtained after five cycles. The free energy profiles determined at

the MP2:AM1/MM level from each of its five cycles are further compared in Figure  2.11 ,

which shows that they overlap well with no systematic drift detected during the iterative

applications of RP–FM–CV.

A similar convergence behavior is observed for the RP–FM–CV simulations at the B3LYP:

AM1/MM level (see Section SI.6 of  B.1 ). Altogether, these results strongly suggest a rapid

self–consistent convergence of the RP–FM–CV procedure for the Menshutkin reaction stud-

ied here, which justifies our use of a single RP–FM–CV cycle as a default.

2.5.9 Radial Distribution Functions

To understand how the force correction terms applied in RP–FM–CV simulations would

impact the solvent–solute interactions, we computed the radial distribution functions (RDFs)

for the selected solute–solvent atom pairs in the reactant (R), transition state (TS), and

product (P) regions along the MFEP. Specifically, the N–Ow, C–Ow, and Cl–Ow RDFs

involving the water oxygen (Ow) atoms were obtained at the MP2:AM1/MM and AM1/MM

levels and are compared in Figure  2.12 ; a similar comparison made for the B3LYP:AM1/MM

level can be found in Section SI.7 of  B.1 .

The free energy barrier and reaction free energy we obtained from the AM1/MM simu-

lations are 30.9 and –10.6 kcal/mol, which are lowered in the MP2:AM1/MM simulations to

21.3 and –26.0 kcal/mol, respectively (see also Table  2.1 ); this suggests that both the TS and

the P state are more stabilized by FM than is the R state. If such a stabilization involves

any changes in solvation, impacts on the solvent structures would be observed in the related

RDFs. In the AM1/MM results (Figure  2.12 ), the first solvation peaks of all three solute–

solvent RDFs are found higher and shifted toward shorter distances when the system evolves

from the R, through the TS, to the P region, which is in line with enhanced solvation upon

forming the ionic products in the Menshutkin reaction. This feature is largely preserved in

the MP2:AM1/MM results (Figure  2.12 ) after the CV force corrections are applied, which
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suggests that the physical description of solvation in the RP–FM–CV simulations is well

retained.

On the other hand, FM seems to lead to a few quantitatively notable changes in RDFs.

For example, the Cl–Ow RDF displays a lowered first peak in the TS region after the CV

forces are corrected to the MP2:AM1/MM level, but no obvious changes in the peak height

are found in the R and P regions; this observation suggests a less solvated TS and therefore

a higher solvation barrier than without the FM corrections, which does not seem to directly

contribute to the reduced free energy barrier seen in our MP2:AM1/MM simulations. More-

over, the first peak of the N–Ow RDF obtained from our AM1/MM simulations is found at

3.12 Å in the TS, which is 0.48 Å shorter than the corresponding location of 3.60 Å in the R

state (Figure  2.12 ). After FM to the MP2/6–31+G(d,p)/MM level, the corresponding peak

in the TS is moved to 3.36 Å, which becomes only 0.24 Å shorter than the peak location of

3.60 Å in the R state. This result also suggests that the enhanced solvation along the reaction

coordinate that preferentially stabilizes the charge–separated TS over the charge–neutral R

state is weakened after FM, which again would lead to a higher solvation barrier.

Based on the above data, we conclude that the lowered overall free energy barrier after

FM does not correlate with a reduced solvation barrier; the improved free energy profile

is predominantly a result of the modified intramolecular forces in the solute rather than

changes in the solvent structures. This suggests that the free energy stabilization seen in

the FM results is dominated by the force corrections on the CVs, as opposed to solvation

itself. Note that in the present RP–FM–CV implementation, the CVs we used for correcting

the internal forces only involve the solute coordinates; therefore, any changes in the solute–

solvent interactions are likely caused indirectly by the solvents response to the modified

solute charge distribution. Because RP–FM–CV does not modify SE–SRP parameters, any

changes in solvation would be realized more through a modified solute geometry (e.g., a looser

TS found after FM) than through an explicit alteration of the electronic–structure part of

the SE/MM interaction Hamiltonian. To further improve the structural and dynamical

descriptions of the solvent to the AI/MM levels, it is highly desirable to include solvent

coordinates into the CVs for FM, which is a topic of our ongoing work.
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2.6 Outlook

A common theme found in the recent developments of multilevel QM/MM free energy

methods is to utilize high–level AI/MM information based on configurations efficiently sam-

pled using low–level PES methods, such as SE/MM. Depending on how the high–level data

are used, two related strategies, namely, energy matching and force matching, have emerged.

The most straightforward way of using the high–level information is to match the AI/MM

total energy; this can often be done by fitting parameterized energy correction terms for the

base level. Examples of the energy–matching–based methods include the interpolated PES

correction approach using spline functions [  88 ], [ 106 ] and the recent work of fitting AI/MM

energy by machine learning [ 72 ], [ 73 ]. An obvious limitation of energy fitting is that even

with the high–level energy data reproduced, there is little to no control on the improvement

on atomic forces, which are essential for MD–based free energy simulations.

A different strategy of using the high–level information is to directly fit the AI/MM

forces as the only target data [  28 ], which can be viewed as the reactive version of the more

generalized force matching strategy [  127 ]. Connected to Voth and co–workers pioneering

work on the multistate–empirical valence bond (MS–EVB) method [  128 ], the multilevel

QM(/MM) methods under the reactive FM umbrella include the SRP–fitting–based RP–FM

[ 28 ], FM–DFTB [ 71 ], machine learning–based internal force correction [ 34 ], and RP–FM–CV

reported in this paper. The FM strategy is especially appealing for QM/MM free energy

simulations that use MD as the sampling tool. From a dynamics perspective, the multiple

time step (MTS) integration approach developed by Nam [  115 ], in which the SE/MM forces

are directly corrected to their target AI/MM values at less frequent MD steps, can also be

viewed as an FM QM/MM method with FM done on the fly.

As emphasized by us [  28 ], because force serves as the central quantity that encodes all

the dynamical information of the system, FM would restore the detailed dynamics at the

target level. Therefore, in its purest form, the FM QM/MM strategy fits forces as the

only objective quantities without an explicit use of any energy information. As forces are

based on the first derivatives of the potential energy, the FM strategy can sometimes be

used in a hybrid form in combination with either energy matching or a construction of the
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potential energy function. For example, in our earlier implementation of RP–FM [  28 ], we fit

SRPs for an SE/MM method to restore the AI/MM atomic forces; as a byproduct, the FM–

optimized SRPs also lead to an explicit SE potential energy function that gives the target

forces although we never include the target–level energy in the objective function during

the SRP–fitting process. In our recent work [ 69 ], we developed a hybrid strategy, where

FM is first used to obtain SRPs to reproduce the target forces, on top of which weighted

thermodynamics perturbation (wTP) utilizing the AI/MM energy data is further employed

to restore the high–level free energy. In the FM–DFTB method developed by Kroonblawd et

al. [ 71 ], parametrized pairwise energy terms are used to represent the repulsive potential part

in the DFTB Hamiltonian; the linear dependence of the associated forces on the parameters

makes these pairwise energy terms well suited for FM in a linear optimization framework. In

a few recent machine learning (ML)–assisted QM/MM approaches developed by Riniker and

co–workers [  32 ], by York and co–workers [  74 ], and by Shao and co–workers [  33 ], both energy

and force matching are accomplished; some of these works are enabled by the deep–learning

tools developed by E and co–workers [ 129 ]–[ 131 ] or follow their strategy of folding both

energy and the associated atomic forces into a combined loss function when optimizing the

ML potentials. In all of these works, there are potential energy functions resulting from FM.

When serving as a standalone objective, FM can be otherwise achieved without explicitly

constructing the corresponding potential energy function. Examples of fitting forces without

an explicit potential energy term include force corrections of Yang and co–workers [  34 ] and

our RP–FM–CV.

A particular advantage of the RP–FM–CV method is dimension reduction in terms of

fitting the CV forces along a one–dimensional free energy path. This choice makes our

method more convenient than fitting a multidimensional potential energy correction term

(e.g., the work of Ruiz–Perna et al. [  106 ]), which requires knowledge on the couplings among

multiple reaction coordinates to maintain the global correctness of the PES and therefore

would quickly become unmanageable beyond two dimensions. We note that fitting AI(/MM)

data in high dimensions can be handled by alternative strategies such as the pairwise energy

correction scheme [  71 ] and the more generalized ML approaches [  32 ], [ 33 ], [ 72 ]–[ 74 ], [ 129 ]–

[ 131 ], by which multiple reaction coordinates can be incorporated explicitly or through atom–
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centered local descriptors so that their couplings can be parametrically represented in the

ML potentials.

Recently, Yang and co–workers also reported a force–based machine–learning QM/MM

approach [  34 ], where they obtained internal force corrections for DFTB/MM to match with

the AI/MM results. Our work differs from theirs in the way the internal forces are defined.

Yang and co–workers obtained their internal force expression with an aim to reproduce the

MD trajectory integration step at the target AI/MM level. By contrast, our formalism

directly aims at force matching. As a result, their trajectory matching formalism seems to

involve additional mass factors compared with our force matching formalism (see Sections

SI.3–SI.5 for details). For a special case of one–dimensional internal coordinate where a single

bond is used as the only CV, the two formalisms conditionally converge to each other and to

the projection operator formalism [ 42 ] (see Section SI.5 of  B.1 ). For more complex reactions

such as the Menshutkin reaction, where multidimensional nonorthogonal CVs are involved,

the two strategies lead to internal forces that differ both in definition and in numerical values

(see Sections SI.3 and SI.4 of  B.1 ).

Besides the definition of internal forces, which is the major distinction between our

method and Wu et al.s, RP–FM–CV is formulated in a different theoretical framework.

Importantly, RP–FM–CV is framed in terms of fitting the free energy mean force, which

builds a rigorous connection to fitting the high–level PMF. Interestingly, despite the very

different definitions of internal forces, theoretical rationales, and technical details on how

the force corrections are fitted (i.e., using spline functions vs machine learning), the two

approaches both seem to satisfactorily reproduce their corresponding AI/MM free energy

results for the Menshutkin reaction (see Table  2.1 ); this suggests that some of the numeri-

cal differences are perhaps averaged out when the internal force corrections are fitted over

ensembles of configurations.

With the powerful deep–learning tools available now for molecular systems [ 129 ]–[ 131 ],

combined energy and force matching is made possible to train ML models for AI/MM–quality

free energy simulations [  33 ], [  74 ]. In these deep–learning works, the Cartesian atomic forces

are fitted through differentiating the rotational– and translational–invariant ML energy. The

internal force framework used by RP–FM–CV may provide an alternative way for learning
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forces, as the internal forces by construction are invariant to rotation and translation. More-

over, due to the special role of reaction coordinate in chemical reactions, it is highly desirable

for ML models to be able to selectively learn forces on the essential degrees of freedom; RP–

FM–CV can complement ML to serve this purpose. To this end, our results suggest that it

is very important to obtain the correct internal forces through proper coordinate transfor-

mation.

Other uses of the RP–FM–CV methods can also be envisioned. As we discussed above,

because the internal forces obtained from RP–FM–CV can serve as a vehicle for fitting

differentiable potential energy functions, the method can be used, for example, to optimize

the parameters in the empirical energy correction term represented by a simple valence bond

(SVB) potential [  132 ]. The method can also be combined with the MTS [  115 ] approach to

directly correct the internal CV forces on the fly.

2.7 Concluding Remarks

In summary, we have developed RP–FM–CV, an FM–based multilevel QM/MM method,

for determining first–principles free energy profiles for chemical reactions in condensed phases.

At a conceptual level, our RP–FM–CV method reproduces the highly accurate AI/MM free

energy profile by fitting the corresponding mean forces on a set of CVs based on which a free

energy pathway is consistently defined. Mean force fitting in our method is accomplished

by matching the target forces acting on the CVs, obtained properly from the redundant

internal coordinate transformation, for the condensed–phase configurations sampled at an

efficient SE/MM level. Application of the RP–FM–CV method to the Menshutkin reaction

demonstrates its remarkable capability in reducing the errors on the CV forces, which greatly

improves the quality of the free energy pathway and free energy profile to a level comparable

to the AI/MM benchmarks and experimental results. This development therefore offers a

systematic and practical strategy for first–principles free energy simulations; it is our expec-

tation that this method will find more applications in AI/MM mechanistic studies of complex

chemical and biochemical reactions, for which chemical accuracy and statistically adequate

free energy sampling would otherwise be seemingly infeasible to achieve at the same time.
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Figure 2.4. Internal force correlations between the base AM1/MM and target
AI/MM methods [at the B3LYP/MM and MP2/MM levels both using the
6–31+G(d,p) basis set]: before (red squares) and after (blue circles) applying
the RP–FM–CV internal force corrections; the corresponding trend lines are
shown as dashed and solid lines. Internal forces on the two bond CVs were
computed based on 300 configurations sampled along the condensed–phase
MFEP from the AM1/MM string simulations. The average internal force
deviations (∆F; in kcal/mol/Å2) between the base and target levels, before
(red) and after (blue) force matching, are also shown for comparison.
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Figure 2.5. Internal force corrections on CVs for the Menshutkin reaction in
solution with AM1/MM being the base level and the target forces obtained
at the B3LYP/MM and MP2/MM levels using the 6–31+G(d,p) basis set.
Both the actual internal force differences (based on 300 solution–phase config-
urations along the string MFEP) between the base and target levels (labeled
Target; red triangles) and the spline based force corrections (labeled Fit; blue
lines) resulting from FM are shown for each CV (i.e., the N–C and C–Cl
bonds).
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Figure 2.6. Various redundant internal coordinate schemes tested for RP–
FM–CV simulations of the Menshutkin reaction in solution. The two distance–
based CVs for bond forming and breaking, i.e., N–C (1–5) and C–Cl (5–9)
(shown in red in the Bonds section), are used consistently in both the string
MFEP simulations and the FM calculations.
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Figure 2.7. Free energy profiles for the Menshutkin reaction in solution ob-
tained from the RP–FM–CV simulations at the MP2:AM1/MM level by using
different redundant internal coordinate sets; the AM1/MM profile (dashed red)
is shown for comparison. The RP–FM–CV results obtained using 28 (Int28;
dotted black), 31 (Int31; solid green with circles), and 34 (Int34; solid blue)
internal coordinates are shown (see Figure  2.6 for the definitions of the three
schemes).

65



Figure 2.8. Free energy profiles for the Menshutkin reaction in solution
obtained from the RP–FM–CV simulations at the MP2:AM1/MM level using
different sample sizes for FM; the AM1/MM profile (dashed red) is shown for
comparison. The RP–FM–CV results where FM in CVs were conducted using
300 (FM–300; dotted black), 1500 (FM–1500; green with circles), 3000 (FM–
3000; solid blue), and 15000 (FM15000; pink with crosses) configurations are
shown.
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Figure 2.9. Free energy profiles for the Menshutkin reaction in solution
obtained from the RP–FM–CV simulations by matching the AM1/MM forces
on CVs to those determined at the MP2/MM level using various basis sets,
including 6–31G(d), 6–31+G(d,p), 6–311++G(d,p), and 6 311+G(2df,2p).
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Figure 2.10. Minimum free energy paths (MFEP) for the Menshutkin reac-
tion in solution for the free energy profiles shown in Figure  2.3 . The MFEPs
from the RP–FM–CV AI:AM1/MM simulations were obtained by matching
AM1/MM forces on CVs to various target AI/MM levels using the 6 31+G(d,p)
basis set: B3LYP:AM1/MM (dotted black), BH&HLYP:AM1/MM (green
with circles), and MP2:AM1/MM (solid blue), compared with AM1/MM
(dashed red). The transition states (TS) located on the MFEPs are
also marked: B3LYP:AM1/MM (square), BH&HLYP:AM1/MM (triangle),
MP2:AM1/MM (diamond), and AM1/MM (circle).
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Figure 2.11. Free energy profiles for the Menshutkin reaction in solution
obtained from the RP–FM–CV simulations at the MP2:AM1/MM level using
6–31+G(d,p) basis set over five consecutive RP and FM cycles: the 1st (dotted
black), 2nd (green with circles), 3rd (solid blue), 4th (pink with crosses), and
5th cycle (light blue with triangles), compared with AM1/MM (dashed red).
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Figure 2.12. Solute–solvent radial distribution functions (RDFs) obtained
from the RP–FM–CV simulations at the MP2:AM1/MM level using the
6–31+G(d,p) basis set, compared with the AM1/MM results. The RDFs for
the solute (heavy atoms) and solvent (water oxygens: Ow) (i.e., N–Ow, C–Ow,
and Cl–Ow) determined using an average of 3,600 configurations in each re-
gions are shown: reactant (R; dotted red), transition state (TS; solid green),
and product (P; dashed blue).
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2.8 Appendix

A. Force matching in CVs using spline functions

For FM in CVs, using a formalism that mimics the one used by Izvekov et al. [  59 ] for

Cartesian based FM, we define the objective function χ2 as:

(2.5)

where L denotes the number of sampled configurations for FM and N is the number of

CVs for representing the MFEP; ∆FRef
il denotes the reference force correction needed for the

internal force F on the ith CV in the lth configuration at the SE/MM level to match with

the corresponding force at the target AI/MM level, i.e.,

(2.6)

Plugging Eq. (  2.6 ) into Eq. (  2.5 ) and then setting the objective function χ2 to zero lead

to the force matching condition:

(2.7)

In Eqs. (  2.5 ) and ( 2.7 ), ∆FP
il (g

i
1, g

i
2, ..., g

i
i) denotes the corresponding parametrized force

correction term that is to be numerically determined for matching the internal forces between

the SE/MM and AI/MM levels, where (gi1, gi2, ..., gii) denotes a set of mi parameters for fitting

the force correction term for the ith CV. In the present work, we adopt a numerical treatment

used by Voth and co-workers [  59 ] in force-matching optimization of classical force fields,

where the correcting force on each CV is expressed as a cubic spline function along evenly

distributed grid points. Specifically, for the ith CV (of a bond-distance type) whose sampled

values ri fall in the interval of [rimin, r
i
max], the corresponding spline function is defined as:
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(2.8)

where rij denotes the position of the jth grid point over the radial mesh rjk consisting of

ni
grid grid points for the ith CV:

(2.9)

and A, B, C, and D are derived quantities in cubic spline, [  83 ] determined from the

sampled CV value and its neighboring grid points, given that ri ∈ [rij, rij+1]:

(2.10)

(2.11)

(2.12)

(2.13)

In Eq. (  2.8 ), f i
j and f i

j” denotes the parametrized force correction and its second deriva-

tive parameter with respect to the ith CV at the jth grid point of the spine function,

respectively. Note that here we label these spline functions as the italic f to follow the liter-

ature convention, and they should not be confused with the Cartesian atomic force vectors

which are labeled as bold non-italic in the text. As a result, the spline function described in
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Eq. ( 2.8 ) contains altogether mi = 2ni
grid adjustable parameters that need to be solved for

the ith CVs FM condition, i.e.,

(2.14)

where

(2.15)

In FM, the numerical solution of Eq. (  2.7 ) is obtained at a stationary condition that

minimizes the objective function χ2 with respect to the parameters gij(j = 1, 2, ...,mi):

(2.16)

Using a short-hand notation:

(2.17)

as well as the specific functional form of ∆FP
il defined in Eq. (  2.8 ), we have:

(2.18)

(2.19)

(2.20)
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(2.21)

After rearrangement, Eq. (  2.16 ) can be written as:

(2.22)

Now consider a column vector g as the union of all parameters for N collective variables,

(2.23)

where the superscript "T" denotes a transpose; the dimension M of the unionized param-

eter vector g is:

(2.24)

Then Eq. (  2.16 ) can be written in a more compact matrix form:

(2.25)

With the following identity:

(2.26)

Eq. ( 2.25 ) can be written as:

(2.27)

This is equivalent to solving the parameters set g for a linear equation system:
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(2.28)

Note that due to the overdetermined nature of Eq. ( 2.28 ) in FM, its numerical solution

can be obtained by QR decomposition [  83 ] or singular value decomposition (SVD), [  83 ]

with which Eq. ( 2.7 ) would be satisfied in a least square manner; for a perfect FM, the

parametrized force correction in Eq. (  2.28 ) would restore the reference force correction

exactly:

(2.29)

Therefore we identify Eq. (  2.28 ) as the generalized key working equation for conducting

FM in multidimensional CVs. Note that in Eqs. ( 2.25 ,  2.28 ,  2.29 ), ∆FP and ∆FRef are both

NL–dimensional column vectors, (∆FP)′g is an NL×M matrix with the leading dimension

(i.e., number of rows) being NL, and g is an M–dimensional column vector to be solved.

For implementation purpose, consistency of Eq. (  2.28 ) in its matrix form can be verified by

analyzing the dimensionalities of the matrix operations involved:

(2.30)

For readers who are interested in more details about the implementation, a concrete

example can be found in Section 2 of  B.1 , where we illustrate the matrix form of Eq. (  2.28 )

for a two bond CV case based on a specific set of sample and grid distributions.

B. Determination of internal forces on CVs using redundant internal coordi-

nate transformation

The transformation of forces from Cartesian to the selected redundant internal coordi-

nates is conducted by using the procedure developed by Pulay and co-workers for geome-

try optimization. [  43 ] Based on the Wilsons B–matrix formalism, this procedure uses an

eigenvalue decomposition technique to remove the linear dependence among the redundant
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internal coordinates. The redundant internal coordinates and the Wilsons B–matrix are

connected through:

(2.31)

where q is a set of NR redundant internal coordinates (e.g., bonds, angles, torsions, dou-

bly degenerate linear bends, out-of-plane wags, etc.), containing the CVs used in FM and

the string MFEP simulations, X represents the corresponding Cartesian displacement coor-

dinates (in a dimension of 3n, with n being the number of atoms involved in the coordinate

system), and B is the aforementioned Wilsons B–matrix, [ 80 ] an NR × 3n matrix account-

ing for the derivatives of the internal coordinates with respect to Cartesian displacement

coordinates. For construction of the B–matrix elements for bonds, angles, torsions, and

out-of-plane wags, we follow the equations given in Wilson et al., [ 80 ] whereas for doubly de-

generate linear bends, we follow the equations given in Califano [  133 ] and an implementation

by Jackels et al. [ 81 ] For force transformation from Cartesian to redundant internal coor-

dinates, the B–matrix is then used to form the condensed G–matrix, which is an NR ×NR

dimension matrix defined as:

(2.32)

where u is an arbitrary diagonal matrix (a 3n× 3n identity matrix is used in the present

work). Taking on the form of an eigenvalue equation, the condensed G–matrix can be

diagonalized as:

(2.33)

where K is formed by 3n−6 eigenvectors of the G–matrix that give non-zero eigenvalues

corresponding to the diagonal elements of Λ, and L is the remaining NR−(3n−6) redundant

eigenvectors. In practice, to remove redundancy of the internal coordinate system, the L

eigenvectors in Eq. (  2.33 ) are identified as the ones whose eigenvalues are below a pre selected
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threshold; these numerically small eigenvalues are then set to zeros such that approximately

3n − 6 largest eigenvalues are kept across the training samples. With K, L, and Λ in Eq.

( 2.33 ) determined, the generalized inverse of the G–matrix, denoted G−, is constructed as:

(2.34)

where Λ−, represents the inverse of the non-zero eigenvalues, and

KT

LT

 is the transpose

of
(

K L
)

. Once the G−–matrix becomes available, the internal forces on the CVs in the

redundant internal coordinates can be conveniently determined by the following transforma-

tion:

(2.35)

where the lower case f is the Cartesian atomic forces obtained from conventional QM/MM

simulations and and F represents the internal forces determined in the user-defined redundant

internal coordinates q. In RP-FM-CV, because the CVs form a subset of the redundant

internal coordinate q, this transformation procedure is used to obtain the internal forces on

the CVs at both the SE/MM and AI/MM levels, which are subsequently used to determine

the force corrections needed to match the internal CV forces at the two levels.
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3. ACCURATE FREE ENERGY PROFILES IN CHEMICAL

REACTIONS: A QM/MM STUDY OF THE ROLE OF

PAIRWISE REPULSIVE CORRECTING POTENTIALS IN

FORCE MATCHING

In this study, we examine the role of pairwise repulsive correcting potentials in generating

converged free energy profiles for chemical reactions. Using a quantum mechanics/molecular

mechanics (QM/MM) approach, we explore the accuracy of force matching with the pairwise

RP–FM model in chemical reactions. The results of our study provide insights into the

underlying framework for force fitting and help to establish a criterion for determining the

strength and quality of future studies of chemical and biochemical solution phase reactions.

By decomposing the contribution of free energy on each collective variable for asymmetric

and symmetric reactions, we develop a free energy correcting model that sheds light on the

behavior of repulsive pairwise potentials with large force deviations in collective variables.

Our findings contribute to a deeper understanding of force matching models and pave the

way for more accurate predictions of free energy profiles in chemical reactions.

3.1 Introduction

A central problem within the fields of computational chemistry and computational enzy-

mology is the daunting costs for sampling accurate ab initio quantum mechanical molecular

mechanical (QM/MM) potential energy surfaces (AI/MM) for solution phase reactions. Al-

ternatively, efficient semiempirical QM/MM (SE/MM) methods can be used to compute free

energy profiles (FEPs), at a dramatic reduction in computational cost. However, efficiency

in SE/MM methods is achieved at the expense of reliability and accuracy. Therefore, to

address the challenge of achieving highly efficient and accurate methods for QM/MM free

energy simulations, we study a recently developed reaction path force matching (RP–FM)

model, reaction path–force matching in collective variables (RP–FM–CV) [ 26 ]. In the con-

text of the original RP–FM approach [  28 ], SE/MM forces are systematically fit to AI/MM

forces based on specific reaction parameters along the free energy reaction path [ 22 ], [  43 ],
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[ 59 ], [ 78 ]–[ 80 ]. In the new RP–FM–CV model, SE/MM internal forces on select collective

variables (CVs) are fit to target AI/MM methods. As a result of RP–FM, computations for

FEPs, reaction path, transition state structures, etc. are improved. Contrary to internal

force fitting in CVs, we study the recently developed RP–FM model based on pairwise atomic

interactions [ 71 ]. Since this work builds on the previously developed RP–FM framework, we

compare implementations of this method to RP–FM–CV. In general, the optimization of

low to highly accurate method levels makes the RP–FM strategy ideal for studying chemical

reactions where high–level AI/MM computations are infeasible. In terms of computational

cost RP–FM reduces the brute–force sampling on AI/MM surfaces by several orders of mag-

nitude, since expensive AI/MM sampling is avoided. Force fitting for complex molecular

systems is challenging, therefore we investigate the pairwise approach on the classic Men-

shutkin reaction [  45 ].

The Menshutkin reaction is a type II reaction between neutral ammonia and methyl

chloride, which undergoes simultaneous bond breaking and formation of C–Cl and N–C

respectively (Scheme  3.1 ). The neutral reactants in the reaction undergo charge separation

which is destabilized in the gas phase, but in polar solvents, a favorable ion dipole interaction

exists. The protection of partial charges by the solvent dipole generates a favorable solvation

energy which lowers both the barrier and solvation free energies. The solution phase reaction

has an experimental free energy barrier (∆G‡) of 23.5 kcal/mol and an experimental free

energy of reaction (∆G) of –34 kcal/mol [  49 ]. When SE/MM methods such as AM1/MM [  24 ]

are used to simulate this reaction in solution, an overestimated ∆G of –10.7 kcal/mol and

an overestimated ∆G‡ of 30.8 kcal/mol is obtained. As such, this reaction serves as a good

prototype reaction for implementing the RP–FM strategy to address the central problem of

obtaining reliable FEPs in an efficient manner.

Conceptually, the RP–FM strategy is defined as fitting a correction term for improving

a low–level method to match the forces of a high–level target method. Regardless of method

level, the strategy covers Cartesian to internal coordinate transformations, conformational

changes, and electron transfer studies in CVs. The RP–FM strategy can thus be separated

into two distinct approaches. The first RP–FM approach can be modeled by correcting the

forces without explicitly defining the potential [ 34 ], [ 71 ]. In this approach, the potential of
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Scheme 3.1. Schematic Representation of the Menshutkin Reaction (NH3

+ CH3Cl → NH3CH+
3 + Cl−)
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mean force (PMF) is constructed by integrating forces on a reaction coordinate (RC) for

only select important degrees of freedom. A recent study with the RP–FM–CV approach

was used to simulate the Menshutkin reaction by fitting the mean internal forces as a spline

interpolation function [  59 ] over a two–dimensional RC. At the B3LYP 6–31+G(d,p) method

level [  117 ], RP–FM (B3LYP/MM) yielded a reaction free energy and barrier of –26.9 and

14.5 kcal/mol, respectively (Figure  3.1 ).

Figure 3.1. Potential of mean force for the Menshutkin reaction in aqueous
solution for AM1/MM (red), B3LYP/MM force matched RP–FM–CV (black),
and B3LYP/MM force matched uniform (yellow), generic (green) and micro–
genetic algorithm (blue) radial cutoff schemes.

A second RP–FM approach uses an explicitly defined correcting potential based on pair-

wise interatomic distances or machine learning (ML) methods. However, when using these

methodologies, an error cancellation cannot be determined for the correcting potential since

the correcting terms for the spectator degrees of freedom are collected. Recently, Wu et al.

applied a ML QM/MM approach on the Menshutkin reaction to perform a potential based

force correction along the RC. Here a one–dimensional RC was used to construct a distance–

based ML potential by fitting the internal forces with a neural network. The ML potential
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in this study was parameterized to fit the forces from the HF/G–31G(d) method to yield ML

corrections with a reaction free energy and barrier of –23.8 and 20.8 kcal/mol, respectively.

Currently, no benchmark criterion is available for variations of the original RP–FM strategy,

therefore, we study a recently developed pairwise potential RP–FM method to compare to

the explicit force sampling method to gain better insight for pairwise RP–FM and to develop

a new tool for assessing the accuracy and robustness of RP–FM models.

Recently, a force matched pairwise potential computational model (pairwise RP–FM)

was developed by Kroonblawd et. al, by using the RP–FM strategy. This model calculates

a correcting force by differentiating a well–defined correcting potential. The functional form

of this correcting potential is constructed by representing the pairwise atomic interactions

as an approximated power series where parameters are linearly combined with correcting

forces. As a result of linearity, the parameters are efficiently determined by minimizing

the linear least–squares objective function by singular value decomposition. By computing

the single point correcting force for target AI/MM and base SE/MM methods along the

reaction path, a correcting potential can be applied to correct the atomic forces to a higher

level of accuracy. For the pairwise study, a force matched semi–empirical SCC–DFTB model

was developed to better understand polypeptide synthesis in prebiotic environments. As

such, the pairwise RP–FM approach was applied to the glycine condensation reaction where

reaction free energies of 15.3, 12.4, and 16.8 kcal/mol were computed for equal–weight,

weight–by–type, and weight–by path models. Thus, the pairwise potential based model

demonstrates the capability of providing qualitative differences for chemical reactions by

using the RP–FM strategy.

In principle, fitting a pairwise correcting potential is reliable since an explicitly well–

defined potential is constructed for all of the atoms in the system. This is advantageous

since differentiation of the potential is not only linear with respect to the parameters, but

this allows the Cartesian forces to directly be routed back to the potential. For the pairwise

RP–FM study the sensitivity for the all atom RP–FM DFTB model was assessed by com-

puting cross–validation root mean–square errors (RMSE) for total forces. For the glycine

condensation reaction, solvent atoms are not differentiated from solute atoms. Therefore,

the abundance of solvent molecules leads to a dramatic reduction in RMSE for oxygen and
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hydrogen atoms due to overfitting of these atoms, having deviations of ∼4 kcal/mol/Å. How-

ever, the RMSE for important solute atoms remains quite large, having deviations of ∼5.5

and ∼7 kcal/mol/Å for nitrogen and carbon, respectively. Therefore, we propose that the

RMSE on all atoms is not sufficient for assessing the accuracy and robustness for a RP–FM

model. The overfitting and indifference of atomic pairs within the system creates a certain

degree of bias along the path since artifacts from spectator atoms lead to over correction of

the forces. Therefore, the criteria for a RP–FM model based in CVs, is more meaningful

since the forces are unbiased within the reaction region whereas all atomic force fitting clas-

sically corrects the forces as a force field. Secondly, special attention must be taken for the

selection of radial cutoff distances for atomic pairs due to the fluctuating FEPs from varying

combinations of radial cutoff distances. In the pairwise study, the radial cutoff distances

from the mio–1–1 parameter sets were used without modification to avoid time–consuming

nonlinear optimizations, but these radial cutoff distances are system specific where short dis-

tances truncate sampling to exclude important long–range reactant, transition and product

state regions of the reaction. Such effects lead to increased deviation on solute atoms and

ultimately inaccurate PMFs. In this study, the semi–empirical SCC–DFTB model was force

matched to a benchmark DFT method, to yield barrier and reaction free energies deviating

∼10 kcal/mol from the target AI/MM method. The argument made in this study is that an

improvement is made for the PMF since the reported results matches experimental results.

However, the goal of the RP–FM strategy is to efficiently obtain reliable FEPs by RP–FM to

infeasible higher levels of theory as opposed to agreeing with experimental results. Finally,

the pairwise study describes the glycine condensation reaction as a linear process where the

proton from the amine acid of the reactant glycine is directly transferred to the hydroxyl

base of the product glycine with water as a byproduct. However, an argument that is made

is that the proton transfer in glycine condensation is a complex mechanism, since proton

hopping between zwitterionic and neutral states is a collective process. In the current im-

plementation, the RC is not continuous since the path omits a potential shuttling of the

proton via water chain and other potential reaction pathways through zwitterionic and neu-

tral intermediate species. The nonexistence of such sampling could lead to biased fitting

which is another potential source of error. In the pairwise RP–FM study, the free energy for
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the glycine condensation study is mapped based on the coordination number of the nearest

neighbor atoms, however fitting only important degrees of freedom involved in the bond

breaking and forming processes, is a system specific alternative for obtaining meaningful

representations of the free energy.

To gain an intuitive understanding of the pairwise RP–FM method used in the glycine

condensation study, we implement the potential fitting procedure to the more straightforward

Menshutkin reaction, used in RP–FM–CV. At the core, RP–FM–CV differs from pairwise

RP–FM since the forces are not differentiated from a well–defined potential. Instead, the

free energy is obtained by integrating over the internal forces in CVs along the reaction path.

One criticism of RP–FM–CV is the coordinate dependence in CVs since a coordinate trans-

formation type utility is employed. This contrasts the pairwise RP–FM method where fitting

in CVs is inconsequential since all atomic forces are fit. However, since the FEPs are based

on the RC, only important degrees of freedom, the breaking and forming bonds, are needed

for computing accurate PMFs [  77 ]. Therefore, in the RP–FM–CV method, only internal

forces in CVs are fit to directly correct base SE/MM to target AI/MM levels. Similarly,

pairwise RP–FM should restore AI/MM accuracy by fitting forces in CVs along the reaction

path. Another difference between RP–FM–CV and the pairwise study is that target forces

are partially generated with expensive DFT sampling, in contrast to RP–FM–CV where

sampling is explicitly obtained from the affordable AM1/MM level. In principle, a combi-

nation of both types of utilities may be required to further improve accuracy and efficiency

of computed PMFs, but we see advantages in parameterizing both a well–defined potential,

in addition to CV based RP–FM with spline corrections.

Since the glycine condensation reaction is complex, we are verifying the pairwise RP–FM

method by condensing the system to a simple, two–dimensional, Type II SN2 Menshutkin

reaction. We assess the quality of the newly developed RP–FM model by first comparing the

PMFs obtained from each model. With this rationale we argue that all atomic force fitting is

unnecessary for obtaining reliable and accurate free energies. Also, we compare the deviation

of internal forces in CVs to verify whether proper force fitting is performed on important

degrees of freedom. With this study, we aim to clarify whether correcting potentials as a

polynomial function and mean force in CVs are procedures capable of obtaining converged
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results by using the same base and target method. In terms of free energy and geometries

[ 94 ], converged results and reduced force deviations in CVs is a strong argument that internal

RP–FM in CVs is sufficient for studying reactive chemical systems. In our study, we use

B3LYP/MM as the target AI/MM method and the AM1/MM as the base SE/MM method.

Although hybrid DFT methods are shown to underestimate the barrier height [  53 ], the

choice in method level is arbitrary since the focus of this study is obtaining converged RP–

FM results. In this study, we investigate the implementation of a newly developed RP–FM

model in the Menshutkin reaction, and we assess the benefits and risks to develop a criterion

for measuring the fitness and robustness of future RP–FM models. An overview of the

methods is provided in section  3.2 , with computational details provided in section  3.3 results

provided in section  3.4 , and a conclusion is given in section  3.5 .

3.2 Methods

The pairwise RP–FM model fits forces from a polynomial based pairwise potential to

form a restoring correcting potential [  70 ]. In this instance, the polynomial of the correcting

potential (Eαβ
CP ) is expressed as follows:

(3.1)

where rij is the separation distance between atom i of pair type α and atom j of pair type

β and where rαβc and cαβn are the radial cutoff distances and coefficients to be determined

later. Here, rij ≤ rαβc otherwise the radial cutoff distance is set to 0. Correcting potentials

were fit for N–H, N–C, N–Cl, H–H, C–H, C–Cl, and Cl–H as shown in Eq. S1 in  B.2 ) of the

supplementary materials. Since there are 8 parameters for 7 atom pair types, we fit a total

of 56 parameters. In the previous implementation of pairwise RP–FM, solute atoms are not

differentiated from solvent atoms, thus recurring pairs in both solvent and solute atoms, are

pairs which contributes equal potential. In the modified model, solvent atoms are removed

from the fitting procedure since free energy is directly computed from the reaction in CVs.

To obtain the functional form for the correcting potential, a design matrix (B matrix) is
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constructed from pairwise forces from molecular dynamics (MD) as shown in Eqs. (S2–S4)

in  B.2 of the supplementary materials. Using the chain rule to sum together the interatomic

pairwise forces, AI/MM accuracy is restored from the force matched forces of the correcting

potential. Since the gradient is linear with respect to the parameterized coefficients, cαβn , a

linear least squares expression for force correction can be minimized by using singular value

decomposition, as shown in Eq.  3.2 .

(3.2)

In essence, the A is constructed from the B matrix which is a proper construction of the

differentiated Cartesian forces evaluated for each individual element (Figure S2 and S3 of in

 B.2 in the supplementary materials). Furthermore, c represents the correction term, where

b is the difference between the target and base level Cartesian forces.

The foundation of the RP–FM strategy is to fit efficient many–body PMFs to reproduce

target AI/MM accuracy. By generating a one–dimensional cut of the CV based potential

energy surface, forces are collected on an initial RC to obtain the minimum free energy

path (MFEP). This increases the statistical integrity of the FEP, since averaged samples are

collected over the reaction path. Although it is possible to strenuously fit all the atomic

forces, it is not necessary for reproducing the AI/MM mean force in CVs. By using the finite

string method in CVs, we express our free energy mean force 〈F 〉ξ∗ as a set of generalized

coordinates q as shown in Eq.  3.3 .

(3.3)

The instantaneous force F (q1, qs) can further be expressed by Eq.  3.4 .

(3.4)
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Where J is the Jacobian matrix that transforms the Cartesian to the generalized co-

ordinate, and where the second term on the right–hand side ∂U(q1,qs)
∂q1

denotes the force on

the select CVs. However, in this formalism there is an explicit dependence on the partial

derivative qs. In order to remove such dependency, only coordinates orthogonal to the CVs

are selected, following the rationale of Ruiz–Montero et al. in Eq.  3.5 .

(3.5)

Here, ∇ denotes the first derivative operator with respect to Cartesian coordinates and
(∇|∇q1|)·∇q1

|∇q1|3
denotes the transformation term of the coordinates from the sampled configura-

tions. Since configurations from the Jacobian term are shared in both SE/MM and AI/MM

calculations, these terms cancel out. As such, RP–FM is applied to the Cartesian based

mechanical force on the potential energy surface term, −∇U . Therefore, we say RP–FM

restores the Cartesian AI/MM forces, since CV based high–level AI/MM forces are fit to

restore the reaction FEP. From RP–FM, potential–based force correction terms are obtained

for use in free energy computations. In the linear least squares fitting procedure for pairwise

RP–FM, force fitting in CVs is linear, therefore force correction terms for each pair type

between SE/MM and AI/MM levels in CVs, is determinable by singular value decomposi-

tion. These modified potential–based force corrections are then incorporated as additional

force components on original SE/MM forces for the CVs in a repeat MD simulation. As a

result, the incorporation of force matched terms, leads to an updated FEP which converges

the base SE/MM to AI/MM level accuracy.

3.3 Computational Details

Using standard CHARMM force fields, van der Waals parameters are computed between

the QM and MM atoms in a combined QM/MM treatment of the reaction in solution [ 49 ],

[ 85 ]. In the solution reaction, the QM treatment of the solute, is calculated using AM1

and the MM treatment of the solvent is performed on the modified TIP3P model [  108 ].

CHARMM program (version c42a2) was used for the AM1 calculations. In addition, the
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Q–Chem package (version 4.0.1) interfaced with CHARMM was used to compute forces for

B3LYP hybrid nonlocal density functional theory (DFT) with the 6–31+G(d,p) basis set.

To describe the MFEP for the NH3 + CH3Cl → NH3CH+
3 + Cl− reaction, we adopted two

bond distances for the CVs, defined as the breaking bond (N–C) and the forming bond

(CCl), as shown in Scheme 1. This RC was used in obtaining the solution–phase reaction

paths within a cubic periodic box of 40 × 40 × 403 of modified TIP3P water. The SHAKE

algorithm [  112 ] was then used to constrain the internal geometries of the waters during the

MD simulations, and long–range electrostatics for MM/MM and QM/MM interactions were

treated by Particle Mesh Ewald. For real–space contribution of QM/MM–Ewald electrostat-

ics, a switching function is applied between 12 to 13 Å to smoothly attenuate the real–space

QM/MM interaction at a radial cutoff distance of 13 Å. A collinear C3v geometry was im-

posed in CHARMM on the solute molecules during the MFEP samplings to reduce system

distortion to irrelevant configurations that could potentially slow down MFEP convergence

[ 53 ]. Also, to avoid systematic solute drifting towards the edge of the simulation box, we

added a SBOUND–like one–sided quartic sphere repulsive potential. Using the following con-

ditions, a constant pressure of 1 atm and a constant temperature of 298.15 K, was simulated

through the use of MD. The MFEP is discretized into 25 images, with initial coordinates

obtained from QM/MM potential energy scans along the RC. The mean force in CVs were

estimated by simulating for 20 ps sampling on restrained QM/MM MD simulations with

CVs restrained at the path values with a harmonic force constant of 1,000 kcal/mol/Å. The

projection, reparameterization, and evolvement of the paths, as well as integration of the

FEPs follows the string method developed by Maragliano et al., where convergence of the

MFEP is monitored by fluctuations on CVs through subsequent iterations.

3.4 Results and Discussion

3.4.1 Optimizing Radial Cutoff Distances for Pairwise Potential and Force Cor-
rection

The pairwise potential for each atomic pair type in the Menshutkin reaction was first

constructed with a uniform radial cutoff distance of 2 Å, to avoid time–consuming nonlinear
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optimizations. For this study, we use the pairwise potential on solute atoms instead of solvent

coordinates since the PMF is implicitly affected by the solvent and since free energy is directly

related to the QM coordinates. Furthermore, with a radial cutoff distance of 2 Å, the H–H

pair was removed from sampling to avoid SCF failure from the large correcting potential

(Figure S4 in  B.2 ) of the supplementary materials). Likewise, hydrogen pair removal in

the previous pairwise study is adopted to avoid poor sampling. As a side remark, careful

construction for the pairwise potential is recommended to avoid collapsing the quantum

mechanical system from large correcting potentials. Compared to the SE/MM method,

pairwise RP–FM with a uniform radial cutoff scheme, increases the reaction free energy by

8.4 kcal/mol and reduces the barrier by 4.2 kcal/mol (Figure  3.1 ). In Table  3.2 , the RMSE

of atoms are listed, and in Figure  3.2 the atomic deviations are shown to be reduced by 9.0,

7.3, 14.0, and 6.9 for N, H, C, and Cl respectively, where overall RMSE for uniform radial

cutoff distances is reduced from 14.5 to 6.4 kcal/mol/Å.

Figure 3.2. Cross–validation root mean–square errors of atom type for
AM1/MM (red), and B3LYP/MM force matched uniform (yellow), generic
(green) and micro–genetic algorithm (blue) radial cutoff schemes.
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The free energy barrier is thus similar to the original base method whereas the increase

in free energy is markedly different from the expected reduction from solvation free energy.

As shown in Figure  3.3 , a uniform radial cutoff distance results in a biased force correction

along the reaction path, where reactant and product state forces are sufficiently fit below

5.0 kcal/mol/Å in contrast to transition state samples, with deviations as large as 12.2

kcal/mol/Å (Figure  3.3 ).

Figure 3.3. Cross–validation root mean–square errors along the reaction path
for AM1/MM (red), and B3LYP/MM force matched uniform (yellow), generic
(green) and micro–genetic algorithm (blue) radial cutoff schemes.

Since the PMF is directly related to the forces on the CVs we computed the internal force

correlation between SE/MM and AI/MM methods, with correlations of 6.1 and 17.2 for the

N–C and C–Cl bonds respectively (Figure  3.4 ).

The large reduction in RMSE in Figure  3.2 for hydrogen explains the overall reduction

in deviation since the hydrogen biases the error at the expense of the Cl atom. While RMSE

on atoms is lower than force correlations in CVs, this is not reflective of the proper force

correction since spectator degrees of freedom are overfit. Thus, the overall lower error for

atoms with a uniform radial cutoff of 2 Å is inadequate for determining the quality of RP–
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Figure 3.4. Force correlation in CVs before (red) and after (blue) B3LYP
force matched corrections for: (a) RP–FM–CV and (b) uniform radial cutoff
schemes.

FM since large deviations exist for the corrected forces in CVs. Furthermore, the quality of

fitting is directly dependent on the length of the radial cutoff distance, where shorter radial

cutoff distances results in truncated sampling (Figure  3.5 ).

For B3LYP/MM target forces, the N–C force correction is depicted as having a signature

dip in force correction followed by a slight increase in barrier where C–Cl has an initial

dip followed by a slow rise. Thus, limited sampling is obtained since important samples

from reactant and product state structures from N–C and C–Cl are respectively omitted.

Therefore, sufficient sampling is required for parameterizing the reaction path with statistical

integrity. Conversely, increasing the radial cutoff to distances beyond the transition state

introduces artificial behaviors which extrapolates the force correction in CVs (Figure S5 in
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Figure 3.5. Distance–based force corrections for B3LYP/MM force matched
uniform (yellow), generic (green) and micro–genetic algorithm (blue) radial
cutoff schemes in collective variables for: (a) N–C and (b) C–Cl.

 B.2 ) of the supplementary materials). In the previous pairwise study, radial cutoff distances

approximately equal to 2 Å are predefined from the mio–1–1 parameter set to avoid nonlinear

optimization. In contrast to using a predefined parameter set, a uniform set of radial cutoff

distances are not sufficient, so the parameterized functions are not linear with respect to the

gradient. As such, a more specific criterion is required for selecting the optimal range of

radial cutoff distances for each atom pair type.

In the pairwise RP–FM study, radial cutoff distances were chosen from the mio–1–1

parameter set without modification. Using a uniform radial cutoff distance of 2 Å reduces the

overall RMSE but the PMF is not improved. As an alternative, a generic radial cutoff scheme

(rcgeneric), listed in Table  3.1 , was used for each atom pair type based on the equilibrium

distances between two atoms in a pair [  134 ] plus 1.0 Å in Eq.  3.6 .

(3.6)

Since the N–Cl bond distance is composed of both N–C and C–Cl pairs, pair distances

were instead substituted for atoms in Eq.  3.6 . For simplicity, an arbitrary distance of 1.0 Å

is used to extend the radial cutoff length to sample non–equilibrium configurations beyond
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Table 3.1. Reaction Barrier/Free Energy of NH3 + CH3Cl → CH3NH3
+ +

Cl in the Solution Phase, Geometrical Parameters/Force Correlation (%Fcorr)
in CVs and Radial Cutoff Distances (rc)
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Table 3.2. Cross–validation root mean–square errors (kcal/mol/Å)

the van der Waals radius. In comparison to the original AM1/MM method the reaction free

energy and barrier is lowered to –20.0 kcal/mol and 13.7 kcal/mol, respectively, as shown

in Figure  3.1 . Compared to the AM1/MM method, the reaction free energy and barrier

is lowered by 9.3 kcal/mol and 17.1 kcal/mol respectively. Therefore, pairwise RP–FM is

largely dependent on the choice of cut off distances, where elongation of radial cutoff distances

allows for more inclusive sampling (Figure  3.5 ). However, inconsistencies in force corrections

for the generic radial cutoff scheme at 2 Å in Figure  3.5 b suggests potential interferences

from spectator pairs on C–Cl. To further assess the quality of the force matched PMFs for

the generic radial cutoff scheme we computed the overall RMSE, in addition to deviations

for all atoms and for sampled configurations along the reactive path. The overall deviation is

reduced to 3.8 kcal/mol/Å (Table  3.2 ), where deviations along the path is reduced to below

4.8 kcal/mol/Å (Figure  3.3 ).

In regard to distribution of deviation on atomic forces, the deviations for N, H, C, and

Cl are reduced to below 4.9 kcal/mol/Å (Figure  3.2 ). However, for force correlations in CVs,

the deviation remains large, having values of 3.8% and 7.1% for N–C and C–Cl respectively

(Table  3.1 ). Therefore, improvement in PMF for the generic radial cutoff scheme is distinct

from improving the force correction in CVs since the correlation for N–C and C–Cl remains

large.

As shown in Figure  3.5 , by extending the radial cutoff distances, more samples are utilized

into the functional form of the potential to generate a more encompassing force correction,
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which are otherwise prematurely truncated. However, elongation of the radial cutoff distance

is not beneficial since the force correction is extrapolated throughout the target force cor-

rections (Figure S5 in  B.2 ) of the supplementary materials). Thus, an optimal range for the

radial cutoff distance exists where short radial cutoff distances excludes samples and where

large radial cutoff distances flattens the force correction. Furthermore, compared to the

uniform radial cutoff scheme, the generic scheme agrees well with the expected reduction in

barrier and reaction free energies from solvation free energy. The improvement in the PMF

can be attributed to the inclusion of detailed features in the reaction, but more importantly,

the correcting potential is seen as largely dependent on select radial cutoff distances. The

periodicity of the force correction makes the optimization of radial cutoff distances challeng-

ing since radial cutoff is nonlinear. In this instance, the role of predefined parameters is

unclear since sampling is system specific where careful attention is needed for the selection

of radial cutoff distances.

3.4.2 Optimization of pairwise force matching using the Micro–genetic Algo-
rithm (Micro–GA) and pairwise RP–FM in collective variables (CVs)

In this study, the PMFs are improved as a result of modifying the radial cutoffs but

the correction should be dictated based on the deviation in CVs. As such, the extent to

which force deviation in CVs is improved is examined in the pairwise fitting procedure

to determine whether the correct forces in CVs is sufficient for obtaining reliable PMFs.

Furthermore, since spectator atoms are orthogonal to the RC, the contribution to free energy

from force corrections in CVs is independent of the complementary coordinates [  78 ]. This

is further evidenced in Figure  3.6 for the generic radial cutoff scheme, where maximum

potential corrections on effective regions of CV pairs is large (N–C: –16.6 and C–Cl: –26.3

kcal/mol) in contrast to spectator pairs (N–H: 3.2, N–Cl: –0.58, H–H: 9.8, C–H: 4.4 and

Cl–H: –1.1 kcal/mol).

Since pairwise RP–FM is dependent on select radial cutoff distances, we improve the

fitness of RP–FM by employing a micro–genetic algorithm (Micro–GA) for nonlinear opti-

mization [  41 ]. To employ the Micro–GA, varying radial cutoff distances are inserted into

the B matrix to compute optimized candidate parameters. Based on translationally and
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Figure 3.6. Comparisons of correcting potential energy functions from the
B3LYP/MM force matched generic radial cutoff scheme for atom type pairs on:
(a) collective variables and (b) spectator degrees of freedom, where sampled
pair distances are represented in dotted lines (300 samples within 0.252 Å
windows).

rotationally invariant internal forces, the objective function of the Micro–GA is minimized

by reducing the force correlation in CVs from a combination of radial cutoff distances from

all atom pair types. For this procedure, the initial population is randomly generated by

mixing the computed candidate parameters into genetic pools for exchange of genetic infor-

mation, based on a 10–digit binary code, where a population of 8 chromatids is propagated

through 50 cycles to achieve convergence over 100 generations. By iteratively performing

the SVD routine, the penalty function is minimized while maximum fitness is achieved for

radial cutoff distances of all atom pair types. As such, the overall force correlation from

both CVs in the Micro–GA radial cutoff scheme was reduced from 16.1% and 34.1% to 6.7%

and 3.5% for N–C and C–Cl respectively (Table  3.1 ). Interestingly, the reduced radial cut-

off for Cl–H in Micro–GA, suggests the need for suppression of the pairwise interaction, to

avoid interferences in fitting forces on C–Cl. Furthermore, a reaction free energy and barrier

of –22.4 kcal/mol and 19.5 kcal/mol was respectively obtained (Figure  3.1 ). Overall, the

Micro–GA is time consuming, with the advantage of reducing the deviation in CVs to the
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greatest extent. However, the optimized scheme remains insufficient for correcting the forces

since correlations in CVs are not satisfactory.

Since the PMF is dependent on only important degrees of freedom, further optimization

is implemented on only CVs to understand the direct relationship of pairwise RP–FM on

free energy. A one–dimensional free energy scan for pairwise RP–FM on only N–C and

C–Cl pairs, demonstrates the wide array of computed PMFs and deviations from target

internal forces in CVs (Table S1 in  B.2 ) of the supplementary materials). Furthermore, the

impact of sample truncation in Figure  3.5 shows that identical radial cutoff distances for

both CVs is not necessary. Since the selection of radial cutoff distances in CVs is case–

by–case we employed a two–dimensional scan with 0.1 Å windows (Figure S6 in  B.2 ) of the

supplementary materials) and a Micro–GA to fit forces for only CV pairs. For Micro–GA on

only CVs (Micro–GA–CV) the resulting radial cutoff distances converged to values of 2.028

and 3.068 Å, for N–C and C–Cl respectively (Table  3.1 ). Achieving a maximum fitness below

the range of samples for both CVs is understandable since the magnitude of force corrections

beyond the optimized radial cutoffs ( 2.6 Å) is small (Figure  3.7 b–c).

However, the importance of sampling cannot be discredited since sampling directly in-

fluences the resulting fit from the decomposed design matrix. Therefore, an extended radial

cutoff scheme is incorporated to account for long–range sampling (Figure  3.8 ).

A reaction free energy and barrier of –18.5 kcal/mol and 14.1 kcal/mol is respectively ob-

tained for the Micro–GA–CV radial cutoff scheme, where the extended radial cutoff scheme,

yields a reaction free energy and barrier of –23.1 kcal/mol and 14.1 kcal/mol respectively. In

regard to force correlation in CVs, the Micro–GA–CV procedure outperforms the extended

radial cutoff scheme, with reduced deviations of 44.7% and 12.7% for N–C and C–Cl respec-

tively. Compared to the Micro–GA scheme, the Micro–GA–CV performs similarly with an

average force correlation on both CVs differing by 1.9%. Therefore, the resulting deviations

in the Micro–GA–CV scheme remains insufficient in regard to force fitting. Compared to

the RP–FM–CV force correlation (N–C: 2.3% and C–Cl: 1.9%), the average deviation from

both CVs for the Micro–GA–CV procedure, is greater by 147.6%.
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3.4.3 Force Matched Free Energy Correction for Assessing RP–FM Models

The range in barrier energy from both pairwise RP–FM with Micro–GA–CV and RP–

FM–CV is in excellent agreement (within 2.8%), while the free energy of reaction exceeds

the generous experimental range of –44 kcal/mol to –24 kcal/mol for the pairwise RP–FM

models (–23.1 kcal/mol to –18.5 kcal/mol). Interestingly, from a one–dimensional free energy

scan, we see the possibility for obtaining comparable FEPs to RP–FM–CV results at the

expense of large force deviations in CVs (Table S1 in  B.2 ) of the supplementary materials).

As such, no predicting power seemingly exists for force fitting in CVs since the FEP is an

inadequate marker for determining the quality of RP–FM. Therefore, to assess the effects

of force deviation on PMFs we developed a model for computing a zeroth–order (0th–order)

approximations for force matched free energy corrections. In theory, the force matched free

energy correction is equivalent to differentiating the free energy in CVs where subtle errors

in the force correction could accumulate to influence the outcome of the integrated force

corrections. To understand the relationship between RP–FM and free energy, we calculate

the force matched free energy correction by integrating the force corrections for discretized

images along the RC on each CV.

In essence, the Gibbs free energy, ∆G(α), is defined as the integration of average force

corrections (∆f) along the reaction path (for a boundary condition from 0 ≥ α ≤ 1):

(3.7)

Since the path evolution in CVs is not constant, in the framework of the free energy

variable (z) the free energy correction is given by

(3.8)

As such, ∆G(z) is alternatively expressed as

98



(3.9)

where NCV is number of CVs, and nimg is the total number of images along the path.

To illustrate the effect of RP–FM on free energy, we computed the force matched free

energy correction term for the SN2 reaction at the B3LYP/MM method level. In Figure  3.7 a,

the predicting PMF (dotted line) is calculated for RP–FM–CV, extended and Micro–GA–CV

radial cutoff schemes using Eq.  3.9 . Compared to the simulated results in Figure  3.7 a, the

0th–order predictions from all schemes differs by less than 0.7 kcal/mol and 2.1 kcal/mol for

reaction barrier and free energy respectively. In regard to distance–based force corrections

in Figures  3.7 b–c, the expected shapes for truncation and extrapolation of sampling in CVs

is consistent with previous observations. In Figures  3.7 d–f, the computed free energy correc-

tions are provided with decomposed free energy contributions from each CV. Interestingly,

a maximum correction unique to the activation barrier is captured at the transition state

(α ≈ 0.6) for RP–FM–CV and for both radial cutoff schemes.

The force correlation is reduced to 4.2% and 6.2% for N–C and C–Cl respectively using

the Micro–GA–CV (Table  3.1 ). In this case, the FEP agrees well with RP–FM–CV for

the barrier height and somewhat well for the reaction free energy. Conversely, for a Micro–

GA–CV scheme set to a radial cutoff of 4.6 Å on both CVs, a barrier and reaction free energy

differing by 1.6 kcal/mol and 1.3 kcal/mol is respectively obtained (Table S1 in  B.2 ) of the

supplementary materials). Although the FEP results for radial cutoffs set to 4.6 Å are in

better agreement to RP–FM–CV, the deviations in CVs remains substantial, having force

correlations of 9.1% and 7.1% for N–C and C–Cl respectively. Consequently, the FEP results

are not reliable for assessing the accuracy of a RP–FM model. Therefore, to better measure

the quality of deviations on activation barrier and free energy in CVs, we decomposed the

free energy correction along the RC for each CV for pairwise RP–FM and RP–FM–CV
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Table 3.3. Reaction Barrier/Free Energy of NH3 + CH3Cl → CH3NH3
+ +

Cl in the Solution Phase, for 1st Iteration (itr=1)/Zeroth–Order (0th–order)
Predictions and Statistical Errors Estimated from Free Energy Corrections

models by using Eq.  3.9 . In the combined free energy correction plot, we see a static free

energy correction beyond α = 0.75 for Micro–GA–CV and extended radial cutoff schemes,

of approximately –8 kcal/mol and –12 kcal/mol respectively (Figure  3.7 d). The static free

energy correction contrasts the steady decline in free energy captured in RP–FM–CV and

in the target method corrections. Therefore, the misrepresentation of free energy can be

traced to the poor fit on C–Cl (Figure  3.7 f). Moreover, compared to Micro–GA–CV, the

reduction in free energy by 3.2 kcal/mol for the extended radial cutoff scheme in Figure  3.7 a,

can further be attributed to the lower quality fitting on N–C (Figure  3.7 e). The reduction

in free energy is further evidenced by the larger statistical error for free energy correction

on N–C for the extended radial cutoff scheme (8.30 kcal/mol) compared to Micro–GA–CV

(4.68 kcal/mol) in Table  3.3 .

The large difference in free energy errors on N–C contrasts the C–Cl statistical errors,

which are within 0.20 kcal/mol for both extended and Micro–GA–CV radial cutoff schemes

(Table  3.3 ). As such, the resulting PMFs for various radial cutoff schemes is traceable to

the collection of error cancellations in RP–FM in CVs. Additionally, we see that RP–FM

is not uniquely defined to one–dimension since the free energy correction is dependent on

the one–to–one mapping of integrated forces along the reaction path in two dimensions. As

such, the large deviations in CVs in the force matched free energy correction explains the

unpredictability in PMFs and erroneous agreements to RP–FM–CV. Therefore, the criteria

for assessing whether a RP–FM model is robust should not be placed in the resulting PMF,
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rather the quality of RP–FM should rest in the free energy correction for all CVs along

the reaction path. Overall, we see reduction in force deviation as a qualitative measure

for fitness in RP–FM, where RP–FM–CV minimizes the deviations in CVs to the greatest

extent (below 3%) with combined statistical errors of 0.44 and 0.67 kcal/mol in Figure  3.9 a

for barrier and reaction free energies respectively.

In Table  3.3 , the Micro–GA–CV outperforms the extended radial cutoff scheme, but

in comparison to RP–FM–CV, the statistical error increases by 611.3 % and 1,688.1% for

barrier and reaction free energies respectively due to error accumulation from reactant to

product states (Figure  3.9 ). Therefore, the quality of RP–FM is sufficiently conveyed by

the deviation of force corrections in CVs, however systematic correction of the forces along

the entire path is emphasized for avoiding accumulated errors in large chemical systems

with multiple CVs. In the RP–FM–CV method, the reduced deviation in CVs is achieved

by correcting the internal forces along the discretized reaction path with the aid of spline

functions [ 59 ]. Thus, in addition to correctly matching SE/MM forces to target AI/MM

levels, the systematic correction of forces along the reaction path for all CVs is required

for obtaining reliable FEPs, which is measurable by the developed model for computing

0th–order approximations for force matched free energy corrections.

3.4.4 Coordinate Dependence and Benefits of Force Matched Free Energy Cor-
rections in RP–FM–CV

In this study, PMFs from initial iterations for extended radial cutoff, Micro–GA–CV and

RP–FM–CV, are reproduced within 0.7 kcal/mol and 2.1 kcal/mol for reaction barrier and

free energies respectively in 0th–order predictions. This approach is completely separate

from free energy computations using the string simulation since the free energy forces are

indirectly collected from the averaged force fluctuations from the reference value of the re-

strained internal coordinates. This provides supporting evidence that computing free energy

based on redundant internal coordinate transformation and free energy forces from string

simulations, are procedures that are both equivalent and intrinsically connected. Further-

more, the mapping procedure from coordinate transformation to internal degrees of freedom

is correct since the RP–FM–CV correcting forces are identical to target forces and correct-
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ing free energies (Figure  3.7 ), in comparison to simulated results (Table  3.3 ). Since the CV

force is equivalent to the internal forces from coordinate transformation, we develop a new

approach for predicting PMFs based on constraining the CV forces along the reaction path

as opposed to collecting the fluctuated forces from restrained CVs.

One of the main criticisms of the RP–FM–CV method is the internal coordinate depen-

dence. In contrast, forces from the string method are coordinate independent since they are

externally determined from the restrained simulation. However, following the argument of

Ruiz–Montero et al, the CV forces along the RC are described as coordinate independent

since the CV forces are not dependent on orthogonal spectator degrees of freedom. With this

rationale, the complimentary coordinates are not explicitly defined, so CVs can be regarded

as being coordinate independent. This statement is further evidenced by the ability to re-

produce the required free energy correction from SE/MM PMF with the integrated RP–FM

free energy correction in CVs. One speculation is that averaging from restrained sampling is

the cause for coordinate dependence removal. This argument can be made since the internal

forces are based off of the optimized configurations from the restrained string simulation,

where the optimized configurations are constructed from the averaged free energy force in

CVs. Therefore, the free energy forces in CVs is embedded within the configurations for which

redundant internal coordinate transformation is performed. Since the average fluctuations

are captured in the environment of the spectator atoms and since nonredundant internal

coordinate transformation accounts for the spectator atoms specific to certain RC, the uni-

form definition of internal coordinates along the RC combined with the grid–based force

correction removes the coordinate dependence since the nonredundant forces are averaged

along the RC, as shown in the integration procedure for the Gibbs free energy correction,

following Eq.  3.9 . Alternatively, since only CV internal forces are fit, the fluctuations from

the spectator degrees of freedom can be regarded as equivalent to the coordinate mapping

procedure in coordinate transformation. According to den Otter and Briels [  79 ], the global

nature of CVs discredits the removal of complementary coordinates, however, convergence

in 0th–order predictions with restrained MD, supports the theoretic rigor of RP–FM in CVs

to restore PMFs.
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The integration of the force matched force corrections is not only beneficial for under-

standing the relationship between the force correlation and the PMF, but it is also a very

powerful tool since it spares the need for repeating the MD procedure in RP–FM. As such,

force matched free energy corrections is fast, but the assumption is that the reaction path

is unchanged. As such, we offer an efficient tool for analyzing the impact of RP–FM on

PMFs by identifying the most dynamic regions of force fitting along the reaction path. More

specifically, this tool can be used to assess negative or positive correlations from RP–FM in

CVs to pinpoint regions on bonds where errors are located. Finally, by assessing the free

energy corrections in CVs, we present a potential tool for recommending a better way to fit

forces for generating accurate high method level FEPs.

3.4.5 Comparison of pairwise RP–FM and RP–FM–CV for reaction path cor-
rections

In the original pairwise RP–FM study, the asymmetric condensation reaction for glycine

involves the formation and breakage of two N–C bonds. Although the reaction is asym-

metric, all of the atom pair types exist on both sides of the reaction, therefore radial cutoff

treatment for N–C pairs is the same on both sides of the RC. However, in the quantum

mechanical sense the N–C pair from one glycine should be markedly different compared to

the target glycine N–C pair, so the correction should not be the same due to environmen-

tal dependencies. In this respect, the proposed function of the pairwise RP–FM model is

too classical to cover such distinct situations. Since the correcting potential is refit in the

pairwise model, the RP–FM is expressed as a physical system correction as opposed to re-

fitting the force as an explicit correction term. As such, the difference between high and low

method levels is classically corrected, much like the force fields approach from the predefined

pairwise potential. However, the potential based correction also contradicts the classical

approach since the correction is based on the quantum force corrections between SE/MM

and target AI/MM methods. Consequently, the argument whether quantum corrections are

sufficient for representing the pairwise potential remains unclear. In contrast to ML and

pairwise potentials, a method like RP–FM–CV does not require a classical/quantum cor-

recting potential, since the integration of non–classical forces, achieves quantum behavior
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Scheme 3.2. Schematic Representation of the Finkelstein Reaction (Cl− +
CH3Cl → ClCH3 + Cl−)

with the aid of spline functions. Despite the differences between the pairwise potential and

explicit force correcting models, a consistent shared feature is the qualitative acquirement of

quantum behavior from correcting forces in CVs along the reaction path.

Compared to the Menshutkin reaction, the glycine condensation reaction is balanced,

which could lead to the equivalent combination of negative and positive correction param-

eters. To investigate the transferability of the pairwise RP–FM to non–trivial symmetric

reactions, we computed the FEP for the simple symmetric Cl− + CH3Cl Finkelstein reac-

tion, where a methyl group is transferred between two chlorine atoms (Scheme  3.2 ). The

rationale for testing this scheme is to see whether the dispersion of same pair types on both

sides of the RC is capable for obtaining reliable PMFs. As such, extended and Micro–GA–CV

schemes are simulated with C–Cl radial cutoff distances of 3.805 Å and 4.716 Å respectively.

The force matched results are comparable, having reduced barrier energies within 2.8 kcal/-

mol of the original AM1/MM barrier (Figure  3.10 ).

However, compared to the RP–FM–CV results, the pairwise RP–FM methods are unable

to raise the barrier energy to target levels due to smaller force corrections at distances away

from the transition state (Figure  3.11 b–c). In free energy correction plots in Figure  3.11 e–f,

the forming bond is shown to have a larger positive correction compared to the breaking

bond as evidenced by the overall increase in free energy for the target method. However, as

shown in Figure  3.11 d, the magnitude of free energy correction is similar for all methods, but

the accumulation of subtle errors leading towards the transition state results in the lowered

activation energy.
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Table 3.4. Reaction Barrier of Cl + CH3Cl → CH3Cl + Cl in the Solution
Phase, Geometrical Parameters/Force Correlation (%Fcorr) in CVs and Radial
cutoff Distance (rc)

Compared to the assymetric Menshutkin reaction, the force deviation in CVs for all

models in the force matched symmetric reaction, is dramatically reduced from 25.0% to

below 2.1% (Table  3.4 ).

Therefore, an improvement in FEP, geometry and force correlation make pairwise RP–FM

strategy better for symmetric reactions, but the procedure remains error prone since reduced

deviations in CVs is connected to the accumulation of errors in free energy correction.

In principle, a flexible enough polynomial should be capable of describing the global

behavior for correcting the reaction path. To better understand the RP–FM strategy, we

study the pairwise model as an interesting conceptual take for the same force fitting problem,

where forces from constructed pairwise potentials are matched to achieve free energies at

higher levels of quantum theory. As such, independent of the reaction state, a classically

derived correction term is proposed for tuning the force with enough flexibility to predict

the reactive chemical behavior. In regard to parameterization, the pairwise routine uses the

same number of parameters as the spline procedure in RP–FM–CV, but the force deviation

remains large in CVs. In this study, we see that shorter radial cutoff distances achieve

the lowest deviation in CVs at the expense of truncating the sampled forces. Conversely,

extending the radial cutoff distance to regions beyond the sampling region, results in a

generalized extrapolation of the force correction along the reaction path (Figure S5 in  B.2 )

105



of the supplementary materials). As such, free energy is radial cutoff dependent, and selection

of radial cutoffs is nonlinear. Based on the MFEP, similar improvements to transition state

geometries are made as a result of RP–FM (Figure  3.12 ).

The qualitative agreement in path evolution and geometry demonstrates the convergence

of RP–FM to higher levels of theory. As such, the prediction of the reaction path from

RP–FM to higher theory levels, results in a looser transition sate with extended forming

and breaking bonds, in contrast to tighter transition state structures from SE/MM. This

agreement holds for both pairwise RP–FM and RP–FM–CV, so it suggests that RP–FM not

only improves the computed FEPs, but it also converges to more optimized geometry state

structures.

3.5 Concluding Remarks

In summary, pairwise reaction–path force–matching (RP–FM) offers an interesting con-

ceptual take on RP–FM, but the procedure is inadequate for fitting the CV forces along the

reaction path. In this study, we address the central problem of expensive AI/MM sampling

by using the RP–FM strategy to achieve high level accuracy at the cost of SE/MM theo-

ries. The proposed model is carried out on the prototype Menshutkin reaction in solution,

where SE/MM overestimates both reaction barrier and free energies. From the point of

new methodological development, we compare two RP–FM approaches based on the cor-

recting potentials and explicit force sampling models. In particular, we compare a recently

developed potential based RP–FM approach, which computes the correcting force from a

well–defined pairwise potential, with the recently developed reaction–path force–matching

in CVs (RP–FM–CV) method. On the basis of the results, we conclude the following:

(1) In the pairwise RP–FM model, the overall atomic deviation is reduced between base

SE/MM and target AI/MM level forces, but the deviations in CVs is large due to overfitting

of spectator degrees of freedom. Furthermore, selection of radial cutoff distances is system

specific, with distances directly related to the periodicity of force corrections in CVs. A

generic cut off scheme is shown to improve the deviations compared to uniform radial cutoff

distances, but the deviations in CVs remains insufficient. Furthermore, radial cutoff analysis
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reveals FEPs in pairwise RP–FM models to be unstable, where the integration of internal

force corrections in CVs is attributed to the accumulation of force correcting errors along

the reaction path. The lower deviation in CVs in RP–FM–CV (less than 3%) demonstrates

the importance for directly fitting the forces along the RC with grid–based force corrections.

Moreover, the improvement in direct fitting is traceable to improvement of internal force

corrections specific to each CVs. While deviations in CVs shows qualitative strength in

fitting, the PMF is an arbitrary measure for the quality of fitting since carefully handled

radial cutoffs is equivalent to generating converged FEPs.

(2) By reproducing the PMF from integration of internal force in CVs, we see that

internal coordinate transformation in RP–FM–CV is equivalent to the free energy forces

from restrained MD simulations. As such, the restoration of PMFs to target force corrections

is achieved by combining the computed force corrections along the reaction path for CVs.

Regardless of coordinate dependence, the agreement in PMFs for varying radial cutoffs and

for RP–FMs demonstrates the intrinsic relationship between restrained MD and coordinate

mapping. Therefore, a rapid analysis tool for measuring the robustness and reliability for

generating converged FEPs has been developed in this study. Such analysis reveals pairwise

RP–FM to better suit symmetric reactive processed, since the procedure adopts a more

classical force fields type approach. Nonetheless it is clear that RP–FM is able to predict

optimized geometries structures and reaction paths, in addition to reproducing high accuracy

ab initio forces for computing the FEP.

In summary, computed FEPs from correcting forces in RP–FM are shown to be sensitive

to deviations in CVs. In this study, a criterion was developed to identify the strength of

RP–FM, where a suggested deviation below 3% in CVs is recommended for obtaining reli-

able FEPs. As such, our approach reveals an underlying framework for RP–FM models, and

provides a deeper understanding to addressing force fitting problems. In addition to bench-

marking the B3LYP/MM method for Menshutkin and Finkelstein reactions, we gain more

confidence for assessing RP–FM strategies in fitting multi–dimensional internal coordinate

transformations, conformational changes, or electron transfer studies in CVs. Therefore, by

developing a standard for implementing RP–FM strategies to future studies, we plan to fur-
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ther investigate more complex reactions to better understand the mechanisms and functions

of chemical and biochemical reactions in solutions.
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Figure 3.7. Potential of mean force, force correction and free energy correc-
tion for the Menshutkin reaction in aqueous solution for B3LYP/MM force
matched RP–FM–CV (black), and B3LYP/MM force matched extended (yel-
low) and micro–genetic algorithm in collective variables (blue) radial cutoff
schemes. (a) Solid lines are from 1 iteration of force matching and dashed lines
are zeroth–order predictions for FEPs from free energy corrections. Distance–
based force corrections for (b) N–C and (c) C–Cl. Total free energy correction
(d) and decomposed free energy corrections in collective variables for (e) N–C
and (f) C–Cl.
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Figure 3.8. Potential of mean force for force matched collective variables for
the Menshutkin reaction in aqueous solution for AM1/MM (red), B3LYP/MM
force matched RP–FM–CV (black), and B3LYP/MM force matched extended
(yellow) and micro–genetic algorithm in collective variables (blue) radial cutoff
schemes.

Figure 3.9. Error bars on Potential of mean force calculations for the Men-
shutkin reaction in aqueous solution for: (a) B3LYP/MM force matched RP–
FM–CV (black), and (2) B3LYP/MM force matched and micro–genetic algo-
rithm in collective variables (blue) radial cutoff scheme.
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Figure 3.10. Potential of mean force for the Finkelstein reaction in aqueous
solution for AM1/MM (red), B3LYP/MM force matched RP–FM–CV (black),
and B3LYP/MM force matched extended (yellow) and micro–genetic algo-
rithm in collective variables (blue) radial cutoff schemes.
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Figure 3.11. Figure  3.11 . Potential of mean force, force correction and
free energy correction for the Finkelstein reaction in aqueous solution for
B3LYP/MM force matched RP–FM–CV (black), and B3LYP/MM force
matched extended (yellow) and micro–genetic algorithm in collective variables
(blue) radial cutoff schemes. (a) Solid lines are from 1 iteration of force match-
ing and dashed lines are zeroth–order predictions for FEPs from free energy
corrections. Distance–based force corrections for (b) C–Cl and (c) C–Cl. Total
free energy correction (d) and decomposed free energy corrections in collective
variables for (e) C–Cl and (f) C–Cl.
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Figure 3.12. Minimum free energy path and transition state geometries
(circles) for the Menshutkin reaction based on AM1/MM (red), B3LYP/MM
force matched RP–FM–CV (black), and B3LYP/MM force matched extended
(yellow) and micro–genetic algorithm in collective variables (blue) radial cutoff
schemes.
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4. DOUBLY POLARIZED QM/MM WITH MACHINE

LEARNING CHAPERONE POLARIZABILITY

A major shortcoming of semiempirical (SE) molecular orbital methods is their severe un-

derestimation of molecular polarizability compared with experimental and ab initio (AI)

benchmark data. In a combined quantum mechanical and molecular mechanical (QM/MM)

treatment of solution–phase reactions, solute described by SE methods therefore tends to

generate inadequate electronic polarization response to solvent electric fields, which often

leads to large errors in free energy profiles. To address this problem, here we present a

hybrid framework that improves the response property of SE/MM methods through high–

level molecular–polarizability fitting. Specifically, we place on QM atoms a set of corrective

polarizabilities (referred to as chaperone polarizabilities), whose magnitudes are determined

from machine learning (ML) to reproduce the condensed–phase AI molecular polarizability

along the minimum free energy path. These chaperone polarizabilities are then used in a

machinery similar to a polarizable force field calculation to compensate for the missing polar-

ization energy in the conventional SE/MM simulations. Because QM atoms in this treatment

host SE wave functions as well as classical polarizabilities, both polarized by MM electric

fields, we name this method doubly polarized QM/MM (dp–QM/MM). We demonstrate the

new method on the free energy simulations of the Menshutkin reaction in water. Using

AM1/MM as a base method, we show that ML chaperones greatly reduce the error in the

solute molecular polarizability from 6.78 to 0.03 Å3 with respect to the density functional

theory benchmark. The chaperone correction leads to ∼10 kcal/mol of additional polar-

ization energy in the product region, bringing the simulated free energy profiles to closer

agreement with the experimental results. Furthermore, the solutesolvent radial distribution

functions show that the chaperone polarizabilities modify the free energy profiles through

enhanced solvation corrections when the system evolves from the charge–neutral reactant

state to the charge–separated transition and product states. These results suggest that the

dp–QM/MM method, enabled by ML chaperone polarizabilities, provides a very physical

remedy for the underpolarization problem in SE/MM–based free energy simulations.
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4.1 Introduction

First–principles free energy simulation of condensed–phase reactions is computationally

demanding, as the associated configuration–space sampling involves a great number of ab

initio (AI) quantum mechanical potential energy calculations for large–scale systems. The

problem can be alleviated using the combined quantum mechanical and molecular mechanical

(QM/MM) approach [ 1 ], [  13 ], [  14 ], [  16 ], [  135 ], by which QM is only applied to a small–sized

reactive subsystem with the description of the rest of the system left to efficient MM. In

practice, semiempirical (SE) QM methods are much more widely used than AI methods

in QM/MM free energy simulations to achieve the computational efficiency required for

adequate sampling, especially when obtaining statistically robust free energy results is of a

major concern [  8 ].

Despite generally good cost effectiveness, one major shortcoming of SE methods that

prevents them from being applied reliably to condensed–phase simulations is their system-

atic underestimation of molecular polarizability relative to experimental and AI benchmarks

[ 136 ]–[ 143 ]. This causes the associated SE wave functions to respond too weakly to applied

electric fields to generate strong enough induced dipoles for adequate electronic polarization.

In QM/MM, a QM method that produces correct molecular polarizability is highly desir-

able, especially for modeling reactions in a polar solvent and in enzymes, as a large fraction

of QM/MM electrostatic interaction for such systems can be caused by induction. There-

fore, how to remedy SE/MM methods to offer reliable intermolecular polarization otherwise

accessible with AI/MM methods is of great interest.

Underestimation of polarizability by SE methods is well documented in the literature

[ 141 ], [  142 ], [  144 ]–[ 146 ]. The magnitude of the underestimation can range from ∼25–40% for

neutral molecules [  138 ], [  142 ], [  143 ], up to ∼40–55% for charged systems [  142 ], or even more

severe for highly polarizable systems. Gao and co–workers found that the SE AM1 method,

when used in self–consistent reaction field (SCRF) and QM/MM calculations, underestimates

the induced molecular dipoles for water [ 144 ]; a similar observation was also found on the

basis of the AM1 molecular–orbital derived polarization potential [ 145 ]. In a linear–scaling

SE study using the divide–and–conquer approach, Merz and co–workers [  141 ] found that
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the induced molecular dipoles computed for bulk water are 0.5 D (67%) lower than the

experimental values, which is likely related to an underestimated molecular polarizability

produced at the SE levels [ 146 ]. For water, both the AM1 and PM3 SE methods yield a

molecular polarizability of 3.4 au (0.506 Å3) [  146 ], which corresponds to an underestimation

of ∼66% when compared to the experimental value of 9.91 au (or 1.475 Å3) [  147 ]. Given

a strong dependence of polarizability on the size of the basis functions [  143 ], [ 148 ], this

underestimation is likely an intrinsic deficiency in the SE methods caused by the use of a

minimum basis set. Although the prediction of bulk properties can be significantly improved

through adjusting the SE parameters, such a strategy seems to be less effective for restoring

the correct molecular polarizability for water [  146 ], as reparametrization itself does not lift

the basis–set limitation of the SE methods.

To address the underlying inadequacy of SE wave functions at a fundamental level, a

few methods aimed at restoring the correct electronic polarization response have been devel-

oped [ 142 ], [  149 ]. Using a chemical–potential equalization (CPE) formalism [  150 ], York and

co–workers have developed a charge–dependent response density treatment [  142 ], in which

energy is expanded in terms of electron density response using the SE density as a refer-

ence. As their method provides a theoretically elegant framework to rebuild the SE response

property in a charge–dependent manner, it successfully reproduces high–level molecular po-

larizabilities for a large set of 1132 RNA–catalysis–relevant molecules and ions in various

charge states from +2 to –2 [  142 ]. In addition, the charge–dependent density–expansion

idea has also been extended to the self–consistent–charge density–functional tight–binding

(SCC–DFTB) method [ 151 ]–[ 153 ] for an improved description of intermolecular polarization.

Gao and Truhlar have developed the polarized molecular orbital (PMO) model [  143 ], [  149 ],

[ 154 ], in which SE methods are reformulated with p functions added on hydrogen atoms to

increase the flexibility of wave function for improved molecular polarizability. Built upon

an ab initio foundation [ 143 ], the PMO method has been parameterized and tested for H

and O systems [  149 ], including water clusters, and recently extended to C for organic chem-

istry [ 154 ] with a more balanced description of a broad range of properties, including atomic

charge, polarizability, dipole moment, conformational energy, and chemical reactivity.
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Both the CPE–based response density and PMO methods tackle the underpolarization

problem of SE methods by modifying the Hamiltonians at a quantum mechanical level. Con-

sidering the central role of polarizability in the classical description of intermolecular forces

[ 155 ] and its wide usage in developing polarizable force fields [  156 ]–[ 160 ], here we offer an

alternative solution for the problem from a different angle. In this paper, we present a hybrid

framework that improves the electronic polarization response property of SE/MM methods

through fitting high–level AI molecular polarizability in condensed phases. Specifically, we

accomplish molecular–polarizability matching by placing a set of corrective classical atomic

polarizabilities, named chaperone polarizabilities, on the QM atoms. Under the polarization

of MM charges, the induced dipoles created on the chaperone polarizabilities would con-

tribute additional polarization energy that compensates for the missing polarization in the

conventional SE/MM simulations. Because both SE wave functions and classical chaperone

polarizabilities hosted on QM atoms are polarized by MM electric fields, we designate this

method doubly polarized QM/MM (dp–QM/MM).

Our focal point here is to use the dp–QM/MM method to conduct free energy simula-

tions of chemical reactions in condensed phases, for which polarizability corrections need

to be determined as a function of the reaction coordinate on the fly. To predict chaperone

polarizabilities along a reaction coordinate for dynamical configurations in general, we utilize

advanced machine learning (ML) algorithms, which have increasingly been used in recent

years to predict molecular properties and to supplement electronic structure methods [  34 ]–

[ 37 ], [  72 ], [  161 ]–[ 163 ]. While ML approaches have been used for predicting polarizabilities

for stable molecules [  38 ], ML prediction of polarizability for reactive chemical systems with

bond dissociation and formation is less well established. As we will see in the Results and

Discussion section, a reliable ML model for reactively predicting polarizability is essential in

dp–QM/MM because the chaperone corrections that are needed for SE/MM polarizabilities

to match with their AI/MM target values generally vary along the reaction coordinate in

a nonuniform manner. In our method, this is addressed by learning polarizability along a

minimum free energy path (MFEP) defined in a set of collective variables (CVs); these CVs

are also included explicitly as input features for training our ML model.

117



For the output features of the model, although molecular polarizability of the QM subsys-

tem is the central physical observable for us to predict, in practice, we distribute molecular

polarizability and the related chaperone corrections to atomic centers, a choice made for

a number of reasons. First, distributed atomic chaperone polarizabilities are advantageous

in describing the heterogeneity of the polarization correction (with an atomic resolution)

throughout the molecule. Second, although the atomic chaperone polarizabilities we use in

this work are isotropic, anisotropic molecular chaperone polarizability can be reconstructed

from them in a straightforward manner. Third, chaperone polarizability in its atomic form

can be seamlessly plugged into the machinery of polarizable force field calculations. Last but

not least, the repulsive part of van der Waals potential on each QM atom would effectively

prevent the associated chaperone polarizability from being “catastrophically” polarized by

MM charges during molecular dynamics.

A practical issue of using atomic chaperone polarizabilities is that atomic polarizabil-

ities are not physical observables; therefore, the way of converting them from molecular

polarizability, e.g., through nonlinear transformation [ 164 ]–[ 166 ] or partitioning [ 140 ], [  167 ]

schemes, or purely from ML decomposition [  38 ], is not unique. Based on Applequists atom

dipole interaction model [ 164 ], Thole showed that when short–range intramolecular polar-

ization is properly damped, molecular polarizability can be decomposed and numerically

fitted to a set of universal element–based atomic polarizabilities [ 165 ]. By contrast, the

molecular–polarizability–partitioning study by Cramer, Truhlar, and co–workers suggests a

strong dependence of atomic polarizability on local chemical environment [  167 ]. For certain

flexibility, atom–specific polarizabilities are used in our ML model; element–based polariz-

abilities will be examined in the future.

To validate the dp–QM/MM method, we applied it to the type–II SN2 Menshutkin [ 45 ]

reaction between ammonia and methyl chloride in water (see Scheme  4.1 ), for which signifi-

cant discrepancies exist between SE/MM and AI/MM free energy profiles [  26 ], [  69 ].

Due to a drastic change of dipole moment during the charge–separating process, polariz-

ability plays an important role for quantifying the solvation free energy contribution for this

reaction. With the dp–QM/MM method, we demonstrate that a large fraction of the free

118



Scheme 4.1. Schematic Representation of the Menshutkin Reaction from
the Charge–Neutral Reactant State to the Charge–Separated Product State
(NH3 + CH3Cl → NH3CH+

3 + Cl−)
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energy error using SE/MM can be removed when proper polarization response is attained

with chaperone polarizabilities.

The outline of the paper is as follows. Section  4.2 describes the key equations for comput-

ing energy and gradients associated with the chaperone–polarizability corrections. Section

 4.3 discusses the computational details for the dp–QM/MM free–energy simulations. The

results are presented and discussed in Section  4.4 . The outlook of the method is discussed

in Section  4.5 , followed by the concluding remarks in Section  4.6 .

4.2 Methods

To match molecular polarizability between the SE/MM and AI/MM levels, we introduce

a set of corrective chaperone polarizabilities (∆αC
i ) on the QM atoms:

(4.1)

where α
AI/MM
i and α

SE/MM
i represent the distributed atomic polarizabilities on QM atom

i, determined at the AI/MM and SE/MM levels, respectively, as a function of the QM solute

geometry R and MM solvent geometry r. Note that although underestimations of polarizabil-

ity in SE methods documented in the literature are mainly based on gas–phase systems, the

polarizability corrections derived from the gas–phase SE and AI wave functions are not used

here because they are unlikely applicable to the condensed–phase simulations, for which the

chaperone polarizabilities should reflect the different response properties of solution–phase

wave functions instead. To recover the correct response for the solvated wave function, we

choose to define the chaperone polarizabilities in Eq.  4.1 using the polarizabilities obtained

for the condensed–phase QM/MM systems. For technical simplicity, in Eq.  4.1 , we further

approximate the response correction for the solution–phase QM/MM wave functions with

implicit solvation, where αAI–PCM
i and αSE–PCM

i , both dependent only on the solute geometry

R, represent the polarizabilities computed at the AI and SE levels using the polarizable

continuum model (PCM) [  168 ]. A similar strategy has been adopted by Gao et al. [  144 ]

when developing atomic charges derived from solution–phase electrostatic potentials, where

they found that explicit QM/MM and continuum solvation calculations generate comparable
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induced dipole polarization. Because chaperone polarizability describes how differently the

solution–phase SE and AI wave functions respond to electric fields, the difference itself is

expected to be less sensitive to the explicit or implicit treatment of solvent.

For a QM/MM system consisting of N chaperone–hosting QM atoms, the polarization

energy correction ∆Epol due to the presence of chaperone polarizabilities is:

(4.2)

Where E0
i denotes the permanent electric field generated by MM charges on QM atom i

(see Appendix  4.7 for the definition of E0
i and the derivation of Eq.  4.2 ). Once determined,

∆Epol is added to the SE/MM Hamiltonian to define the total energy at the dp–SE/MM

level.

To capture its reaction–coordinate dependence, we determine ∆αC
i on the fly during

QM/MM molecular dynamics (MD) simulations through machine learning (ML). Specifically,

an artificial neural network (ANN) is used, which takes molecular features as input and is

optimized through a hidden layer to predict chaperone polarizabilities in the output layer

(Scheme  4.2 ).

In the present work, we use a set of collective variables (CVs) as input features because

they provide a direct link between the evolvement of polarizability and the string minimum

free energy path (MFEP) that we use for free energy simulations. With a hyperbolic tangent

activation function used in this three–layer ANN, ∆αC
i in the output layer can be written

as:

(4.3)

Where pk denotes the k–th input feature among a total of M input features, WH
j,k and

bH
j are weights and biases in the hidden layer that consists of L nodes, and WO

i,j and bO
i are

weights and biases in the output layer.
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Scheme 4.2. Topology of Artificial Neural Network Containing Two CV
inputs, Ten Hidden Neurons, and Nine Atomic Chaperone Polarizabilities in
Output Layer
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To conduct dp–SE/MM MD simulations, forces associated with chaperone polarizabilities

through the polarization energy correction term need to be incorporated consistently. With

the product rule applied to Eq.  4.2 , the nuclear gradients of the polarization energy correction

∆Epol can be obtained by differentiating each of its components:

(4.4)

Where xa denotes the Cartesian coordinates of QM center a. Note that in Eq.  4.4 ,

there are two contributions to the gradients of the polarization energy correction. The first

contribution in Eq.  4.4 is a novel term that arises from the reaction–coordinate dependence

of chaperone polarizability introduced in the present work. Compared with the second

contribution, which is more conventional, the chaperone gradient term (i.e., d∆αC
i

dxa
) due to

reactive fitting is absent in classical polarizable force field calculations where nonreactive

fixed–valued atomic polarizabilities are used.

Under the current formulation of dp–QM/MM, because the permanent electric field E0
i

at a particular QM atom i does not depend on the position of any other QM atom (i.e.,
dE0

i

dxa
= 0 for i 6= a; see also Appendix  4.7 ), Eq.  4.4 can be further simplified to a more

operational form:

(4.5)

In the context of ML, the Cartesian gradients of the chaperone polarizabilities ∆αC
i in

Eq.  4.5 can be determined by first differentiating Eq.  4.3 with respect to the CV input

features of the ANN, followed by a distribution of the gradient on each CV to its associated

Cartesian components with the chain rule; the combination of the two steps can be cast into

a compact form:

(4.6)
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The field gradient term in Eq.  4.5 can be determined by differentiation of the permanent

electric field E0
a at QM atom a (see Appendix  4.7 Eq. A3), with respect to the position of

the same center a, following the conventional point dipole formalism [  158 ].

(4.7)

Where T
(2)
ab is the second–order interaction tensor [  169 ] between multipoles (see Eq. A9

of  2.8 for definition) and Q’s are the partial charges of the surrounding S solvent MM atoms.

Because the electric field is collected based on QM and MM interacting pairs, there are

field gradients also on each solvent MM center b, which can be obtained through a similar

differentiation procedure, or simply by negating the related component in the sum over

solvent in Eq.  4.7 .

(4.8)

4.3 Computational Details

To validate the dp–QM/MM method, we tested it on the solution–phase SN2 Menshutkin

[ 45 ] reaction between ammonia and methyl chloride (Scheme  4.1 ), which has served as a

paradigm system for developing QM and QM/MM free energy simulation methods [ 26 ], [  34 ],

[ 39 ], [  46 ], [  53 ], [  69 ], [  85 ], [  88 ], [  102 ]. For this reaction, we treat the solute molecules by QM

and solvate them in a 40 × 40 × 40 Å3 cubic box of MM waters described by the modified

TIP3P model [  108 ]. The AM1 [ 24 ] method and the density functional theory (DFT) method

B3LYP [  116 ]–[ 118 ] with the aug–cc–pVTZ basis set [  170 ]–[ 172 ] are used as the QM levels

of theory in SE/MM and AI/MM, respectively. For the QM/MM van der Waals (vdW)

interactions, we adopted the pair–specific parameters previously optimized by Gao and Xia

[ 85 ] for the Menshutkin reaction, following our previous implementation [ 26 ] using the NBFIx

facility in CHARMM [ 110 ]. The cutoff distance for the nonbonded vdW interactions is set

to 14 Å, whereas the long–range–enabled MM/MM and QM/MM electrostatic interactions
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are treated by the particle mesh Ewald (PME) [  113 ] and QM/MM–PME [  115 ] methods,

respectively. The QM/MM system is modeled under periodic boundary conditions, where

the internal geometries of water are constrained with the SHAKE [  112 ] algorithm during all

molecular dynamics (MD) simulations.

To obtain chaperone polarizabilities for the system, condensed–phase configurations are

sampled along the minimum free energy path (MFEP) determined at the AM1/MM level

using the string method in collective variables (CVs) as we implemented in a previous study

[ 11 ] following the original procedure described by Maragliano et al. [  22 ]. For the Menshutkin

reaction (see Scheme  4.1 for the atom labels), we use the breaking and forming bond dis-

tances, i.e., the carbon–chlorine bond (rC–Cl) and the nitrogen–carbon bond (rN–C), as the

CVs to describe the string MFEP. The MFEP represented in terms of the two CVs is dis-

cretized into 16 images of the system. For each iteration of MFEP optimization, we estimate

the free energy mean force on each CV based on its fluctuation averaged over 20 ps QM/MM

MD simulations in which the CVs are harmonically anchored at their previous path values

with a uniform force constant of 1000 kcal/mol/Å2. The detailed string simulation parame-

ters for projection, reparametrization, and evolvement of the path, as well as those for free

energy profile integration, can be found in our previous work [  11 ]. The error bars of free

energy along the string MFEP are estimated based on a procedure developed by Zhu and

Hummer [ 173 ], slightly modified for nonuniform–CV–grid cases [see Supporting Information

Section 1 (SI.1 of  B.3 )].

To reduce unnecessary distortions of the system during the MD simulations, a collinear

[ 53 ] restraint is placed on the N, C, and Cl atoms with the system also being maintained

approximately at a C3v symmetry [  26 ]. To prevent the QM solute from drifting out of

the simulation box, we also placed a spherical restraint at 8 Å away from the center using

the miscellaneous mean field potential (MMFP) command in CHARMM. For the QM/MM

MD simulations, we used an integration time step of 1 fs, and the system temperature

and pressure are maintained at 298.15 K and 1 atm, respectively. All the SE/MM energy

and force calculations were conducted using the semiempirical SQUANTM module in the

CHARMM program (version c42a2) [  110 ]. Solution–phase atomic chaperone polarizabilities

are obtained based on the Hirshfeld partitioning method [  167 ], [ 174 ], [ 175 ] using the PCM
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implicit solvation model [  168 ] in the Gaussian16 program [  176 ] (see SI.2 of  B.3 for details).

Further modifications were also made to CHARMM for the implementation of chaperone

polarization energy and the associated forces.

For ANN training, we used Tensorflow [  40 ], an end–to–end open source platform for

machine learning, to train our model to correlate the CV input features with the target

chaperone polarizabilities. Regarding the hidden layers of the ANN, ten nodes in a single

hidden layer were chosen for simplicity. Additionally, the Adam algorithm [ 177 ], a stochastic

gradient descent method, is used to optimize the weights and biases in the ANN, where

the learning rate hyperparameter is set to 0.001 and a mean square error metric is used

for the loss function. To avoid overfitting and to maintain a certain level of flexibility for

chaperone–polarizability predictions during molecular dynamics, we randomly divided the

samples into the training and testing data sets, where 80% of the samples are used for ANN

training, and the remaining 20% are used to verify the quality of the resulting ANN. The

selected architecture and hyperparameters seem sufficient, as the chaperone–polarizability

predictions perform consistently well across the testing and training data sets (see SI.3 of

 B.3 ). In addition, the use of the CV–only input features is justified because the ANNs fitting

quality is improved only marginally when more internal coordinates are included (see also SI.3

of  B.3 ). We also modified CHARMM so that the optimized ANN is reconstructed internally

for efficient polarizability predictions and gradient calculations during MD simulations (see

SI.4 of  B.3 for an example calculation).

4.4 Results and Discussion

4.4.1 Molecular Polarizability

In Figure  4.1 , we plot the molecular polarizabilities [  27 ] for the Menshutkin reaction as

a function of a one–dimensional reaction coordinate condensed from the two bond CVs (i.e.,

rC–Cl − rN–C); the molecular polarizabilities were obtained based on the solute geometries in

the SE/MM configurations sampled in solution along the MFEP.

Specifically, the solution–phase (PCM) molecular polarizabilities computed at the AI

(B3LYP/aug–cc–pVTZ) and SE (AM1) levels, as well as their difference, are compared in

126



Figure 4.1. Solution–phase molecular polarizability as a function of the re-
action coordinate for the Menshutkin reaction: AM1 (squares), B3LYP/aug–
cc–pVTZ (circles), and their difference (triangles). The means (solid curves)
and standard deviations (vertical bars) are computed based on samples within
each string images (see SI.5 of  B.3 for the tabulated statistical distributions).

Figure  4.1 ; the statistical distributions of the data are also displayed (see SI.5 of  B.3 for the

distribution data in a tabulated form). Using the B3LYP/aug–cc–pVTZ results as a bench-

mark (see SI. of  B.3 6 for a convergence test of the benchmark with respect to the basis sets

and AI levels of theory), we found that AM1 substantially underestimates the molecular po-

larizability for the Menshutkin reaction (Figure  4.1 ), which yields an overall percentage error

of 67.4% along the entire MFEP. Compared with the product (P) region where the largest

deviation (7.4 Å3 or 74.9%) occurs, the reactant (R) region displays a smaller deviation (5.8
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Å3 or 65.5%); for the transition–state (TS) region, although a deviation similar to that in P

is found (7.2 Å3), it gives the smallest percentage error (59.0%). This nonuniform distribu-

tion of underestimation in molecular polarizability causes significant errors in the free energy

profile simulated at the AM1/MM level. More specifically, concerning the solute response to

an external electric field, a greater molecular chaperone–polarizability correction of 1.6 Å3 is

needed at the P state than at the R state for AM1 to match with the AI benchmark. Since

induced dipoles in dp–QM/MM are proportional to chaperone polarizabilities (see Eq. A1

of  2.8 ), greater corrective dipoles are expected in the P region than in R. According to Eqs.

 4.2 and A2 of  2.8 , this would lead to a greater polarization energy correction that favors the

free–energy stabilization of the product state.

Figure  4.2 shows the correlations between the solution–phase SE and AI molecular po-

larizabilities before and after the chaperone corrections predicted by our ANN model are

applied. Compared with B3LYP/aug–cc–pVTZ, AM1 generates an average error of 6.78 Å3

(or a percentage error of 67.4%) for the molecular polarizability (data labeled as AM1).

The distribution of the AM1 data suggests the existence of two populations that con-

tribute differently to the overall deviation. Further analysis shows a greater error in the

product–formation branch of the MFEP than in the TS–formation branch (see SI.7 of  B.3 ).

With the ANN–based chaperone corrections (data labeled as AM1+∆αc), the B3LYP bench-

mark molecular polarizabilities are faithfully reproduced with only a small error of 0.03 Å3

(or 0.3%) along the entire MFEP; therefore, the bimodal error distribution is also elimi-

nated. These results confirm the effectiveness of our ANN machine learning model in fitting

molecular polarizability at the target AI level.

4.4.2 Free Energy Profile

Compared to experiments, AM1/MM is known to overestimate both the free energy

barrier and the reaction free energy for the Menshutkin reaction [  26 ], [  85 ], [  88 ]. As shown in

Figure  4.3 and Table  4.1 , the AM1/MM simulations we conducted here yield a free energy

barrier of 28.3 kcal/mol, which is 4.8 kcal/mol higher than the experimental value of 23.5

kcal/mol [ 49 ].
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Figure 4.2. Regressions of the molecular polarizabilities from AM1 (square
with a dashed line) and from the chaperon–corrected AM1 (circles with a
solid line) against the molecular polarizability from B3LYP/aug–cc–pVTZ; the
corresponding root–mean–square–errors (RMSEs) in polarizability compared
with the AI target values are also shown.

The free energy of reaction obtained for the Menshutkin reaction from our dp–AM1/MM

simulations is 13.3 kcal/mol, which corresponds to an overestimation of 20.7 kcal/mol com-

pared with the experimental value of 34 ± 10 kcal/mol [ 49 ]. With polarizabilities corrected

to the B3LYP/aug–cc–pVTZ level, the dp–AM1/MM simulation gives a free energy barrier

and reaction free energy of 22.5 and 32.8 kcal/mol, respectively, with the corresponding

errors relative to the experiment reduced to 1.0 and 1.2 kcal/mol.
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Table 4.1. Free energy barrier (∆G‡) and reaction free energy (∆G) of the
Menshutkin reaction in solution.

(kcal/mol)
∆G‡ ∆G

AM1/MMa 28.3 -13.3
dp-AM1/MMa,b 22.5 -32.8
expt.c 23.5 -34 ± 10

a this work
b with polarizabilities corrected to B3LYP/aug-cc-pVTZ
c Experimental values taken from Gao et al. (Ref. dp77).

Note that for the original AM1/MM simulations the error in the reaction free energy

(20.7 kcal/mol) is more than fourfold of that in the free energy barrier (4.8 kcal/mol); there-

fore, the reduction of both free–energy errors to around 1.0 kcal/mol indicates a significant

variation of the chaperone polarization correction in different regions of the reaction. Be-

cause the chaperone polarizabilities needed for AM1 to match with B3LYP/aug–cc–pVTZ

are positive, the associated polarization energy correction is always negative (see Eq.  4.2 ),

which leads to free–energy stabilization. Qualitatively, the observed changes in free energy

are in accord with the molecular polarizability correction in Figure  4.1 . The correction in

molecular polarizability increases from around 6 Å3 in reactant to around 7 Å3 in the TS

(located at rC–Cl–rN–C = 0.14 Å on the AM1/MM free energy profile), which continues its

growth toward the product–forming side with a flattened peak of 7.4 Å3 found at rC–Cl–rN–C

= +0.5 Å, followed by a slightly diminished plateau of 7.2 Å3 in the product region (see Fig-

ure  4.1 ). Based on the evolvement of the molecular polarizability correction itself, a greater

amount of chaperone polarization energy is indeed expected in the product state than in the

transition state, which explains a stronger stabilization correction to the reaction free energy

than to the free energy barrier. Moreover, when the shift of the TS location is taken into

account, the polarization correction for the free energy barrier will be further reduced (see

Section  4.4 .3).

As far as the product state is concerned, a greater chaperone polarizability results in a

stronger corrective induced dipole on the solute (see eq A1 in Appendix  4.7 ), which leads to

a greater amount of solvent–induced intermolecular polarization energy in the product than
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Figure 4.3. Free energy profiles as a function of the reaction coordinate
for the Menshutkin reaction: AM1/MM (dashed line) and dp–QM/MM with
polarizabilities corrected to B3LYP/aug–cc–pVTZ (solid line). The error bars
relative to the free energy in the reactant state (α = 0) along the string MFEP
are estimated using a procedure developed by Zhu and Hummer (Ref. [ 22 ]),
slightly modified for non–uniform collective–variable grids (see SI.1 of  B.3 for
details).

in the reactant. The lowered free energy of the reaction observed here, therefore, is in line

with a greater induction contribution enhanced by the chaperone–polarizability correction

upon product formation.

From a free energy perturbation perspective, the changes we see in the free energy profile

when chaperone polarization is incorporated can be connected to the ensemble–averaged

polarization energy correction 〈∆Epol〉, for which both its polarizability and electric field
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components (see eq  4.2 ) may vary along the reaction coordinate (RC). To see if the use of RC–

dependent polarizability corrections is essential, we also tested a set of equally divided RC–

independent atomic polarizabilities that yield an average molecular polarizability correction

of 6.78 Å3 (i.e., the RMSE between AM1 and B3LYP in Figure 2). Our additional test shows

substantial differences in 〈∆Epol〉 when the uses of RC–dependent and RC–independent

chaperone polarizabilities are compared (see SI.8 of  B.3 ); this further suggests that reactive

fitting of polarizability corrections is important.

The free energy profile for the Menshutkin reaction has been determined at the B3LYP/

def2–TZVPPD/MM level using the weighted thermodynamics perturbation (wTP) method

based on the force–matching recalibrated PM3*/MM potential, [  69 ] at the

B3LYP/6–31+G(d,p)/MM level using the internal CV force–matching corrections based

on AM1/MM [  26 ], and at the PM3*:B3LYP/ 6–31G(d)/MM level with the assistance of

machine–learning potentials [  39 ]; these AI/MM–quality simulations give free energy barriers

of 18.5 [  69 ], 14.7 [  26 ], and 15.1 [  39 ] kcal/mol, respectively. The observed trend is that

although B3LYP underestimates the free energy barrier for the Menshutkin reaction, the

barrier height tends to increase with the size of the basis set. The free energy barrier of

22.5 kcal/mol obtained here when we fit polarizability to the B3LYP/aug–cc–pVTZ level

is in line with this trend, although neither energy nor force is fitted in dp–QM/MM. The

quantitative differences in these benchmark results may also be related to a few simulation

details including the use of a collinear vs. bent transition–state structure, which is known

to introduce a small but noticeable difference (0.51 kcal/mol) in the barrier height [  69 ].

4.4.3 Comparison of MFEPs and Shift of Transition State

Because chaperone polarizabilities also change the dynamics of the system through mod-

ified atomic forces, we compared the MFEPs obtained from the original AM1/MM and

chaperone–corrected dp–AM1/MM simulations to see if the changes in the free energy pro-

file are coupled to any significant perturbation of the free energy path (Figure  4.4 ).

We found no significant changes in the MFEP after adding the polarizability correction.

Therefore, the improved free energy profile is attributed more to the corrected response
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Figure 4.4. The minimum free energy path (MFEPs) as a function of
the collective variables, i.e., the C–Cl and N–C bonds: AM1/MM (dashed
line) and the dp–AM1/MM with chaperone polarizabilities corrected to the
B3LYP/aug–cc–pVTZ level (solid line). The locations of free energy transi-
tion states are also marked: AM1/MM (open square) and dp–AM1/MM (open
circle).

of the QM subsystem to solvation than to the changes of intramolecular interactions in

the solute. This observation is consistent with our definition of the chaperone polarization

energy in eq  4.2 , in which the solute polarizabilities only interact with the surrounding

solvent electric fields; because the mutual polarization of solute polarizabilities is neglected

in this work, intramolecular forces in the solute are not directly perturbed. Our previous

work shows that the AM1/MM MFEP for the Menshutkin reaction can be improved to an

AI/MM–level of quality through intramolecular force matching [ 26 ]; therefore, a combination
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of the chaperone–polarizability treatment and force matching is expected to improve both

solutesolvent and solutesolute interactions in a balanced manner, which is our work underway.

Although the chaperone–polarizability correction does not move the MFEP, it does gen-

erate a notable shift in the location of the free energy transition state (TS). As shown

in Figure 4, at the AM1/MM level, the free energy TS is located at rC–Cl = 2.15 Å and

rN–C = 2.01 Å, which is moved to rC–Cl = 2.11 Å and rN–C = 2.08 Å after the chaperone

correction is turned on at the dp–AM1/MM level; this shift corresponds to an earlier TS on

the chaperone–corrected MFEP, as the breaking bond rC–Cl is found at a shorter distance,

whereas the forming bond rN–C becomes longer. Since intramolecular interactions in the so-

lute are not directly perturbed here, the shift of the overall free energy TS can be traced back

to a variational solvation effect associated with the chaperone polarization. In particular,

for the TS located on the dp–AM1/MM MFEP, although the solute structure has not yet

advanced to the energetic bottleneck in terms of intramolecular bond breaking/forming if

the original AM1/MM description is followed, the build–up of its charge–transfer character

has led to a chaperone polarization strong enough to make solvation stabilization a dominant

free energy factor at and beyond this point. The shift of the TS to an earlier RC location

can also be seen from the free energy profiles in Figure 3, where the rC–Cl–rN–C value for

the TS is moved from 0.14 Å (AM1/MM) to 0.03 Å (dp–AM1/MM). As this shift leads to

a reduction in chaperone polarizability along the RC (see Figure 1), the variation of the

TS location further contributes to the smaller change in the free energy barrier than in the

reaction free energy after the chaperone polarization is turned on for AM1/MM.

4.4.4 Atomic Chaperone Polarizability

In Sections 4.1–4.3, we have shown the overall behaviors of molecular polarizability, free

energy profile, and free energy path after the chaperone corrections are introduced. To

understand the physical origin of these changes, we further examined the atomic chaperone

polarizabilities as a function of the reaction coordinate (Figure  4.5 ).

Based on a comparison of the atomic polarizabilities in the solute, it is evident that the

chlorine atom contributes most to the polarization correction in the free energy profile. When
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Figure 4.5. Atomic chaperone polarizabilities as a function of reaction coor-
dinate for each solute atom in the Menshutkin reaction.

dissociated from the C–Cl covalent bond in the reactant to form the fully charged anion in

the product, Cl increases its chaperone polarizability from 2.4 to 5.5 Å3, which corresponds

to a change of more than twofold. Because chaperone polarizability reflects the extent to

which AM1 underestimates the electronic polarization response for a given species, we can

try to rationalize why the polarizability on Cl in the product is severely underestimated.

Under the minimum basis convention used in AM1, higher–order angular momentum basis

functions such as d–orbitals and additional diffuse functions are lacking; both of these are

essential for a proper description of polarizability for large anions such as Cl–.
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The sensitivity of Cl’s atomic polarizability with respect to the AI levels of theory in the

benchmark is further tested using an expanded list of basis sets, including Pople’s Gaussian

basis sets [ 122 ], [  124 ]–[ 126 ], [  178 ], [  179 ], Dunning’s correlation–consistent basis sets [ 170 ]–

[ 172 ] (aug–cc–pVXZ, where X = D, T, Q), and Jensen’s polarization–consistent basis sets

[ 180 ]–[ 183 ] (aug–pc–n, where n = 2, 3, 4), combined with an additional DFT method M06–2X

[ 184 ] and the second–order Møller–Plesset perturbation [ 120 ] (MP2) theory (Figure  4.6 ).

Figure 4.6. Convergence of atomic polarizability on the chlorine atom with
respect to basis sets and AI methods.

The results confirm the general correlation between underestimation of polarizability and

the use of limited basis sets. Specifically, when AI methods are used with an insufficient basis

set (e.g., STO–3G), they also produce too low polarizabilities comparable to the AM1 result.

With increases in the basis set size, greater AI polarizabilities are obtained for the chloride
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anion, which converge to the results of using aug–cc–pVQZ and aug–pc–4, the two largest

basis sets tested in this work.

In addition to the significant polarizability correction on Cl, which is expected to con-

tribute predominantly to the overall change in the free energy result, the chaperone polar-

izabilities on other solute atoms also contribute to the change, although to a lesser degree

(see SI.9 of  B.3 ). Generally, we found that greater corrections are needed for the solvent–

accessible terminal atoms than for the atoms buried inside; this is in line with quenched

polarizabilities for interior atoms in molecules reported by Marenich et al. [  167 ]. For exam-

ple, the chaperone polarizabilities for the terminal hydrogens in NH3 (>0.5 Å3) are greater

than those for the interior hydrogens in CH3 (<0.5 Å3) in the reactant state. When the

atomic chaperone polarizabilities are summed into groups, greater corrections are found on

the terminal groups (NH3 and Cl) than on the inner group (CH3). Altogether, these results

suggest that the atomic chaperone polarizabilities are dependent on the local environment

and that the atoms exposed to the solvent are more influenced by the polarizability correc-

tions.

4.4.5 Local Environment and RDF

Polarization enhanced by chaperone polarizabilities on the solute would also generate

significant impact on the local solvent environment. To characterize the changes in solvent

structure, we compared the pair radial distribution functions (RDFs) between the solute

atoms and water oxygens (Ow) obtained from the AM1/MM and dp–AM1/MM simulations.

Because the chlorine atom hosts the largest polarizability correction, we highlight the RDFs

for Cl–Ow in Figure  4.7 , whereas the RDFs for other solute atoms can be found in SI.9 of

 B.3 .

For Cl, a terminal atom exposed to the solvent, after the chaperone–polarizability cor-

rection is invoked, the peak height for its first solvation shell in the RDF of the charge–

separated product (P) state is increased and the corresponding peak position is shifted from

3.3 Å (AM1/MM) to a shorter distance of 3.0 Å (dp–AM1/MM). Additionally, the short–

range solvent structure also becomes more ordered as indicated by a second solvation shell

137



Figure 4.7. Radial distribution functions between the chlorine atom and
water oxygens (Ow) in the reactant (R), transition–state (TS), and product (P)
region of the Menshutkin reaction: AM1/MM (dashed line) and dp–AM1/MM
with polarizabilities corrected to the B3LYP/aug–cc–pVTZ level (solid line).

that moves closer to the solute atom under the influence of chaperone polarization. Similar

chaperone–enhanced solvation, although less pronounced, is also observed in the TS region,

where charges are only partially separated. On the contrary, in the charge–neutral reactant

(R) state, the chaperone–polarizability correction only plays a minor role in perturbing the

solvent structure and no significant changes are found for the first solvation shell in the RDF.

Thus, induced local solvation enhancement for Cl in the TS and P regions, reflected from

the RDFs, provides another qualitative explanation for the lowered free energy barrier and

reaction free energy observed in the chaperone–corrected dp–AM1/MM simulations.

4.4.6 Convergence of Atomic Polarization Energy with Solvent Inclusion

In the present study, we use a spherical cutoff distance when collecting the solvent elec-

tric fields acted on the solute chaperone polarizabilities (see Appendix  4.7 ), and therefore

correction due to long–range solvent polarization is neglected. The adoption of this treat-

ment assumes that the difference between SE/MM and AI/MM polarizations is dominated

by short–range interactions. To further justify this treatment, we examined the convergence

of the chaperone polarization energy with respect to the size of the solvent sphere included.

Quantitatively, we first decomposed the chaperone polarization energy in eq  4.2 into individ-

ual QM solute atomic contributions. Then the polarization energy for a given QM center was
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further decomposed into its pair–wise interactions with individual surrounding MM atoms.

To examine the convergence of the chaperone polarization energy with respect to solvent

molecules included in the calculation, we collected the polarization energy on each solute

atom based on its interactions with individual water molecules; this was done by summing

the pair–wise atomic polarization energies over the constituent hydrogen and oxygen (Ow)

atoms in each water molecule. In Figure  4.8 , we plot the decomposed chaperone polarization

energies on the Cl atom, generated from 240 QM/MM configurations sampled in three string

MFEP trajectories (960 ps in total), both as a function of solutesolvent distances (here, the

Cl-Ow distance is used) and as a function of the reaction coordinate (rC–Cl − rN–C); the

corresponding polarization energies at the AM1/MM and B3LYP/aug–cc–pVTZ/MM lev-

els, approximated classically with the same decomposition using the Hirshfeld partitioned

atomic polarizabilities, are also shown for comparison. Similar plots for other solute atoms

can be found in SI.9 of  B.3 .

The “waterfall”–shaped distribution of the polarization energies in Figure  4.8 shows

that the chaperone polarization energy that corrects the difference between AM1/MM and

B3LYP/aug–cc–pVTZ/MM quickly decays and becomes negligible for solvent molecules be-

yond 10 Å away from Cl, which further justifies the use of a 12 Å cutoff distance for chaperone

polarization in this study (see Appendix  4.7 ). A similar distance dependence of polariza-

tion energy has been reported for QM/MM calculations using polarizable force fields [ 185 ].

This decay behavior is understandable since the permanent electric field for determining

chaperone polarization energy is inversely proportional to the cube of the solute–solvent

distance (see also Appendix  4.7 ). The comparison between the AM1/MM and B3LYP/aug–

cc–pVTZ/MM polarization energies as well as a much more negative chaperone polarization

contribution in the product region than in the reactant region clearly shows a severe under-

estimation of polarization for the Cl- anion in AM1/MM. Interestingly, the most significant

polarization energy difference between the two levels is found at a solute–solvent distance

of about 3.0 Å, which is in line with the peak position of the first solvation shell identified

for Cl–Ow on its RDF in the product region as shown in Figure  4.7 . Thus, in accord with a

tighter solvation–shell structure, the polarization energy is also consistently corrected.

139



Figure 4.8. Decomposition of polarization energy to each water molecule
around the chlorine atom: AM1/MM (squares), chaperone polarization energy
(triangles), and B3LYP/aug cc–pVTZ/MM (circles).

4.5 Outlook

Due to the important roles played by intermolecular polarization in simulations of condensed–

phase reactions, the ability to reliably predict molecular polarizability has been identified

as one of the key elements for designing the next–generation SE methods [  142 ]. Despite an

impressively diverse collection of ingenious efforts in method development in this area, the

related issues have not been fully resolved in a satisfactory manner. Within a QM framework,

Clark and co–workers [ 139 ] adopted a post–self–consistent–field reparametrization strategy,
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where the expectation value of polarizability is fitted to experiments by reparametrizing

the related dipole and quadruple types of integrals reusing the density matrix variationally

converged from the standard SE calculations. Although offering accurate molecular po-

larizabilities for modeling quantitative structure–property relationship (QSPR) [  139 ], their

reparametrized variational treatment lacks a consistent incorporation of the improved po-

larizabilities into SE Hamiltonians for conducting condensed–phase calculations. The CPE

[ 142 ], [  186 ] and PMO [  149 ] methods, on the other hand, improve polarizability by directly

modifying SE Hamiltonians and wave functions; because both methods build chemical–

environment information into polarizability, either through charge–dependent response den-

sity [  142 ], [ 186 ] or through more polarizable wave functions enabled by additional atomic

basis functions [ 149 ], they offer promising cures for the underpolarization problem at a more

fundamental level. As the parametrized versions of CPE and PMO methods rely on fitting

of gas–phase polarizabilities for stationary species in molecular databases, their applicability

to free energy simulations of condensed–phase reactions has yet to be determined; often the

quality of polarizability fitting has to be offset by the competing objective of obtaining de-

sirable condensed–phase properties [  149 ]. In comparison to these QM–based strategies, ML

has recently been used as a pure classical fitting tool to generate highly accurate gas–phase

molecular polarizabilities for druglike stable molecules [  38 ]. Because of its nonreactive na-

ture, there is a similar question whether the resulting AlphaML model can be directly used

for simulating chemical reactions in condensed phases.

Compared with these existing approaches, the dp–QM/MM method we present here of-

fers a few advantages. First, our method is a condensed–phase QM/MM technique, where

we focus on recovering the proper polarization response for the solvated SE wave func-

tions. In terms of fitting condensed–phase properties, our method is connected in spirit

to the strategy employed by Gao and co–workers when developing dipole preserving and

polarization–consistent charges (DPPC) [  166 ]. In the DPPC method, polarizability is intro-

duced as an additional constraint to serve as a vehicle for fitting condensed–phase atomic

charges that are needed to preserve the induced dipole effect [  166 ], whereas in dp–QM/MM,

we directly fit chaperone polarizabilities and use them explicitly in polarization calculations.

Second, the use of classical polarizability in dp–QM/MM allows us to construct a chaper-
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one polarization energy term in the Hamiltonian with consistent nuclear gradients available,

with which MD can be conducted for polarization–corrected free energy simulations. Third,

our polarizability fitting is reactive, as we use ML to fit condensed–phase polarizabilities as

a function of CV–based reaction coordinates along the MFEP. The free energy simulation

results for the Menshutkin reaction and the related analyses indicate that the improvements

made to the free energy profile are associated more with the newly incorporated physics

than with the parametrization itself. As chaperone polarizabilities are applied in a correc-

tive manner to recover the missing polarization that is mainly caused by the use of limited

basis sets, the base level in the dp–QM/MM method is not limited to SE/MM; one can also

apply the method between two AI/MM levels to produce the large–basis–set polarization

results at the cost of a small–basis–set simulation.

There are still a few limitations in our current implementation of the dp–QM/MM

method. First, in this work, only QM atoms are polarizable by MM charges, but not vice

versa. One future direction is to extend the method to make it work with polarizable MM

particles, with which the chaperone polarizabilities would become visible to the MM polar-

izable centers as well for mutual polarization. Second, in the present formalism, although

QM atoms host classical polarizabilities, we do not allow them to interact with each other

and therefore their mutual presence does not perturb the SE Hamiltonian to directly make

the wave function more polarizable; this omission is made in part to avoid double count-

ing for the solute–solute (QM–QM) intramolecular polarization, which is already covered

by the SE wave function calculation. The magnitude of the error for neglecting this in-

tramolecular chaperone polarization contribution is yet to be quantified. With short–range

polarization properly damped, intramolecular chaperone polarization energy can be other-

wise incorporated in induced dipole calculations based on the electric fields created using

QM atomic charges, which would eventually lead to a perturbed SE wave function through

the familiar Fock matrix modification procedure. Third, in this work, the target chaper-

one polarizabilities are determined approximately using implicit solvation calculations (e.g.,

with PCM). This choice, compared with explicit QM/MM, is technically more convenient for

solution–phase systems with regard to a consistent electrostatics treatment when computing

polarizability at both the SE and AI levels. For the method to be applied to heterogeneous
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systems, such as enzymes, determination of chaperone polarizabilities using an explicit MM

representation of the environment needs to be tested. Fourth, in our ML model, we place

quantum mechanically prepartitioned atomic polarizabilities in the output layer of the ANN

as targets for the ML fit. An alternative strategy is to leave decomposition of molecular

polarizability to ML as a pattern–recognition task. For example, the AlphaML approach

developed by Wilkins et al. [  38 ] uses a symmetry–adapted Gaussian process regression (SA–

GPR) model, which contains atomic–centered kernels that naturally yield additive atomic

polarizabilities as a byproduct when fitting molecular polarizability as the direct observ-

able for nonreactive charge–neutral systems. Decomposition of chaperone polarizabilities

with ML can be tested for dp–QM/MM in the future; the requirement of reactive fitting,

however, could make our case more challenging for the ML–based partition than with the

physics–based prepartition scheme. Fifth, in our ANN model, only a few essential internal

coordinates of the solute are used as input features, with which the symmetry of permuta-

tional invariance is not strictly imposed. Although this simple input scheme seems to work

well for the Menshutkin reaction, it is highly desirable to extend input features using a gen-

eralized chemical environment representing scheme (e.g., SOAP [  187 ]) so that solvent and

other local coordinates can be treated in a permutationally invariant manner when needed.

Due to a strong correlation between polarizability of a species and its charge state, which

forms the foundation of the CPE–based response density method [ 142 ], it would be valuable

to develop a charge–dependent ML–polarizability model that allows atomic charges to be

explicitly incorporated in the input features; as population charges are considered a gen-

eral property of QM wave function, the use of QM charges as input would also make the

model more transferrable across different chemical situations. For the Menshutkin reaction,

the charge–dependent scheme seems to be promising because the evolvements of Mulliken

charges also synchronize well with the chemical–bond–based reaction coordinate (see SI.10

of  B.3 ). Sixth, as shown in the MFEP and RDF results for the Menshutkin reaction, the

chaperone–polarizability treatment mainly improves the description of solute–solvent inter-

molecular interactions, but its impact on improving intramolecular interactions in the solute

is rather limited. A combination of our recently developed intramolecular reaction path force

matching (RP–FM) methods [  26 ], [  28 ] and the dp–QM/MM method is expected to improve
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both intra– and intermolecular interactions at SE/MM levels in a more balanced way. Fi-

nally, the idea of chaperone polarizability could also be applicable to pure SE simulations,

for example, through the linear–scaling framework [ 141 ], for improving their predictions of

condensed–phase bulk properties.

4.6 Concluding Remarks

In this paper, we have presented the dp–QM/MM method, a dual–level method that uti-

lizes polarization–adequate AI information to guide an underpolarized SE method to respond

properly to MM electric fields in SE/MM calculations. Formulated in a hybrid framework,

the dp–QM/MM method corrects the underestimated polarizabilities at the SE/MM level

to their condensed–phase AI targets along the MFEP by a set of ML classical chaperone

polarizabilities. For the Menshutkin reaction we tested, the dp–QM/MM method greatly

improves the quality of the free energy results to a level comparable to the AI/MM and

experimental benchmarks. Overall, this method offers a new strategy for an improved de-

scription of intermolecular polarization in SE/MM free energy simulations. We expect to see

further applications of this method to complex chemical and biochemical reactions, where

the role of polarizability can never be underestimated.
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4.7 Appendix

The system describing electrostatic interactions is defined as a collection of point charges

and polarizable sites on which non-permanent dipoles are induced in response to the in-

stantaneous electric field experienced at each site. Here, a chaperone polarizability, denoted

by ∆αC
i , can be assigned to each polarizable site i, to describe the correction needed at the

indicated center in response to electric polarization. Assuming a linear response, a corrective

induced dipole will be created at each QM atom center, as a result of polarization of the

chaperone polarizability by the electric field acting on it,

(4.9)

where µind
i is the corrective induced dipole generated at the QM atom i. In Eq. (  4.9 ),

Etot
i , Eind

i , and E0
i represent the total, induced, and permanent electric fields at QM atom

i, respectively; note that in our current treatment, the chaperone polarizabilities are only

added on the QM atoms to compensate for the missing QM/MM polarization, therefore

neither polarization of MM atoms nor induced dipole-induced dipole interactions among

QM atoms are considered, which makes the induced electric field contribution vanish (i.e.,

Eind
i = 0), and consequently the total electric field Etot

i is the same as the permanent electric

field E0
i caused by the MM charges. For a QM subsystem of N chaperone-polarizability

hosting atoms, the polarization energy correction is:

(4.10)

Note that the total polarization energy correction in Eq. ( 4.10 ) is derived from the

corrective induced dipoles and is equivalent to the expression in Eq. (  4.2 ) that directly uses

polarizabilities. The permanent electric field E0
i in Eq. (  4.10 ) collects the electric fields

(coulomb force per unit charge) generated at QM atom i by the point charges on the MM

atoms (denoted Q) within a sufficient cutoff of 12 Å, with each of its Cartesian component

(in the x, y, and z directions) expressed as:

145



(4.11)

Following the conventional notation of the interaction tensor between a pair of point

charges at centers i and j, the many-body interaction tensor for interacting multipoles can

be obtained by applying a derivative operation repeatedly: [ 169 ]

(4.12)

where the zeroth-order tensor T ij is given as the reciprocal of the distance between centers

i and j (denoted rij):

(4.13)

The first-order tensor describing the permanent electric field in Eq. (  4.11 ) is then given

as:

(4.14)

Conveniently, one can write the first-order many-body interaction tensor in a vector form:

(4.15)

where rij denotes the vector pointing from center j to center i:
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(4.16)

Based on Eqs. ( 4.12 ,  4.13 ,  4.14 ,  4.15 ,  4.16 ), the second-order many-body interaction

tensor T(2) used in Eq. (  4.7 ) and Eq. (  4.8 ) for computing the chaperone gradients can be

written explicitly as:

(4.17)
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5. REACTION PATH–FORCE MATCHING IN COLLECTIVE

VARIABLES AND DOUBLY POLARIZED QM/MM WITH

MACHINE LEARNING CHAPERONE POLARIZABILITY

Accurate calculations of free energy are essential for deeper mechanistic chemical under-

standing. In this work, we cycle between two strategies: Reaction Path–Force Matching

in Collective Variables and Doubly Polarized QM/MM with Machine Learning Chaperone

Polarizability to directly correct the potential of mean force generated in collective variables,

while correcting the intermolecular reaction of QM atoms to the MM electric field. Enabled

with machine learning, a holistic correction based on intra and intermolecular corrections

is developed to be used as an efficient, accurate and robust method for simulating solution

phase chemical reactions. We apply this method to the Menshutkin reaction in aqueous so-

lution and show that ML can improve the accuracy and physics of SE–QM/MM simulations,

while maintaining a significant reduction in computational costs.

5.1 Introduction

The free energy of a chemical reaction is a central quantity that governs the thermo-

dynamics of a reaction related to the barrier height and kinetics of a chemical reaction.

Regarding chemical reactions in solution, free energy calculations can be enabled with the

combined quantum mechanical and molecular mechanical (QM/MM) approach [ 1 ], [  13 ]–[ 16 ],

in which computationally intensive QM calculations are applied to the reactive region, in

which efficient MM calculations are applied to the remainder of the system. To quantify

the free energy of the reaction, the potential of mean force (PMF) in collective variables

(CVs) along a reaction path can be determined with statistical sampling during molecular

dynamics. In particular, one such sampling method is the string method [ 22 ], in which CVs

are accelerated to the chemically relevant minimum free energy path (MFEP), where inte-

gration of the mean forces in CVs along the resulting MFEP [  11 ], [  67 ] is used to obtain the

PMF. Despite the advantages of the string method in avoiding sampling on a full free energy

surface, sampling with high accuracy ab initio QM/MM (AI/MM) sampling are computa-
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tionally prohibitive due to the daunting computational costs. Therefore, as an alternative to

using expensive AI/MM methods, semiempirical QM/MM (SE/MM) methods [ 8 ], [ 23 ] can

be used to efficiently approximate the reaction free energy at the expense of accuracy.

Alternatively, higher accuracy PMFs can be achieved with the efficiency of an SE/MM

method by using Reaction Path–Force Matching in Collective Variables (RP–FM–CV) [ 26 ],

[ 28 ], a multi–level approach that restores the highly accurate AI/MM–free energy forces by

using explicit SE/MM forces on CVs as a steppingstone. This involves a translational and

rotational invariant fit of the free energy force, which can be determined by transforming

the Cartesian force vector to internal forces on CVs expressed in redundant coordinates

[ 43 ]. Once linearized, the resulting force correction can be supplemented onto CVs with a

grid–based cubic spline function [  75 ]. The application of RP–FM–CV for condensed phase

reactions shows that errors in CV forces are significantly reduced, which leads to an improved

PMF and MFEP which is comparable to experimental results.

Machine learning (ML) is a rapidly growing tool in the field of multi–level QM/MM

molecular dynamics where many input features are considered for fitting, which is other-

wise nontrivial for traditional interpolation/extrapolation schemes [  34 ], [  69 ]. Therefore, as

an alternative to force matching each CV with a single dimension grid–based cubic spline

function, we extend the RP–FM–CV strategy to ML to develop a multidimensional force

correction that explicitly accounts for potential coupling between CVs. To do this, we first

reconstruct the internal force correction in CVs with the formulation of the RP–FM–CV

method. Second, an artificial neural network (ANN) is trained to predict the internal force

corrections from a combination of pairwise distances of the molecule as input features. Fi-

nally, explicit SE/MM forces in CVs are updated on–the–fly to AI/MM quality in string

simulations with the aid of a trained ANN. In summary, a highly accurate PMF is achieved

with ML corrections, with a multidimensionally defined internal force correction in CVs.

Previous studies have shown that force matching (FM) in collective variables (CV’s)

significantly corrects the structure of CVs without correcting the solvent structure, where a

doubly polarized correction to polarizability improves the intermolecular interactions without

correcting the reaction path. More precisely, while the correction of the total force on

the CV’s significantly corrects the semiempirical (SE) structure from a single point force
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calculation, the response of the solvent to the structural change in molecular dynamics is

not necessarily considered. This behavior is represented by an additional stabilization of

free energy from the polarization correction, in which structural changes in the CV’s on the

reaction path are only marginally altered.

To overcome the omitted portions of both the RP–FM–CV and dp–QM/MM approaches,

we combine both strategies to achieve a holistic correction within the framework of a consis-

tent intramolecular and intermolecular correction. Against this background, the combination

of polarizability and internal force corrections is not straightforward since the attraction and

repulsion between CV and MM atoms are also indirectly included in the polarizability cor-

rection. Therefore, the contribution of the polarizability correction in CV’s must be removed

to achieve a purified internal force correction that exclusively restores the total force in CV’s.

Overall, the combined correction is performed iteratively, as a FM correction is required on

a polarizability corrected reaction path. This is achieved by first correcting the molecular

polarizability with chaperone atomic polarizabilities and equilibrating the system, which is

then followed with an update to low–level Cartesian SE forces for CV atoms. This allows

force contributions from the polarizability and the permanent electric field to be included into

the internal force correction, which is determined by computing the difference between the

resulting polarizability corrected force and high–level ab initio (AI) force. Specifically, the

forces from the polarizability and the permanent electric field are determined by differentiat-

ing the weights and biases of the artificial neural network (ANN). Together, the polarizability

correction on QM atoms and the internal force corrections in CVs are retrained in the ANN

to simultaneously consider the intramolecular and intermolecular corrections in molecular

dynamics. Such an approach is essential for mechanistic studies in enzyme reactions, as

free energy in the substrate is influenced by a dynamic local environment that is subject to

conformational changes in the presence of charged residues. As such, in addition to speeding

up the calculation the main aim of this study is to consistently correct the CVs with the

appropriate response to the environment to achieve a robust calculation that is consistent

with pure AI calculations.

The outline of the work is as follows. First, we describe the key equation needed to

obtain the internal force correction from an ANN and then we discuss the key equations for
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the chaperone polarizabilities. Then we discuss the computational tools used to implement

the combined/MM approach, followed by a discussion of the results and conclusions.

5.2 Methods

In the present study, we analyze the internal force correction in CVs (∆Fc
i ) from ML

defined as

(5.1)

where FAI/MM
i and F

SE/MM
i represent the internal force of CV i, determined at the AI/MM

and SE/MM levels, respectively. To determine the AI/MM and SE/MM internal forces on

CVs, the Cartesian forces of the QM system are converted to internal forces expressed in

redundant coordinates, as outlined in the RP–FM–CV strategy. This conversion requires a

coordinate transformation procedure which relies on Wilsons B–matrix [  80 ], where the QM

molecule is defined with all pairwise distances in the molecule.

Next, chaperone polarizability corrections are defined as

(5.2)

where α
AI/MM
i and α

SE/MM
i represent the chaperon polarizability of QM atom i, deter-

mined at the AI/MM and SE/MM levels, respectively. To determine the chaperone cor-

rections, atomic polarizabilities at the AI/MM and SE/MM level are computed using the

Hirshfeld partitioning scheme as outlined in the dp–QM/MM strategy. This computation

requires the application of an external electric field on the QM molecule, where changes in

dipoles are used to compute the atomic polarizabilities.

One advantage of ML is the ability to learn internal force corrections in CVs and chaper-

one polarizabilities with a combination of input features. Furthermore, force/polarizability

specific models can easily be combined together with separate models, after the corrections

are determined. Next, we discuss the implementation of ML for predicting both the in-

ternal force corrections in CVs and chaperone polarizabilities during molecular dynamics.

151



Moreover, to capture reaction coordinate dependence of the corrections, we determine ∆Fc
i

and ∆αc
i on–the–fly during QM/MM simulations through ML. Specifically, an ANN is used,

which takes molecular features as input and is optimized through a hidden layer to predict

the internal force corrections in the output layer. When a hyperbolic tangent activation

function is used in each of these two–layer ANNs, ∆Fc
i and ∆αc

i in the output layer can be

written in a general form as:

(5.3)

where pk denotes the kth input feature among a total of M input features, WH
j,k and bH

j

are the weights and biases in the hidden layer that consists of L nodes, and WO
i,j and bO

j are

the weights and biases in the output layer. Once determined, a multidimensionally defined

internal force correction and chaperone polarizabilities can be determined with the ANNs to

correct the PMF and MFEP.

5.3 Computational Details

To validate the ML approach, the Menshutkin reaction [  45 ] in solution between methyl

chloride and ammonia is used as a prototype system. In this simulation, the QM system is

solvated in a cubic periodic box of To validate the ML approach, the Menshutkin reaction

[ 45 ] in solution between methyl chloride and ammonia is used as a prototype system. In

this simulation, the QM system is solvated in a cubic periodic box of 50 × 50 × 50 Å3

with modified TIP3P [  108 ] waters, in which van der Waals interactions between QM and

MM atoms are adjusted to Lennard–Jones equations [  49 ], [  85 ] for the Menshutkin reaction

using standard CHARMM force fields [ 110 ]. In addition, the SHAKE algorithm [  112 ] is used

to constrain the internal geometries of water. Furthermore, long–range electrostatics for

MM/MM and QM/MM interactions are treated by Particle Mesh Ewald (PME) [  113 ] and

QM/MM–PME [  114 ], [ 115 ] where interactions are smoothly attenuated from 12 to 13 Å with
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a switching function. In order to reduce system distortions, SBOUND, a harmonic spherical

restraint is used to prevent solute drifting. For free energy calculations with the string

method, the CVs composed of forming (rN–C) and breaking (rC–Cl) bonds are restrained

in addition to an angle stabilizing CV (rN–Cl) with a force constant of 1,000 kcal/mol/Å

and are evenly discretized into 16 images along the reaction coordinate. Under constant

temperature and pressure at 298.15 K and 1 atm, with a time step of 0.25 fs, each image is

sampled for 20 ps, with configurations saved every 4 ps. The projection, reparameterization,

and evolvement of the paths, as well as integration of the PMF follows the string method

developed by Maragliano et al. [  22 ]. For all simulations AM1 [ 24 ] is chosen as the base

SE/MM method where the B3LYP method with the 6–31+G(d,p) basis set [  122 ], [  124 ] is

selected as the AI/MM method. Based on sampled configurations from molecular dynamics

with the CHARMM (version c42a2) program [ 110 ], the Gaussian16 program [ 188 ] is used to

calculate the SE/MM and AI/MM forces and polarizabilities, where atomic polarizabilities

are computed with Hirshfeld partitioning. For ANN training, Tensorflow [  40 ] is used to train

CV input features to the target internal force corrections, where 19 and 22 neurons are used

in a 2–layer ANN for RP–FM–CV and dp–QM/MM respectively. To linearly minimize the

weights and biases of the ANN, the hyperbolic tangent function is used. ANN verification

for over–fitting is evaluated by randomly dividing the samples into training, validation, and

testing data sets, where 80% of samples are used for ANN training, where 20% of samples

are used for the validation and testing data sets.

5.4 Results

5.4.1 Molecular Polarizability

In this work, the molecular polarizability is calculated with explicit solvent for the Men-

shutkin reaction along a force matched reaction path at both the B3LYP/MM and AM1/MM

levels of theory (Figure  5.1 ).

The results of the force matched AM1/MM polarizabilities with explicit solvent confirms

the underestimation of molecular polarizability, with an underestimation of ∼51% compared

to B3LYP/MM. According to AM1/MM theory, the molecular polarizability ranges between
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Figure 5.1. The solution–phase molecular polarizabilities as a function
of the reaction coordinate for the Menshutkin reaction are shown for AM1
(squares), B3LYP/MM (circles), and their difference (triangles). The means
(solid curves) and standard deviations (vertical bars) are calculated based on
the samples within each string image.

2.0–4.6 Å3 along the reaction path, while the B3LYP/MM molecular polarizability ranges

between 5.1–7.3 Å3. From semiempirical configurations, the largest molecular polarizability

at both levels of theory is located in the half–formed NC and half broken C–Cl bonds (z

= 0.48), since charge separation at the transition generates a large dipole. In contrast, the

largest difference in molecular polarizability between B3LYP/MM and AM1/MM is observed

in the product state when the chlorine anion is completely dissociated from the methyl

group (z = 1.0). The non–uniform difference along the reaction path illustrates the dynamic
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evolution of the molecular polarizability from charge neutral to charge separated species of

the Menshutkin reaction. At the AM1/MM level of theory, the molecular polarizability in the

reactant state differs on average by ∼2.5 Å3 compared to the benchmark B3LYP/MM level,

which is 0.8 Å3 lower than the average product state polarizability of ∼3.3 Å3. In particular,

the presence of a flattened polarizability difference between the AM1/MM and B3LYP/MM

polarizability is noticed between the reactant and product along the force matched reaction

path with explicit solvent (z = 0.55). The flattened difference between the two calculations is

considered to be the result of a more explicit calculation, in which solvent molecules within

12 Å are included, rather than using an approximate representation with the continuum

solvation model. In addition, a decrease in the polarizability difference can be attributed

to the combined effects of explicit solvents and the modified reaction path from the force

matching procedure. In general, the aim of this study is to correct the polarizability difference

of two levels for a more heterogeneous local environment in molecular dynamics. Therefore,

a correction derived from an explicit representation of the local environment is sought after

with the aid of an artificial neural network. In this study, chaperone corrections from the

artificial neural network are able to reduce the original AM1/MM molecular polarizability

error by a factor of more than 25 from 2.96 to 0.11 Å3 (Figure  5.2 ).

Therefore, in combination with the force matching procedure, where collective variables

are directly fit, B3LYP/MM intermolecular interactions are successfully corrected with the

artificial neural network during updated free energy string sampling.

5.4.2 Atomic Chaperone Polarizability

The atomic chaperone polarizabilities are calculated along the force–matched reaction

path with explicit solvents using Hirshfeld partitioning (Figure  5.3 ).

In particular, the correction of the chaperone chlorine anion shows the largest source of

error in AM1/MM calculations, as it requires the largest correction of ∼2.5 Å3 in the prod-

uct state. For other notable polarizability corrections on CVs, a positive peak is observed

for nitrogen with the largest positive error in the transition state, in which a corresponding

negative correction begins to develop for the carbon atom (z = ∼0.5). The results of this
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Figure 5.2. The regressions of molecular polarizabilities from AM1 (square
with a dashed line) and from the chaperone–corrected AM1 (AM1+∆αC);
circles with a solid line) against those from B3LYP/MM are shown, along with
the corresponding root–mean–square errors (RMSEs) relative to the B3LYP
reference values.

study show the consistent underestimation of the AM1/MM polarizability for nitrogen along

the force matched reaction path, while an overestimation of the polarizability is computed

for carbon after the transition state. This observation is related to the flattened polarizabil-

ity difference near the transition state (z = 0.48). In contrast, the chaperone corrections

for hydrogen are not as significant, as the chaperone corrections are smaller in magnitude

than the corrections to CVs. However, a larger polarizability correction is observed for the

hydrogens on ammonia in the reactant before the ammonia is complexed with the methyl
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Figure 5.3. The polarizabilities of atomic chaperones as a function of the
reaction coordinate for each solute atom in the Menshutkin reaction.

group of methyl chloride. Due to the greater exposure of these hydrogens to nearby solvent

molecules, a greater correction is observed for hydrogens on ammonia, while the polarizabil-

ity correction of the hydrogens on carbon are more quenched, as it is more buried in the

inner atoms of the molecule. The chaperone corrections determined by explicit solvent for

force–matched results are comparable to those determined by PCM, with the exception of

increased variability in computed polarizabilities from using explicit solvent, in addition to

molecular polarizability differences at the transition state for CV atoms, due to the loosening

of the transition state in the force–matched reaction path.
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5.4.3 Internal Force Correction in CVs

After equilibrating the simulation with the chaperone polarizabilities, a mean force cor-

rection in CVs is fit to B3LYP/MM forces with Reaction–Path Force–Matching (Figure  5.4 ).

Figure 5.4. Internal force corrections for the Menshutkin reaction in solution
on CVs (i.e., the NC, C–Cl and NCl bonds) using the AM1/MM level as the
base level and the B3LYP/MM level as the target level with the 6–31+G(d,p)
basis set.

In particular, the difference between B3LYP/MM and AM1/MM internal forces on re-

strained CVs is determined by decomposing the Cartesian forces of the QM system to 36

pairwise distances with Pulay’s procedure. The internal force correction is then determined

after the chaperone correction to achieve a mean force correction in configurations containing

enhanced intermolecular interactions at the B3LYP/MM level. Compared to previous work,

the magnitude of the internal force corrections in N–C and C–Cl is diminished , with the
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addition of chaperone corrections and partitioning of the internal force corrections to N–Cl.

The observed inverse relationship between N–C and C–Cl along the reaction path is consis-

tent with previous results, even with the addition of the negative internal force correction

for N–Cl in the product. The large correction in the reactant leading to the transition state

shows that a large internal force correction is required, i.e., for the dissociation of C–Cl and

complexation of N–C, where the opposite effect is seen to a lesser extent for N–C formation

and C–Cl dissociation after the transition state. As for the AM1/MM error to B3LYP/MM,

the N–C and C–Cl CVs have a correlation greater than 10 kcal/mol/Å, where the N–Cl

error for stabilizing the reactant/product contains a much smaller error of 6.75 kcal/mol/Å.

The smaller error for N–Cl suggests that stabilizing the charge–separated product state in

solution with AM1/MM is more problematic than stabilizing starting reactants which are

neutral, a similar problem with the molecular polarizability error. To fit these forces, internal

force corrections are trained to an artificial neural network instead of cubic spline functions.

This application of internal force correction is advantageous, as it allows restrained contrac-

tion/expansion of CVs along the reaction path, such as N–Cl, to be fit to input features,

as opposed to unidirectional bond shortening/lengthening, i.e. for N–C and C–Cl. Overall,

internal force corrections on restrained collective variables are fit to within 1 kcal/mol/A

for chaperone corrected samples, with the use of a force matching artificial neural network

(Figure  5.5 ).

5.4.4 Comparison of MFEPs and Free Energy Profiles

The string optimized minimum free energy paths are compared for both the AM1/MM

and the combined/MM approaches (Figure  5.6 ).

In particular, the combined/MM reaction path for all images along the string is loosened,

starting with a loosened N–C and C–Cl bond distance in the reactant. Regarding the

product, a loosening of the C–Cl bond is observed, where N–C is shown to shorten only

slightly. This is in contrast to the dp–QM/MM approach, where no significant changes are

observed to the MFEP after the polarizability correction. For changes along the reaction

path, the loosening of the MFEP from the combined/MM approach are more comparable to
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Figure 5.5. The internal force correlations between the base AM1/MM and
B3LYP/MM using the 6–31+G(d,p) basis set are shown before (red squares)
and after (blue circles). The internal force corrections of RP–FM–CV are
applied to polarization corrections; the corresponding trend lines are shown
as dashed and solid lines. The internal force deviations (∆F; in kcal/mol/Å2)
between the base and target levels, before (red) and after (blue) force matching,
are shown for comparison.

the results of RP–FM–CV. Therefore, changes in the MFEP can be attributed towards the

correction from intramolecular force matching rather than the correction to polarizability in

the combined/MM approach. Nevertheless, while the path is loosened, the location of the

transition state is changed compared to RP–FM–CV, since only N–C is loosened, where the

length of the C–Cl bond is unchanged. This notable shift in the location of the transition

state is directly related to enhanced solvation through the polarizability correction. Overall,

the combined/MM effects are the direct result of intramolecular corrections on intermolecular

corrections, all of which are related to improved geometry, solvation, and the resulting free

energy profile from updated string sampling (Figure  5.7 ).

The free energy profile that results from the combination of chaperone polarizabilities

with the internal force correction on CVs shows that the barrier height is significantly re-

duced, from about 30 kcal/mol to about 13 kcal/mol. Compared to our previous work, this

dramatic change in barrier height can be attributed to the direct fit of the mean force in

collective variables. Furthermore, the transition state peak is shifted from z = 0.5 to z =

0.4 towards the reactant, similar to the dp–QM/MM results, where only polarizability is

corrected. Regarding the reaction free energy, the combined/MM correction generates –20
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Figure 5.6. The minimum free energy paths (MFEPs) as a function of
collective variables, i.e., C–Cl and NC bonds, are shown by the AM1/MM
(dashed line) and dp–AM1/MM with the chaperone polarizabilities fitted to
the B3LYP/MM level (solid line). The locations of the free energy transition
state are also marked: AM1/MM (open square) and dp–AM1/MM (open cir-
cle).

kcal/mol of correction. Overall, the reaction–free energy correction is not additive, as the

internal force is applied to the samples corrected by the chaperone polarizability. Therefore,

the shifts and energies of the resulting free energy profile from the combined/MM approach

reflect the balanced mean force correction in the presence of enhanced solvation in the final

reaction path.
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Figure 5.7. The Menshutkin reaction’s free energy profiles as a function of the
reaction coordinate: AM1/MM (dashed line) and Combined–AM1/MM with
polarizabilities corrected to B3LYP/MM (solid line). The error bars associated
with the free energy in the reactant state (α = 0) along the string MFEP are
estimated.

5.4.5 Local Environment and RDF

The radial distribution functions of CV atoms for the combined/MM approach confirm

enhanced solvation around nitrogen and chlorine upon product formation (Figure  5.8 ).

This is similar to previous results for chaperone corrections without force matching. How-

ever, due to the loosening of the transition state from force matching, solvation around the

transition state for chlorine decreases significantly from 1.7 to 1.4 water molecules at 3.5

Å, while solvation around the transition state for nitrogen increases from 1.0 to 1.5 wa-

ter molecules at 3.2 Å. This feature coincides with the resulting transition state from the
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combined/MM approach, in which an unchanged C–Cl distance accompanies a loosened NC

distance. More specifically, a slightly tighter C–Cl distance is more crowded than a loos-

ened distance, thus attributing to lesser solvation. These observations coincide with the

resulting transition state and the shift from the combined/MM approach. A final obser-

vation to note with the combined/MM approach is enhanced solvation for carbon in the

reactant. This contrasts previous dp–QM/MM and RP–FM–CV approaches, since no sig-

nificant changes are seen in solvation for carbon. However, the removal of C3v and linear

restraints is conducive to a more polarizable environment, as hydrogens on ammonia are no

longer uniformly aligned with carbon in the reactant. Overall, the changes in free energy and

string path optimization are observed from direct fits of mean forces in CVs, and as seen in

RDFs, where improved solvation and corresponding changes in the location of the transition

from chaperone polarization correction are also included in the combined/MM approach.

5.5 Concluding Remarks

In combination with modern high computing resources, a dual–level correction is devel-

oped with ML to assist in computational free energy studies for solution phase reactions

where accurate free energy computations are essential for deeper mechanistic chemical un-

derstanding. As an alternative to force fitting to CVs with a grid–based cubic spline function,

we extend the capabilities of the RP–FM–CV method with a chaperone polarizability cor-

rection using ML. With multiple MLs we are able to generate a coupled correction from

CVs which further improves the deviation of forces between AI/MM and SE/MM forces in

CVs along the MFEP and enhances QM solvation to surrounding solvent molecules. More-

over, a consistent correction to solvent is coupled with the correction to CVs, by correcting

polarizability corrected samples with RP–FM–CV. With the combined/MM approach, the

intermolecular corrections are consistently corrected in a physically reasonable manner along

with the intramolecular correction as reflected in the lowering of the overestimated barrier

and free energy in addition to enhanced solvation in the RDFs. Overall, we now have a

validated force matching approach with ML that is more suitable to larger, more complex
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reactions in which many CVs are coupled to the free energy process for heterogeneous local

environments.
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Figure 5.8. The radial distribution functions between the chlorine atom and
water oxygens (Ow) in the reactant (R), transition–state (TS), and product
(P) region of the Menshutkin reaction are shown for AM1/MM (dashed line)
and Combined–AM1/MM with polarizabilities corrected to the B3LYP/MM
level (solid line).
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6. CONCLUDING REMARKS

In summary, this dissertation presents the development and application of various methods

to address key challenges in determining first–principles QM/MM free energy profiles for

chemical reactions in condensed phases. The RP–FM–CV method, an FM–based multilevel

QM/MM approach, is developed to reproduce highly accurate AI/MM free energy profiles by

fitting mean forces on a set of CVs. Furthermore, we compare different RP–FM approaches

to assess their strengths and weaknesses, leading to the establishment of a criterion for

obtaining reliable FEPs. Our findings contribute to a deeper understanding of force fitting

models and offer insights into the implementation of RP–FM strategies in future studies.

To address the underpolarization problem in SE/MM–based free energy simulations, we

present the dp–QM/MM method, which utilizes AI information to guide an underpolarized

SE method to respond properly to MM electric fields. This hybrid framework, employing ML

chaperone polarizabilities, improves the quality of free energy results to a level comparable to

AI/MM and experimental benchmarks. The dp–QM/MM method offers a new strategy for

an improved description of intermolecular polarization in SE/MM free energy simulations,

paving the way for further applications in complex chemical and biochemical reactions.

Finally, we extend the capabilities of the RP–FM–CV method by incorporating a chaperone

polarizability correction using ML. This dual–level correction enhances QM solvation and

generates a coupled correction from CVs, providing a physically reasonable and consistent

correction to both solute and solvent. The combined approach demonstrates its potential

for application to larger, more complex reactions where multiple CVs are coupled to the free

energy process in heterogeneous local environments. In conclusion, this dissertation presents

a systematic and practical strategy for first–principles free energy simulations, opening new

avenues for AI/MM mechanistic studies of complex chemical and biochemical reactions,

where chemical accuracy and statistically adequate free energy sampling are essential for a

deeper mechanistic understanding.
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B. SUPPORTING INFORMATION

B.1 Reaction Path-Force Matching in Collective Variables: Determining Ab
Initio QM/MM Free Energy Profiles by Fitting Mean Force

The following Supporting Information section has been adapted from a previously pub-

lished article (Kim, B., Snyder, R., Nagaraju, M., et al., "Reaction Path-Force Matching in

Collective Variables: Determining Ab Initio QM/MM Free Energy Profiles by Fitting Mean

Force," Journal of Chemical Theory and Computation, 2021, 17(8), 4729-4737) to provide

further details and supporting evidence for the main findings presented in this thesis.
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1. Description of the modified solute/solvent van der Waals interactions by NBFIX in

CHARMM

Following Gao and Xia,
1
 we used the pair-wise Lennard-Jones (LJ) potentials adjusted for the 

Menshutkin reaction to treat the nonbonded van der Waals (vdW) interactions between the QM 

solute described by AM1 (or AI methods) and the MM solvent described by the TIP3P water 

model.  The pair-specific vdW parameters of Gao and Xia
1
 were implemented using the NBFIx 

facility in CHARMM. The LJ potential for computing the vdW interaction between a solute 

atom i and a solvent atom j is:  

12 6 12 6

min, min,

LJ min,( ) 4 2
ij ij ij ij

ij ij ij

ij ij ij ij

r r
E r E

r r r r

 


          
                                  

(S1) 

where the pair-wise parameter ij (which is the geometric mean of the associated atomic

parameters i and j ) and its CHARMM-compatible form min,ijr  are connected through: 

6 6
min, 2 2  ij ij i jr     (S2) 

The CHARMM-compatible parameter min,ijE , which corresponds to the minimum of LJ potential

LJE obtained at min,ijr r , is connected to the pair-wise interaction energy parameter ij and its

associated atomic parameters i and j  through: 

min, LJ min,( )ij ij ij i jE E r        (S3) 
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The i and i parameters used by Gao and Xia
1
 in the original atomic form are given in Table 

S1. The equivalent parameters 
min, ijE  and 

min, ijr , made compatible with the CHARMM NBFIx 

convention through the conversions under Eqs. (S2-S3), are given in Table S2. 

Table S1. The atomic vdW parameters used by Gao and Xia
1
 in their AM1/TIP3P model for 

simulating the Menshutkin reaction
a
 

atom  (Å)  (kcal/mol)

H3N-CH3-Cl 

C 3.4000 0.1000 

N 3.0875 0.1615 

Cl 4.1964 0.1119 

HC 2.0000 0.0700 

HN 0.0000 0.0000 

Water 

O 3.1506 0.1521 

H 0.0000 0.0000 
a
adopted from Table I of Gao and Xia JACS 1993, 115, 9667. 

Table S2. The pair-specific vdW parameters for QM/MM simulations of  

the Menshutkin reaction implemented in CHARMM for the present work
a
 

Pair 
min,ijr (Å)

b
 min, ijE (kcal/mol) 

 solute-solvent 

C-O  3.67373 -0.12333

N-O  3.50084 -0.15673

Cl-O  4.08138 -0.13046

HC-O  2.81763 -0.10318

HN-O  0.00000 0.00000

C-H  0.00000 0.00000

N-H  0.00000 0.00000

Cl-H  0.00000 0.00000

HC-H  0.00000 0.00000

HN-H  0.00000 0.00000

 solvent-solvent 

O-O  3.53643 -0.15210

H-H  0.00000 0.00000

H-O  0.00000 0.00000
a
vdW parameters in the CHARMM NBFIx compatible form are converted 

 from Table S1 using Eqs. (S2-S3) 
b

min,ijr is set to a dummy value of zero when min, 0ijE 
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2. Illustration of Eq. (A15) using its matrix form for spline-based FM in a two-CV case

To help illustrate the implementation of the force matching procedure described in Appendix A, we give the explicit construction of

Eq. (A15) for a specific example (see Appendix A for notations and symbols). For instance, in a case of two bond CVs denoted by
1 2 and r r (N=2), we use a six-point spline grid 

1

grid 6n  (
1

1 grid2 12m n  ) and a four-point grid 
2

grid 4n  (
2

2 grid2 8m n  ) (therefore a 

total of M=12+8=20 spline parameters) for matching the CV internal forces, based on a collection of three configurations (L=3; and 

therefore NL=2×3=6) that assumes the following sample distributions:
1 1 1 1 1 1 1 1 1

5 6 3 4 2 3[ , ] , [ , ],  and [ , ],r r r r r r r r r   and 2 2 2

1 2[ , ] ,r r r

2 2 2 2 2 2

3 4 2 3[ , ],  and [ , ]r r r r r r  . Starting from the linear system defined in Eq. (A15), by plugging in the specific functional form of the

spline mesh defined in Eq. (A4) and Eqs. (A10a-d) for its first derivatives with respect to each of the M spline parameters, we have: 
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where the 20-dimensional column vector f on the left-hand-side of Eq. (S4) denotes the spline 

parameters to be determined and the six-dimensional column vector ΔF on the right-hand-side of 

Eq. (S4) denotes the internal force corrections needed for each of the two CVs in the three 

sampled configurations. Note that in Eq. (S4), although the specific indices on the variables A, B, 

C, and D are omitted for brevity, their values vary with the row/column locations in the related 

matrices and should be computed using Eqs. (A6a-d) by plugging in the actual CV values 

sampled and the corresponding grid points. In a more generic and compact form, Eq. (S4) can be 

written in terms of the dimensions of the block matrices involved: 

1 1 1 1

2 2 2 2

1 1

1 1

m L L m m m L L

m L L m m m L L

          
      

          

0 0 0

0 0 0
(S5) 

for which consistency in dimensionality for the related matrix operations, as presented in 

Eq. (A17), can be verified: 

      2 2 1 2 2 1 1M L L M M M L L M        (S6)
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3. Implementation of internal force correction defined by Yang and co-workers (Wu et al.

JCP 2017, 147, 161732)

To compare the internal forces defined by us through coordinate transformation with those 

defined by Yang and co-workers,
2
 we implemented the internal forces consistent with their 

definition. Because Wu et al.
2
 only gave the expression of the internal force corrections instead 

of the internal forces themselves, we first derive the internal force expressions at both the base 

(SE/MM) and target (AI/MM) levels following their definition of the internal force corrections. 

Adopting Eqs. (A6) & (A7) of Wu et al.
2
  (JCP 2017, 147, 161732), we have: 

 H L corr corr H L corr

C C Cl-C C(Cl) C(N) N-C Cl-C Cl Cl Cl-C Cl

C Cl

ˆ ˆ ˆ ˆ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
0

t t t F t F t t t t t t F t

m m

              
F F r r r F F r

(S7) 

 H L corr corr H L corr

C C N-C C(N) C(Cl) N-C Cl-C N N N-C N

C N

ˆ ˆ ˆ ˆ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
0

t t t F t F t t t t t t F t

m m

              
F F r r r F F r

(S8) 

where F , F, r̂ , and m represents the atomic Cartesian force vector, internal force, unit bond 

vector, and atomic mass, respectively; the detailed definitions of these variables follow the 

original reference of Wu et al. and therefore are not repeated here. Set the Cartesian forces at the 

low (L) level L

C ( )tF , L

Cl ( )tF , and L

N ( )tF in Eqs. (S7) & (S8) to zeros, then the related internal 

force corrections 
corr

C(Cl) ( )F t , 
corr

C(N)( )F t , corr

Cl ( )F t , and corr ( )NF t become the corresponding internal 

forces at the high (H) level: 

 H H H H H
C Cl-C C(Cl) C(N) N-C Cl-C Cl Cl-C Cl

C Cl

ˆ ˆ ˆ( ) ( ) ( ) ( ) ( ) ( ) ˆ( ) ( ) ( )
0

t t F t F t t t t t F t

m m

     
 

F r r r F r
(S9) 

 H H H H H
C N-C C(N) C(Cl) N-C Cl-C N N-C N

C N

ˆ ˆ ˆ( ) ( ) ( ) ( ) ( ) ( ) ˆ( ) ( ) ( )
0

t t F t F t t t t t F t

m m

     
 

F r r r F r
(S10) 

The low-level (L) internal forces can be obtained in the same way: 

 L L L L L
C Cl-C C(Cl) C(N) N-C Cl-C Cl Cl-C Cl

C Cl

ˆ ˆ ˆ( ) ( ) ( ) ( ) ( ) ( ) ˆ( ) ( ) ( )
0

t t F t F t t t t t F t

m m

     
 

F r r r F r
(S11) 

 L L L L L
C N-C C(N) C(Cl) N-C Cl-C N N-C N

C N

ˆ ˆ ˆ( ) ( ) ( ) ( ) ( ) ( ) ˆ( ) ( ) ( )
0

t t F t F t t t t t F t

m m

     
 

F r r r F r
(S12) 

Or more generally, we can omit the level-specific labels from Eqs. (S9-S12) and obtain: 
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 C Cl-C C(Cl) C(N) N-C Cl-C Cl Cl-C Cl

C Cl

ˆ ˆ ˆ( ) ( ) ( ) ( ) ( ) ( ) ˆ( ) ( ) ( )
0

t t F t F t t t t t F t

m m

     
 

F r r r F r
(S13) 

 C N-C C(N) C(Cl) N-C Cl-C N N-C N

C N

ˆ ˆ ˆ( ) ( ) ( ) ( ) ( ) ( ) ˆ( ) ( ) ( )
0

t t F t F t t t t t F t

m m

     
 

F r r r F r
(S14) 

Using the identities Cl C(Cl)( ) ( )F t F t   and N C(N)( ) ( )F t F t  resulting from Eqs. (A2) & (A3) in

Wu et al.,
2
 we re-write Eqs. (S13) & (S14) as, 

 C Cl-C C(Cl) C(N) N-C Cl-C Cl Cl-C C(Cl)

C Cl

ˆ ˆ ˆ ˆ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
0

t t F t F t t t t t F t

m m

     
 

F r r r F r
(S15) 

 C N-C C(N) C(Cl) N-C Cl-C N N-C C(N)

C N

ˆ ˆ ˆ ˆ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
0

t t F t F t t t t t F t

m m

     
 

F r r r F r
(S16) 

We use Eqs. (S15) & (S16) as the working equations to solve the two unknown internal forces 

C(Cl) ( )F t and C(N) ( )F t .  If we set C(Cl)( )F t x and C(N) ( )F t y , Eqs. (S15) & (S16) become: 

 C Cl-C N-C Cl-C Cl Cl-C

C Cl

ˆ ˆ ˆ( ) ( ) ( ) ( ) ˆ( ) ( )
0

t t x y t t t t x

m m

     
 

F r r r F r
(S17) 

 C N-C N-C Cl-C N N-C

C N

ˆ ˆ ˆ( ) ( ) ( ) ( ) ˆ( ) ( )
0

t t y x t t t t y

m m

     
 

F r r r F r
(S18) 

Solving Eqs. (S17) & (S18) by elimination and substitution, we have: 

 

 

N-C Cl-CC Cl-C Cl Cl-C C N-C N N-C

C Cl C N C N C

C(Cl) 2

N-C Cl-C

C Cl C N C

ˆ ˆ( ) ( )ˆ ˆ ˆ ˆ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )1 1

( )
ˆ ˆ( ) ( )1 1 1 1

t tt t t t t t t t

m m m m m m m
F t x

t t

m m m m m

        
       

      
   

      
    

r rF r F r F r F r

r r

(S19) 

 

 

N-C Cl-CC Cl-C Cl Cl-C C N-C N N-C

C Cl C C N C Cl

C(N) 2

N-C Cl-C

C C N C Cl

ˆ ˆ( ) ( )ˆ ˆ ˆ ˆ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( ) 1 1

( )
ˆ ˆ( ) ( ) 1 1 1 1

t tt t t t t t t t

m m m m m m m
F t y

t t

m m m m m

        
       

      
    

      
   

r rF r F r F r F r

r r

(S20)
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4. Comparison of the internal forces defined by Yang and co-workers (Wu et al. JCP 2017,

147, 161732) and those defined by us through redundant internal coordinate

transformation

In this section, we compare the internal forces obtained by following Wu et al.’s definition [see 

Supporting Information Sec. 3 (SI.3) above] and our own definition through redundant internal 

coordinate transformation, which is used in the RP-FM-CV formalism. Note that based on Eqs. 

(S19) & (S20), which are derived from Wu et al.’s definition, the internal forces on the broken 

and formed bonds in the Menshutkin reaction depend only on the Cartesian forces of the three 

atoms involved in the two CV bonds. By contrast, our definition of the internal forces on the 

CVs is significantly different from theirs in this respect. In RP-FM-CV, we obtain the internal 

forces on the CVs by using redundant internal coordinate transformation, where the 

determination of internal forces on the two CV bonds involves not only the CVs but also other 

internal degrees of freedom in the redundant coordinate system. The use of this transformation 

makes the CV forces non-trivially dependent on the Cartesian forces from the non-CV atoms. In 

other words, our treatment distributes the Cartesian forces to a specific internal degree of 

freedom by explicitly considering its coupling to all other internal coordinates, which by 

construction jointly form a non-orthogonal coordinate set; the coupling between the CV and non-

CV internal degrees of freedom would otherwise be ignored if the internal forces on the CVs 

only depend on the Cartesian forces on the CV atoms. For simple one-bond CV cases, the 

internal forces resulting from the two formalisms are similar, but differ by a few mass factors for 

a non-homonuclear bond, which can be traced back to the different philosophies of using a 

trajectory/position matching strategy by Wu et al.’s Eqs. (2-3) and our directly using the force 

matching strategy; for a single homonulear diatomic bond, both converge to the projection 

operator formalism,
3
 which determines the internal force by projecting the total Cartesian force 

along the bond vector (see SI.5). For cases using multidimensional CVs, however, neglecting the 

couplings between the CVs and other internal degrees of freedom, which are needed for 

completing the coordinate system, could lead to qualitatively different internal forces.  

To examine the consequences of internal force evaluation under these different definitions, we 

computed the internal forces on the two CV bonds in the Menshutkin reaction, i.e., the N-C and 

C-Cl bonds, by following Wu et al.’s definition [i.e., using Eqs. (S19) and (S20)], and compared

them with our RP-FM-CV internal forces determined from the redundant internal coordinate

transformation using our default set of 28 internal coordinates (referred to as “Int28”), whose

definition can be found in Figure 6 in the text. To test our hypothesis that ignoring the couplings

between the CV and non-CV internal degrees of freedom would lead to an incomplete coordinate

system, we also computed the internal forces from the Cartesian-to-internal coordinate

transformation by only including the two CV bonds in the Wilson B-matrix, with which the

coupling between the CVs and the rest of the system is omitted; we refer to this incomplete

coordinate system that uses only two internal coordinates as “Int2”.
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The internal forces on the two CV bonds using Int28, Int2, and Wu et al.’s definition based on 

Eqs. (S19) & (S20) (data referred to as “Yang’17”), are compared in Figure S1, where we show 

the internal forces at both the AM1/MM and MP2/6-31+G(d,p)/MM levels. From Figure S1, we 

can see that when only two internal coordinates are included in coordinate transformation, Int2 

yields very similar internal forces to Yang’17, where both show very large fluctuations at a given 

bond distance. We suspect that these spurious fluctuations of the internal forces are perhaps 

caused by force contaminations from other non-CV degrees of freedom, which cannot be 

removed properly when their couplings to the CVs are neglected. By contrast, as long as the 

coordinate system is complete (e.g., using the Int28 redundant internal coordinate set), the 

resulting internal forces on the CVs are found to be smooth along each bond (and therefore they 

also evolve smoothly along the string MFEP) and display much smaller fluctuations, which seem 

to be more physical. In the bond-dissociation regions, the internal forces along the two CV bonds 

using Int28 gracefully attenuate to zeros at both the AM1/MM and MP2/6-31+G(d,p)/MM 

levels, but with Int2 and Yang’17, significant residual forces as well as large fluctuations are still 

observed even when these chemical bonds are fully broken.   

The force correction terms for matching the internal forces between the AM1/MM and 

MP2/6-31+G(d,p)/MM levels using these three schemes (i.e., Int28, Int2, and Yang’17) are 

compared in Figure S2; the corresponding spline-function-based fits (as described in Appendix 

A) are also show in the same figure for comparison. As the internal forces tend to display large

fluctuations when the coordinate system is incomplete (e.g., Int2 and Yang’17), the internal force

corrections also display much greater fluctuations, which not only makes the spline fits less

accurate, but also generates quantitatively different internal force corrections. For example, the

internal force correction for the N-C bond peaks at 0 kcal/mol/Å when Int28 is used, whereas

Int2 and Yang’17 predict corrections as large as +30 kcal/mol/Å. A similar discrepancy is also

observed for the C-Cl bond in its fully dissociated region (~3.5 Å and beyond). For Int28, the

correction on the internal force in this region is close to zero, which indicates that both

AM1/MM and MP2/6-31+G(d,p)/MM give a flat bond-stretching potential when the C-Cl bond

is fully broken. By contrast, under the Int2 and Yang’17 schemes, the force deviations between

the AM1/MM and MP2/6-31+G(d,p)/MM in the rC-Cl >3.5 Å region are still as large as 20

kcal/mol/Å; the large force deviations in this region imply that the two quantum mechanical

methods, although both well-established, fail to consistently predict a flat potential at the

dissociation limit, which seems rather unlikely.
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Figure S1. Internal forces on the two CV bonds computed at the AM1/MM (squares) and MP2/6-31+G(d,p)/MM (triangles; denoted 

as AI/MM) levels using redundant internal coordinate transformation with 28 internal (Int28) and 2 internal (Int2) coordinates, 

compared with the internal forces following Wu et al.’s definition (Yang’17).  
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Figure S2. Internal force corrections on the two CV bonds for AM1/MM to match with MP2/6-31+G(d,p)/MM using redundant 

coordinate transformation with 28 internal coordinate (Int28) and 2 internal coordinates (Int2), compared with those using Wu et al.’s 

definition (Yang’17). The actual differences in internal forces between the target and AM1/MM levels are shown as open triangles 

(referred to as “Target”), whereas their spline-based fits (as described in Appendix A) (referred to as “Fit”) are shown as solid lines.  
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5. Internal forces obtained for a one-dimensional system using Wu et al. (JCP 2017,

147, 161732) and our RP-FM-CV coordinate transformation, and their relations to the

projection operator formalism for this case.

Although Wu et al.’s internal forces and ours obtained using redundant internal coordinate 

transformation do differ theoretically and numerically for cases that involve non-orthogonal 

multidimensional CVs (e.g, in the Menshutkin reaction; see our detailed discussion in SI.3-SI.4), 

the two internal force schemes become more connected to each other for simpler systems. In this 

section, we show the similarities between the two schemes when they are applied to a one-

dimensional (1-d) internal coordinate case (i.e., only a single bond is included in the coordinate 

system). In particular, we found that for this 1-d case, Wu et al.’s scheme conditionally 

converges to our coordinate transformation scheme as well as to the projection operator 

formalism. We start our derivation from Eq. (7) of Wu et al. (JCP 2017, 147, 161732),
2
 which is 

for the internal force correction of a single bond between atom i and j: 

H L corr H L corrˆ ˆ( ) ( ) ( ) ( ) ( ) ( ) ( ) ( )
0

j j ij j i i ij i

j i

t t t F t t t t F t

m m

            
F F r F F r

(S21) 

where F , F, r̂ , and m represents the atomic Cartesian force vector, internal force, unit bond 

vector from i to j [i.e., ˆ ( )
j i

ij

j i

t





r r
r

r r
] , and atomic mass, respectively; again, the detailed 

notations can be found in the original reference of Wu et al. and are not repeated here. Let the 

Cartesian forces at the low (L) level 
L ( )j tF and L ( )i tF be zeros in Eq. (S21), then the correcting 

(corr) forces between the two levels become the internal forces at the high (H) level: 

H H H Hˆ ˆ( ) ( ) ( ) ( ) ( ) ( )
0

j ij j i ij i

j i

t t F t t t F t

m m

   
 

F r F r
(S22) 

Using the same strategy, we obtain the low (L) level internal forces: 

L L L Lˆ ˆ( ) ( ) ( ) ( ) ( ) ( )
0

j ij j i ij i

j i

t t F t t t F t

m m

   
 

F r F r
(S23) 

After omitting the level-specific labels, we obtain a general expression: 

ˆ ˆ( ) ( ) ( ) ( ) ( ) ( )
0

j ij j i ij i

j i

t t F t t t F t

m m

   
 

F r F r
(S24) 

Using the identity ( ) ( )i jF t F t  resulting from Eq. (5) of Wu et al., we have:
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ˆ ˆ( ) ( ) ( ) ( ) ( ) ( )
0

j ij j i ij j

j i

t t F t t t F t

m m

   
 

F r F r
(S25) 

Solving Eq. (S25) for ( )jF t , we have: 

ˆ ˆ( ) ( ) ( ) ( )

ˆ ˆ( ) ( ) ( ) ( )
( )

1 1

j ij i ij

j i i j ij j i ij

j

i j

j i

t t t t

m m m t t m t t
F t

m m

m m

 


  
 




F r F r

F r F r
(S26) 

Note that the internal force F obtained from Eq. (S26) is mass dependent, which makes it 

resemble but not exact same as the projected force using the projection operator formalism (e.g., 

using Lu, Zhao & Truhlar
3
). By contrast, for a one-dimensional bond case, the B-matrix 

coordinate transformation scheme used in RP-FM-CV is equivalent to the projection operator 

formalism and both are mass independent. In terms of mass dependency of the internal force, Eq. 

(S26) can be rearranged as if one transforms the Cartesian to internal forces in the corresponding 

mass-scaled coordinate systems [note that the mass scaling factor here resembles, but differs 

from the mass-weighted treatment in Fukui’s intrinsic reaction coordinate (IRC),
4
 where each 

Cartesian coordinate is weighted by a factor of m  instead of the atomic mass m itself)]:   

( ) ( ) ( )
ˆ ˆ( ) ( )

j j i
ij ij

ij j i

F t t t
t t

m m
   

F F
r r (S27) 

where ij is the reduced mass for the bond ij,

i j

ij

i j

m m

m m
 


(S28) 

For a homonuclear diatomic bond, where i jm m and
1

2
ij im  , after mass cancellation in

Eq. (S28), Wu et al.’s formalism leads to an internal force expression,

1
ˆ ˆ( ) ( ) ( ) ( ) ( )

2
j j ij i ijF t t t t t     F r F r (S29) 

which is identical to the results using the projection operator and the B-matrix based coordinate 

transformation (as shown below).  

Using the notations compatible with Lu et al.,
3
 the internal force F using the projection operator 

formalism is:    

   
T T1

ˆ ˆ| |
2

ij ij ijF    e e f e f (S30) 
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where f is the Cartesian force vector for the system, and 
ije is a column vector corresponding to 

the bond entry in the B-matrix with ˆ
ije being its unit vector after normalization: 

T

0,..., , , ,0,..., , , ,0,...
i j i j i j j i j i j i

ij

ij ij ij ij ij ij

x x y y z z x x y y z z

r r r r r r

      
  
 
 

e (S31) 

Using the notations consistent with Appendix B in the text, the internal force F obtained directly 

from the B-matrix-based coordinate transformation [a non-redundant transformation in this case 

though; see Eqs. (12) & (14) in Jackels et al.,
5
 for example, for the related formula] is:  

 
TT

1
T T T 1 1

2 2
F

          
uB BuB f B f Bf (S32) 

where uand f is a unit matrix and the Cartesian force vector for the system, respectively. 

Plug Eq. (S31) into both Eq. (S30) and the B-matrix in Eq. (S32), and equate f in Eqs. (S30) & 

(S32) to F in Eq. (S29) (for both represent the Cartesian forces, although using different symbols 

in the related literature), it is straightforward to show that the three formalisms, namely, Wu et 

al. [Eq. (S29), which holds for a homonuclear diatomic bond], the projection operator [Eq. 

(S30)], and the B-matrix coordinate transformation [Eq. (S32)], generate the identical internal 

force. Note that for the 1-d bond CV case, the projection operator and the B-matrix-based 

coordinate transformation are always equivalent, whereas the convergence of Wu et al.’s 

formalism to them is conditional when the related mass factors in Eq. (S27) cancel out. 

Note that for a polyatomic molecular system, the conclusion of the above discussion is still valid 

as long as only a single bond is included in the 1-d internal coordinate system, for which 

cancellation of mass factors for Wu et al.’s scheme only applied to homonuclear diatomic bonds. 

Another special condition for the mass factors in Eq. (S27) to completely cancel out is that if

j i F F , e.g., for a system that contains only two atoms without a total net force, where the zero 

net force on the bond would make the Cartesian forces F on the two atoms also cancel out. Note 

that this condition is not generally satisfied if one has a polyatomic system where the Cartesian 

forces on the two bonded atoms do not necessarily cancel out even if the total net force 

experienced by the whole molecular is zero. Under the two-atom and zero-net-force condition, 

we found that the mass factors cancel out regardless of the mass combinations.  

For example, for a 1-d Harmonic oscillator consisting of two particles, the mass factors in Wu et 

al.’s Eq. (7) [or Eq. (S21) here] would eventually cancel out to make them irrelevant for solving 

the internal force. As we show below, for a Harmonic oscillator, the evaluation of internal force 

using Wu et al.’s Eq. (7) [or Eq. (S21) here] is equivalent to the projected force using a 

projection operator
3
 and to the transformed force using the B-matrix formalism, both of which 

are mass independent. 
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For a two-atom molecular system, Eq. (S26) becomes: 

1 2 12 2 1 12
2

1 2

ˆ ˆ( ) ( ) ( ) ( )
( )

m t t m t t
F t

m m

  




F r F r
(S33) 

If the total system experiences a zero net force, the Cartesian forces on the two atoms cancel out, 

1 2 F F (S34) 

Plugging Eq. (34) into Eq. (33) leads to an internal force independent of mass factors: 

1 2 12 2 2 12
2 2 12

1 2

ˆ ˆ( ) ( ) ( ) ( )
ˆ( ) ( ) ( )

m t t m t t
F t t t

m m

  
  



F r F r
F r (S35) 

which turns out to be a special case of Eq. (S29) when Eq. (S34) holds for zero net force. Given 

the equivalence of Eq. (S29), Eq. (S30), and Eq. (S32), the internal force evaluated for a 

Harmonic oscillator using the three schemes would be identical and all mass independent. 

6. Overall convergence of iterative RP-FM-CV at the B3LYP:AM1/MM level for the

Menshutkin reaction

In addition to the test based on MP2:AM1/MM (see Sec. 5.8 in the text), the B3LYP:AM1/MM 

method was also used to examine the overall convergence behavior of the procedure when 

RP-FM-CV is performed iteratively for multiple cycles. We followed the same simulation 

protocols described in Sec. 5.8, by repeating five cycles of RP-FM-CV each consisting of ten 

iterations of string MFEP optimization and FM. The free energy results and key bond distances 

in TS from the B3LYP:AM1/MM simulations are given in Table S3. We can see that throughout 

the five cycles of RP-FM-CV simulations the free energy barriers and reaction free energies 

obtained at the B3LYP:AM1/MM level display small fluctuations (< 1.0 kcal/mol) about their 

average values at 13.5 ± 0.7 and -26.3 ± 0.5 kcal/mol, respectively. The N-C and C-Cl bond 

distances at the free energy TS throughout the five cycles also fluctuate closely about their 

average values of 2.235 ± 0.013 and 2.231 ± 0.023 Å, respectively. The overall convergence 

behavior is very similar to what we observed from the MP2:AM1/MM simulations. 

Table S3. Computed free energy barriers (ΔG
‡
), reaction free energies (ΔGr), and transition state

geometries for the Menshutkin reaction between NH3 and CH3Cl in water over five cycles of 

RP-FM-CV simulations at the B3LYP
a
:AM1/MM level.  

Cycle ΔG
‡
 (kcal/mol) ΔGr (kcal/mol) N-C (Å) C-Cl (Å)

1 14.7 -27.2 2.213 2.194 

2 13.5 -26.6 2.242 2.224 

3 13.1 -26.2 2.244 2.238 

4 13.1 -25.9 2.239 2.247 

5 12.9 -25.8 2.239 2.253 

Average 13.5 ± 0.7 -26.3 ± 0.5 2.235 ± 0.013 2.231 ± 0.023 
a
using the default 6-31+G(d,p) basis set; see Sec. 5 in the text for the related notation. 
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7. Comparison of solute-solvent pair RDFs from the AM1/MM and B3LYP:AM1/MM

RP-FM-CV simulations

The radial distribution functions (RDFs) for the selected solute-solvent atom pairs (see Sec. 5.9

in the text for description) were also computed at the B3LYP:AM1/MM level in the reactant (R),

transition state (TS), and product (P) regions along the MFEP. Specifically, N-Ow, C-Ow, and

Cl-Ow RDFs are plotted against the original AM1/MM results in Figure S3. Compared with the

MP2:AM1/MM RDFs in Sec.5.9, a similar trend in peak height and position is found at the

B3LYP:AM1/MM level, which confirms the corresponding observation that the physical

description of solvent from the AM1/MM simulation is preserved in the RP-FM-CV simulations.

Figure S3. Solute-solvent radial distribution functions (RDFs) obtained from the RP-FM-CV simulations 

at the B3LYP:AM1/MM level using the 6-31+G(d,p) basis set, compared with the AM1/MM results.  
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8. Consistent AI/MM benchmark results

For the AM1/MM and AI:AM1/MM RP-FM-CV free energy path simulations, we conducted a 

moderate amount of sampling (20 ps sampling per image for the free energy force evaluations in 

each iteration of string MFEP optimization), which was combined with ten iterations of MFEP 

optimization and up to five cycles of RP updates and FM. Under RP-FM-CV, this combination 

has proved to give good convergence on various aspects of the free energy results (see Sec. 5.8 

in the text). However, direct application of the same sampling and iterative protocols to the 

AI/MM MFEP simulations is computationally very demanding, which makes the corresponding 

benchmark impractical to obtain. Without an easy access to the benchmark AI/MM free energy 

results obtained in a consistent manner, we focused on validating the RP-FM-CV method against 

experiments and cross-validating it by varying the choice of AI method (B3LYP, BH&HLYP, 

and MP2) in the AI:AM1/MM simulations. Although a few AI/MM free energy simulation 

results are available in the literature (see Table 1 in the text), their uses of different AI levels, 

simulation protocols, and computer codes make it difficult to directly compare these literature 

results with our RP-FM-CV simulations. Therefore, we decided to obtain our own AI/MM free 

energy benchmark, which is made affordable through a relatively lighter computational/sampling 

requirement, so that we can validate our RP-FM-CV simulations against the consistent 

benchmark under the same simulation conditions.  

For our AI/MM benchmark string simulations, we applied the B3LYP/6-31G(d)/MM method to 

the Menshutkin reaction. To save the computational cost, the relatively small 6-31G(d) basis set 

is used and free energy force sampling is shortened from 20 ps to 1 ps. To further alleviate the 

computational demand, a cutoff treatment is used to handle the non-bonded electrostatic 

interactions by using a cutoff distance of 14 Å. For the setup of the QM/MM system under 

periodic boundary conditions and other simulation parameters, we followed the simulation 

protocol detailed in Sec. 4 in the text.  

To obtain a fair comparison with the AI/MM results, we performed the AM1/MM and RP-FM-

CV simulations under the same setup and sampling duration (i.e., 1 ps). The benchmark 

B3LYP/6-31G(d)/MM MFEP, initiated from the path obtained by the 10
th

 iteration of AM1/MM 

string simulations, is optimized for another 30 iterations of path optimization. Similarly, for the 

string MFEP simulations using RP-FM-CV at the B3LYP/6-31G(d):AM1/MM level, the same 

initial path is used, and we carried out 30 iterations of path optimization consistently for each 

cycle of FM. Including the 10
th

 iteration of the AM1/MM string path, three cycles of RP updates 

are conducted for a total of 100 iterations, where a training set of 300 sampled configurations 

from the last three iterations of each FM cycle is used for force fitting. Since a shorter sampling 

time is accompanied with increased instability for string path optimization and FM, we employed 

a spline under tension technique,
6
 where the force correction is fitted along a scalar variable 

converted from the physical CV bond distances (Kim and Pu, unpublished). Along with the 30
th

 

iteration results from the 1 ps AM1/MM simulation, free energy profiles obtained from the 

B3LYP/6-31G(d):AM1/MM and benchmark B3LYP/6-31G(d)/MM string simulations are shown 
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in Figure S4, where the numerical values for the free energy barrier, reaction free energy, and 

CV bond distances in the free energy TS from these simulations are compared in Table S4. 

Table S4. Free energy barriers (ΔG
‡
), reaction free energies (ΔGr), and transition-state

geometries for the Menshutkin reaction between NH3 and CH3Cl in water, computed by 

AM1/MM and RP-FM-CV at the B3LYLP/6-31G(d)/MM level, compared with the 

B3LYP/6-31G(d)/MM benchmark results and with experiments  

Method ΔG
‡
 (kcal/mol) ΔGr (kcal/mol) N-C (Å) C-Cl (Å)

AM1/MM
a
 40.2 -2.3 2.074 2.303 

B3LYP/6-31G(d)/MM
a
 18.8 -29.4 2.295 2.133 

B3LYP/6-31G(d):AM1/MM
a,b

 18.8 -29.4 2.246 2.249 

Experiment  23.5
c
 -34 ± 10

c
- - 

-36 ± 6
d

a
free energy forces are evaluated based on 1 ps sampling 

b
RP-FM-CV with spline under tension 

c
from Gao JACS 1991, 113, 7796

7
 

d
from Vilseck et al. J. Comput. Chem. 2011, 32, 2836

8
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Figure S4. The benchmark B3LYP/6-31G(d)/MM free energy profile (solid line), compared 

with the AM1/MM free energy profile (dashed line) and the profile obtained from RP-FM-CV 

simulations at the B3LYP/6-31G(d):AM1/MM level (solid line with open circles). For 

comparison, all the string MFEP simulations at these levels were done consistently using 1 ps 

sampling for free energy force evaluation. Both the B3LYP/6-31G(d)/MM benchmark and 

semiempirical AM1/MM free energy profiles were obtained based on the corresponding string 

MFEPs optimized after 30 iterations, whereas the B3LYP/6-31G(d):AM1/MM free energy 

profile was obtained after three cycles of RP updates from the AM1/MM level in the presence of 

FM-derived CV-force corrections. In FM, 300 configurations from the last three iterations of 

AM1/MM (or CV-force corrected AM1/MM) string simulations were used to fit the 

B3LYP/6-31G(d)/MM single-point internal forces on CVs.  

From Figure S4 and Table S4, we found that with a shorter sampling time (1 ps), the original 

AM1/MM simulations display even greater deviations from the experimental and AI/MM 

benchmark results by giving a much higher free energy barrier of 40.2 kcal/mol and an 

overestimated reaction free energy of -2.3 kcal/mol (compared with 30.9 and -10.6 kcal/mol 

from the AM1/MM simulations using 20 ps free energy force sampling). By contrast, by fitting 

the internal CV forces to the benchmark level, our B3LYP/6-31G(d):AM1/MM RP-FM-CV 
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simulations generate a free energy profile that almost overlaps with the B3LYP/6-31G(d)/MM 

benchmark throughout the entire reaction coordinate range (Figure S4). As a result, the 

RP-FM-CV simulations at the B3LYP/6-31G(d):AM1/MM RP-FM-CV level agree perfectly 

with the B3LYP/6-31G(d)/MM benchmark simulations in producing a free energy barrier of 18.8 

kcal/mol and a reaction free energy of -29.4 kcal/mol (Table S4). Similar agreements between 

RP-FM-CV and the B3LYP/6-31G(d)/MM benchmark simulations can also be found in Table S4 

for the key bond distances in the free energy TS.  
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B.2 Accurate Free Energy Profiles in Chemical Reactions: A QM/MM Study
of the Role of Pairwise Repulsive Correcting Potentials in Force Matching

The following Supporting Information section has been adapted from a previously pub-

lished article (Kim et al., "Accurate Free Energy Profiles in Chemical Reactions: A QM/MM

Study of the Role of Pairwise Repulsive Correcting Potentials in Force Matching") to provide

further details and supporting evidence for the main findings presented in this thesis.
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Supplementary Materials 

Section A. 

For the Menshutkin reaction study, we used 300 configurations from MD sampling at the 

AM1/MM method level. For each configuration, 9 solute atoms with 3 Cartesian coordinates 

were used to prepare each separate row of the design matrix ( B  matrix; 27 rows for 1 

configuration). The possible pair types ( typen ) for the reaction were first determined with Eq. 

(S1). 

 
( 1)

2

elements
type elements diatomic

n
n n n

−
=  +

 
(S1) 

where elementsn  represents all solute atoms (N, H, C and Cl) and where diatomicn represents any 

diatomic pairs (H-H). Furthermore, the atomic pairs are constructed based on the separation 

distance between atom i  of pair type   and atom j of pair type  . As such, the 7 pairs in the 

Menshutkin reaction are defined as follows: (1) N-H, (2) N-C, (3) N-Cl, (4) H-H, (5) C-H, (6) C-

Cl, and (7) Cl-H. In order to construct the B  matrix for SVD, a type table (Figure S1) is used to 

map solute atoms to the respective pair type. 

 
Figure S1 

To construct the B  matrix the following computation in Eq. (S2) is implemented for each solute 

atom ( i ), where the sign of the 2nd atom ( j ) is reversed to account for the reciprocal force. 
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e
 (S2) 

Here confign  is the number of sampled configurations (300 configurations), prmn  is the number of 

parameters (8 for n=2 to 9), atmn  is the number of solute atoms (9 solute atoms for the 

Menshutkin reaction), ê is the Cartesian direction (x, y, z), where cr


 and ijr  are reference radial 

N H H H C H H H Cl

N 0 1 1 1 2 1 1 1 3

H 1 0 4 4 5 4 4 4 7

H 1 4 0 4 5 4 4 4 7

H 1 4 4 0 5 4 4 4 7

C 2 5 5 5 0 5 5 5 6

H 1 4 4 4 5 0 4 4 7

H 1 4 4 4 5 4 0 4 7

H 1 4 4 4 5 4 4 0 7

Cl 3 7 7 7 6 7 7 7 0
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cutoff and actual radial distances, respectively (see Table 1 for reference radial cutoff distances). 

The Cartesian based elements are then summed into the B  matrix rows using the following 

index system in Eq. (S3): 

 
ˆ 3 ( 1) 3 ( 1) 1

ˆ 3 ( 1) 3 ( 1) 1

i atm

j atm

n m i

n m j

=   − +  − +

=   − +  − +

e

e
 (S3) 

where parameters of the elements ( columnprm ) are assigned to the corresponding columns as 

follows in Eq. (S4):  

 ( 1) ( 1)column prm typeprm n n n=  − + −
 

(S4) 

In Figure S2, the B  matrix elements for the 1st configuration of the reactant state (m=1) in the 

Menshutkin reaction is displayed with N-involved pairs (blue), H- involved pairs (white), H-H 

pairs (yellow), C- involved pairs (gray) and Cl- involved pairs (green) in each respective 

element; where black elements correspond to non-interacting atoms and where purple elements 

correspond to predicted zero-interactions based on the radial cutoff distance of 2 Å. 

Figure S2 

As such, the B  matrix for 300 configurations in the Menshutkin reaction is 8100 × 56 where 

minimization of the objective function (singular value decomposition) is determined in Figure 

S3, using the Cartesian difference between target and base method ( F ). 

  
Figure S3 
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Section B. 

With a radial cutoff distance of 2 Å (Figure S4), a maximum correcting potential of 66.8 

kcal/mol is applied in the MD simulation to the H-H pair at a bond distance 1.03 Å (Figure S4b). 

The large correcting potential for the H-H pair (orange) is obtained from overfitting, which 

causes the simulation to fail since the system is unable to achieve self-consistency within 

specified tolerances. 

 

Figure S4 
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Section C. 

In Figure S5, the radial cutoff distance is elongated to 10 Å for CVs to extend the range of 

sampling. The extension in radial cutoff distance results in an extrapolated force correction for 

(a) N-C and (b) C-Cl pairs. 

 
Figure S5  
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Section D. 
A 2-D force correlation scan was performed with 0.1 Å windows as shown in Figure S6a 

(expanded) and Figure S6b (zoomed), to complement the genetic algorithm. In comparison to the 

predicted CV radial cutoff distances from the Micro-GA-CV, both scans predict the same region 

of optimized radial cutoff distances in CVs (Table S1 in Section E). 
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Section E. 

A 1-D free energy scan (Table S1) was performed with varying radial cutoff schemes. 

Fluctuations in free energies/barriers reveals a large dependence on radial cutoff distances. 

Therefore, optimization of radial cutoff distances is required to obtain reliable FEPs, as shown by 

the varying degrees of deviation of force correlation in CVs and in free energy correction (Figure 

7). Furthermore, a drastic change in free energy and barrier in Table S1 with CV radial cutoffs of 

~4.0 Å reveals the importance of periodicity and the importance of including all CV force 

samples, where reactant state samples beyond 3.9 Å for N-C (up to ~3.945 Å) are omitted from 

the pairwise RP-FM procedure in contrast to C-Cl samples where all samples are included within 

a radial cutoff distance of ~3.510 Å (Figure 5). 

Table S1: Reaction Barrier/Free Energy of NH3 + CH3Cl → CH3NH3
+ + Cl- in the Solution 

Phase, Geometrical Parameters/Force Correlation (%Fcorr) in CVs and Radial cutoff 

Distances (rc) 

ΔG
‡
s ΔG s CV N-C CV C-Cl CV N-C CV C-Cl N-H N-C N-Cl H-H C-H C-Cl Cl-H

Uniform Cutoff 26.6 -2.3 1.988 2.138 6.1 17.2 2.000 2.000 2.000 2.000 2.000 2.000

Generic Cutoff 13.7 -20.0 2.152 2.178 3.8 7.1 2.120 2.520 4.280 1.740 2.140 2.760 2.360

Micro-GA 19.5 -22.4 2.105 2.278 6.7 3.5 3.770 4.254 5.676 3.198 2.391 4.870 0.999

Micro-GA-No H-H 16.5 -20.0 2.110 2.280 9.0 8.6 3.183 3.425 1.908 0.683 4.408 0.500

Micro-GA-No N-Cl 20.5 -24.8 2.103 2.266 7.7 3.6 4.906 5.192 5.185 4.283 6.138 6.160

Micro-GA-No H-H/N-Cl 17.1 -21.2 2.117 2.286 6.1 4.9 3.770 4.254 2.370 5.353 5.192

Extended Cutoff 14.1 -23.1 2.106 2.227 7.6 7.1 3.945 3.510

Micro-GA-CV 14.1 -18.5 2.148 2.197 4.2 6.2 2.028 3.068

CV @ 2.0 22.7 -7.5 1.964 2.133 5.8 12.6 2.000 2.000

CV @ 2.2 14.9 -17.2 2.082 2.143 6.2 9.7 2.200 2.200

CV @ 2.4 11.7 -21.7 2.179 2.089 6.4 8.6 2.400 2.400

CV @ 2.6 6.9 -28.1 2.212 2.046 6.9 7.8 2.600 2.600

CV @ 2.8 4.5 -32.3 2.150 2.111 7.5 7.3 2.800 2.800

CV @ 3.0 4.1 -34.2 2.146 2.112 7.7 7.1 3.000 3.000

CV @ 3.2 5.5 -33.5 2.145 2.111 7.7 7.1 3.200 3.200

CV @ 3.4 5.6 -32.4 2.148 2.111 8.0 7.2 3.400 3.400

CV @ 3.6 2.5 -32.0 2.106 2.149 8.1 8.7 3.600 3.600

CV @ 3.8 2.1 -32.9 2.112 2.155 8.3 8.3 3.800 3.800

CV @ 3.9 2.3 -32.7 2.117 2.157 8.5 8.2 3.900 3.900

CV @ 4.0 17.6 -22.3 2.109 2.225 8.1 6.2 4.000 4.000

CV @ 4.1 16.5 -24.7 2.105 2.220 8.3 6.3 4.100 4.100

CV @ 4.2 16.5 -25.7 2.101 2.217 8.5 6.4 4.200 4.200

CV @ 4.3 17.9 -25.3 2.100 2.211 8.7 6.6 4.300 4.300

CV @ 4.4 17.9 -25.7 2.098 2.207 8.8 6.7 4.400 4.400

CV @ 4.6 16.1 -28.3 2.088 2.198 9.1 7.1 4.600 4.600

CV @ 4.8 15.7 -29.6 2.082 2.192 9.4 7.4 4.800 4.800

CV @ 5.0 16.5 -29.7 2.075 2.186 9.6 7.6 5.000 5.000

CV @ 5.5 14.8 -31.2 2.064 2.176 10.4 8.1 5.500 5.500

CV @ 6.0 12.8 -33.3 2.089 2.144 11.0 8.4 6.000 6.000

CV @ 6.5 9.6 -35.5 2.085 2.143 11.3 8.6 6.500 6.500

CV @ 7.0 10.3 -34.2 2.047 2.174 11.4 8.8 7.000 7.000

CV @ 7.5 10.0 -33.8 2.046 2.180 11.4 9.0 7.500 7.500

CV @ 8.0 9.3 -34.0 2.081 2.151 11.4 9.1 8.000 8.000

CV @ 8.5 8.0 -34.4 2.046 2.182 11.2 9.2 8.500 8.500

CV @ 9.0 12.4 -30.3 2.049 2.183 11.1 9.4 9.000 9.000

CV @ 9.5 10.3 -30.9 2.049 2.185 11.0 9.5 9.500 9.500

CV @ 10.0 9.1 -31.1 2.049 2.188 10.9 9.6 10.000 10.000

(kcal/mol) geometry (Å) %Fcorr rc (Å)
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B.3 Doubly Polarized QM/MM with Machine Learning Chaperone Polarizabil-
ity

The following Supporting Information section has been adapted from a previously pub-

lished article (Kim, B., Shao, Y., Pu, J., "Doubly Polarized QM/MM with Machine Learn-

ing Chaperone Polarizability," Journal of Chemical Theory and Computation, 2021, 17(12),

7816-7825.) to provide further details and supporting evidence for the main findings pre-

sented in this thesis.
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S1. Estimate of string free energy error bars along nonuniform CV grids 

To evaluate the statistical errors of the free energy profile along the minimum free energy path 

(MFEP) obtained from the string simulations, we followed a procedure developed by Zhu and 

Hummer (J. Comput. Chem. 2012, 33, 453-465).  In this procedure, the free energy variance is 

first expressed in terms of the variance of the free energy mean forces on the collective variables 

(CVs) through a quadrature relation as used in thermodynamic integration. For string simulations 

under strong harmonic restraints as we adopted in this work, the variance of mean forces are then 

estimated from the variance of mean values of the CVs and the harmonic force constants. In Zhu 

and Hummer’s derivation, a uniform CV grid is used, which leads to their Eq. (32) for the 

evaluation of free energy variance. Because we have two bond-CVs, both distributed along 

non-uniform grids in the optimized MFEP, Zhu & Hummer’s Eq. (32) needs to be slightly 

modified to handle these cases.  

Next we derive the string free energy variance for nonuniform CV grids. We start from Zhu & 

Hummer’s quadrature equation Eq. (28), 
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(S1) 

where ( )r iG r and 
iF represent the free energy associated with a particular bond-CV grid r and 

the associated mean force on that CV at its ith grid point/image (
ir r ) along the string MFEP; 

the detailed notations can be found in Zhu & Hummer’s original reference and are not repeated 

here. Taking variance on both sides of Eq. (S1) and applying the identity of Zhu & Hummer’s 

Eq. (29) [ 2var( ) var( )i iF K x ], which expresses the variance of free energy mean force in terms 

of the variance of mean CV positions (
ix ) and the harmonic force constant ( K ) used in 

restraining the CV, we obtain a general form for the variance, applicable to both uniform and 

nonuniform CV-grid cases, 
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For a uniform CV grid, where 
1i ir r r    [Zhu & Hummer’s Eq. (30)] and 

1 1 2i ir r r    , one 

can show that Eq. (S2) becomes Eq. (S3), which recovers Zhu & Hummer’s Eq. (32): 
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(S3) 

To estimate the variance of the mean CV positions from potentially correlated data (e.g., from 

MD), we followed Zhu and Hummer’s use of block averages. In particular, our block averages 

are developed based on eight blocks of 200 ps sampling data for each string image. The square 

roots of the free energy variances are plotted as the error bars in Fig. 3 for estimating the free 

energy uncertainties due to the mean force fluctuations. Generally, the statistical uncertainties of 

the string free energy profiles, both before and after we apply the chaperone polarization 

corrections, are reasonably small, ranging from 0 kcal/mol (in reactant), through ~0.5 kcal/mol 

(in transition state), to ~2 kcal/mol (in product) along the string MFEPs.  
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S2. Details of distributed atomic polarizability calculations using Gaussian16 

To compute the distributed atomic polarizabilities, we adopted a procedure used by Marenich et 

al. (Marenich, A. V.; Cramer, C. J.; Truhlar, D. G. Chem. Sci. 2013, 4, 2349), which involves 

finite differentiations of electric-field perturbed atomic dipole moments based on the Hirshfeld 

partitioned population charges. To determine the polarizability for the solution-phase 

wavefunction, we used the PCM implicit solvation model in Gaussian16.  An example of the 

PCM Gaussian 16 input file for the distributed atomic polarizability calculation is given below 

for a reactant configuration of the Menshutkin reaction. 

%chk=AcW0.chk 

#b3lyp/aug-cc-pvtz scrf=(pcm, read, solvent=water) Pop=Hirshfeld 

calculation 1: Fx=Fy=Fz=0 a.u. 

0 1 

N 6.8100090027 1.8850193024 -2.0462064743 

H 5.8476800919 1.6863788366 -2.2189681530 

H 7.2945981026 2.4258623123 -2.7716665268 

H 7.2027258873 1.0075981617 -1.7767280340 

C 7.0129194260 3.8728010654 0.6494874358 

H 6.0221219063 3.3011381626 0.7361856103 

H 7.6980867386 3.0438008308 0.6684535742 

H 7.1601700783 4.4616789818 -0.2778538764 

CL 7.1414313316 4.8599047661 2.0914375782 

radii=pauling 

--link1-- 

%chk=AcW0.chk 

#b3lyp/aug-cc-pvtz scrf=(pcm, read, solvent=water) Pop=Hirshfeld geom=check Field=X+10 

calculation 2: Fx=-0.0010 a.u. 

0 1 

radii=pauling 

--link1-- 

%chk=AcW0.chk 

#b3lyp/aug-cc-pvtz scrf=(pcm, read, solvent=water) Pop=Hirshfeld geom=check Field=Y+10 

calculation 3: Fy=-0.0010 a.u. 

0 1 

radii=pauling 

--link1-- 

%chk=AcW0.chk 

#b3lyp/aug-cc-pvtz scrf=(pcm, read, solvent=water) Pop=Hirshfeld geom=check Field=Z+10 

calculation 4: Fz=-0.0010 a.u. 

0 1 

radii=pauling 
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To calculate polarizabilities at the base semiempirical (SE) level, all instances of ‘b3lyp/aug-cc-

pvtz’ in the example above are replaced by the SE method of interest (e.g., ‘am1’). 

Below are excerpts from the output files of Gaussian16 with information for calculating the 

distributed atomic polarizabilities of each atom at the B3LYP/aug-cc-pVTZ level for the reactant 

configuration of the Menshutkin reaction mentioned above. 

Standard orientation:

 --------------------------------------------------------------------- 

 Center     Atomic      Atomic             Coordinates (Angstroms) 

 Number     Number       Type             X           Y           Z 

 --------------------------------------------------------------------- 

1 7 0 3.195484 0.006085 0.006825 

2  1 0 3.514291   -0.467032 -0.811652

3 1 0 3.434940 1.002082 0.072255

4 1 0 3.464074   -0.589732 0.761526

5 6 0 -0.159772 0.029390 -0.023562

6 1 0 0.168777 -0.863087 -0.665071

7 1 0 0.264093 -0.265129 0.920182

8 1 0 0.237079 1.020421 -0.321536

9 17 0 -1.911353 -0.003321 0.008111

 --------------------------------------------------------------------- 

Calculation 1 (Fx = Fy = Fz = 0): 
Hirshfeld charges, spin densities, dipoles, and CM5 charges using IRadAn= 5: 

Q-H        S-H        Dx Dy Dz Q-CM5

1  N   -0.263445   0.000000   0.154940   0.010284   0.009037  -0.821169

2  H 0.100780   0.000000   0.057581  -0.105695 -0.155544 0.290081

3  H 0.113909   0.000000   0.031103   0.200305 0.010866 0.290216

4  H 0.102944   0.000000   0.044990  -0.131151 0.141374 0.291938

5  C   -0.046956   0.000000  -0.047909 0.020278 0.007963 -0.183473

6  H 0.044458   0.000000   0.036521 -0.130842 -0.068663 0.090626

7  H 0.039225   0.000000   0.054611 -0.051005 0.133763 0.093507

8  H 0.051439   0.000000   0.048678 0.149613 -0.034510 0.101464

9  Cl  -0.142355   0.000000   0.177724 -0.010763 -0.007157 -0.153190

Tot  -0.000001   0.000000   0.558239 -0.048976 0.037129 -0.000001

Calculation 2 (Fx = 0.001 a.u.): 
Hirshfeld charges, spin densities, dipoles, and CM5 charges using IRadAn= 5: 

Q-H        S-H        Dx Dy Dz Q-CM5

1  N   -0.262741   0.000000   0.148181   0.010118   0.008920  -0.820464

2  H 0.099846   0.000000   0.054794  -0.105793 -0.155608 0.289146

3  H 0.113123   0.000000   0.028370   0.200285 0.010831 0.289430

4  H 0.102127   0.000000   0.042238  -0.131271 0.141333 0.291120

5  C   -0.048031   0.000000  -0.049624 0.020314 0.007935 -0.184548

6  H 0.043222   0.000000   0.035317 -0.130492 -0.068303 0.089390

7  H 0.037999   0.000000 0.053706 -0.050927 0.133351 0.092280

8  H 0.050209   0.000000   0.047601 0.149238 -0.034355 0.100234

9  Cl  -0.135755   0.000000   0.162764 -0.010706 -0.007141 -0.146590

Tot  -0.000001   0.000000   0.523347 -0.049233 0.036962 -0.000001

Calculation 3 (Fy = 0.001 a.u.): 
Hirshfeld charges, spin densities, dipoles, and CM5 charges using IRadAn= 5: 

Q-H        S-H        Dx Dy Dz Q-CM5

1  N   -0.263533   0.000000   0.154810   0.005740   0.009031  -0.821257

2  H 0.101916   0.000000   0.057562  -0.107402 -0.155544 0.291217

3  H 0.111403   0.000000   0.030820   0.198648 0.010858 0.287710

4  H 0.104376   0.000000   0.045005  -0.132831 0.141367 0.293369

5  C   -0.047330   0.000000  -0.047832 0.015317 0.007896 -0.183846

6  H 0.046747   0.000000   0.036706 -0.133075 -0.068916 0.092915

7  H 0.039860   0.000000   0.054659 -0.052907 0.133808 0.094142

8  H 0.048953   0.000000   0.048513 0.147498 -0.034439 0.098978

9  Cl  -0.142394   0.000000   0.177852 -0.029172 -0.007154 -0.153229

Tot  -0.000001   0.000000   0.558096 -0.088184 0.036907 -0.000001
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Calculation 4 (Fz = 0.001 a.u.): 
Hirshfeld charges, spin densities, dipoles, and CM5 charges using IRadAn= 5: 

Q-H        S-H        Dx Dy Dz Q-CM5

1  N   -0.263428   0.000000   0.154813   0.010273   0.004155  -0.821151

2  H 0.102835   0.000000   0.057632  -0.105628 -0.157303 0.292135

3  H 0.113735   0.000000   0.031043   0.200313 0.009043 0.290042

4  H 0.101038   0.000000   0.044823  -0.131239 0.139588 0.290032

5  C   -0.046916   0.000000  -0.047840 0.020192 0.002391 -0.183433

6  H 0.046191   0.000000   0.036710 -0.130981 -0.070914 0.092359

7  H 0.036888   0.000000   0.054435 -0.050996 0.131545 0.091170

8  H 0.052171   0.000000   0.048770 0.149619 -0.036545 0.102196

9  Cl  -0.142516   0.000000   0.177743 -0.010758 -0.025741 -0.153351

Tot  -0.000001   0.000000   0.558129 -0.049204 -0.003779 -0.000001

The γ (γ = x, y, z) component of the distributed dipole (in atomic units) for QM atom i at each 

value of the electric field F is calculated by, 

, , ,i i i iq R     (S4) 

where iq  are obtained from column 3 in the excerpts given above, ,iR are the standard-

orientation Cartesian coordinates converted from Å to atomic units, and ,x i , ,y i , and ,z i are 

obtained from columns 5-7 in the above excerpts. 

The γ γ component of atom i’s polarizability tensor (in atomic units) is calculated as, 

   , ,
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0i i

i

F

F

  





 



 (S5) 

where F  is the magnitude of an electric field F along the γ  axis, and F  = 0.001 a.u. in this 

calculation. The values of  , 0x i ,  , 0y i , and  , 0z i are based on calculation 1. The values

of  ,x i xF ,  ,y i yF , and  ,z i zF are based on calculation 2, 3, and 4, respectively.
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By combining  , 0i ,  ,i F  , and F  for each atom i, averaging the quantities of obtained 

from Eq. (S5) for three Cartesian directions γ , and converting the units to Å
3
 (1 Bohr

3
 = 0.14819 

Å
3
), we obtain the distributed isotropic atomic polarizability for QM atom i at the AI-PCM level, 

which is utilized in Eq. (1) in the text for the definition of the chaperone polarizability. Likewise, 

the distributed polarizabilities for each QM atom at the SE-PCM level can be obtained with the 

same procedure. 

Table S1. Distributed atomic polarizabilities at the AI(B3LYP/aug-cc-pVTZ)-PCM level 

i
AI-PCM

,xx i AI-PCM

,yy i AI-PCM

,zz i  AI-PCM AI-PCM AI-PCM AI-PCM

, , ,1/ 3i xx i yy i zz i     

 N 0.372 0.674 0.723 0.590 

H1 1.332 0.402 0.728 0.820 

H2 1.161 0.949 0.274 0.794 

H3 1.200 0.485 0.671 0.786 

C 0.206 0.738 0.826 0.590 

H4 0.237 0.884 0.656 0.592 

H5 0.225 0.329 0.931 0.495 

H6 0.241 1.024 0.367 0.544 

Cl 5.749 2.728 2.754 3.744 

total 10.724 8.212 7.931 8.956 

Table S2. Atomic and chaperone polarizabilities for each QM atom between 

AI(B3LYP/aug-cc-pVTZ)-PCM and SE(AM1)-PCM levels 

i
AI-PCM

i
SE-PCM

i
C

i

 N 0.590 -0.020 0.610 

H1 0.820 0.208 0.612 

H2 0.794 0.210 0.585 

H3 0.786 0.198 0.588 

C 0.590 0.297 0.293 

H4 0.592 0.299 0.293 

H5 0.495 0.243 0.252 

H6 0.544 0.289 0.255 

Cl 3.744 1.382 2.362 

total 8.956 3.106 5.850 
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S3. Input analysis for atomic polarizability corrections from artificial neural network 

(ANN) 

Atomic polarizability differences between B3LYP/aug-cc-pVTZ and AM1 in Fig. 5 are used as 

the target data set in artificial neural network (ANN) training. Here, training is performed using 

the collective variables (CVs), defined as the breaking ( C-Clr ) and forming ( N-Cr ) bonds, as the

input features (Scheme 2). In order to check the quality of the fit, 80% of the samples (192 

configurations) are randomly divided into a training set, with the remaining 20% of the samples 

(48 configurations) being used as the validation set. The correlation for the validation and 

training sets shows that the fit is reliable, as the error for all atoms is less than 0.03 Å
3
 (Figure 

S1). 

Figure S1. Root mean square error of the ANN for each chaperone polarizability on each atom 

in training (left panel) and validation (right panel) sample sets using only the two CVs as input 

features. 

In order to evaluate the input features for the ANN, we expand the input layer to 36 input 

features (Scheme S1) composed of all possible pairwise distances of the QM solute molecule. 
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Scheme S1. List of all possible pairwise distances in the Menshutkin reaction for ANN training. 

Compared to the two-CV results, the error is only marginally improved with additional input 

features (Figure S2). Therefore, it is viable to correct nine atomic corrections with two-CV 

inputs, since the results are consistent with the larger input set. 

Figure S2. Root mean square error of the ANN for each chaperone polarizability on each atom 

in training (left panel) and validation (right panel) sample sets using all possible pairwise 

distances (referred to as “36 IC”) as input features. 
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S4. Details of the gradient calculation for distributed atomic polarizabilities from artificial 

neural network (ANN) 

A calculation of the gradients from the distributed atomic polarizabilities involves a 

differentiation of the ANN. Here, a summary of the ANN which consists of two input features

 2k  , ten hidden nodes  10j  , and nine outputs  9i  is provided below: 

Model Summary: 

<tensorflow.python.keras.optimizer_v2.adam.Adam object at 0x7f67711b2e90> 

2 layer(s), 2 input(s), 9 output(s) 

10 node(s) in Hidden layer_1 (Activation = tanh), Output layer (Activation = linear) 

Model: "sequential_1" 

_________________________________________________________________ 

Layer (type) Output Shape Param #   

================================================================= 

dense_1 (Dense) (None, 10) 30

_________________________________________________________________ 

activation_1 (Activation) (None, 10) 0

_________________________________________________________________ 

dense_2 (Dense) (None, 9) 99

_________________________________________________________________ 

activation_2 (Activation) (None, 9) 0  

================================================================= 

Total params: 129 

Trainable params: 129 

Non-trainable params: 0 

_________________________________________________________________ 

H

,j kW – dense_1 (Dense) weights: 

-0.599727 1.027091 2.741373 0.083218 -0.000529 -1.953961 -1.940043 -1.556540 -0.119394 1.573665

0.507001 0.700813 -3.065630 -0.428064 -0.000901 1.870803 -1.614903 -0.141739 -0.697106 -2.794809

H

jb – dense_1 (Dense) biases: 

0.185776 

-1.800465

1.346971

0.953772

0.003120

-0.097830

0.138638

1.475396

0.944476

1.996852

O

,i jW – dense_2 (Dense) weights:

-0.005499 0.116408 -0.060738 0.090293 -0.052982 0.112268 0.058761 0.144776 0.360778

0.385722 0.053184 -0.433583 -0.273320 -0.245747 0.711497 0.132981 0.101145 1.227100

-0.011195 -0.233242 -0.146342 -0.241261 -0.121331 0.010316 0.091536 0.056560 -1.247315

-0.025083 0.329692 -0.002514 0.273491 0.199837 0.264404 0.272614 0.422577 -0.645320

0.000368 -0.000008 -0.000218 0.000214 0.000201 -0.000240 0.000018 -0.000340 0.000070

-0.824427 -0.692168 -0.547976 -0.720121 0.235040 0.118191 0.254213 0.188730 -0.890170

-0.682484 0.060105 -0.333702 -0.384628 -0.302415 0.101232 -0.076361 0.015166 -1.056963

0.801471 0.093110 0.035777 0.048964 -0.409850 0.302678 0.167761 0.020224 -0.874134

0.102439 -0.636886 -0.357353 -0.717807 0.068446 0.178237 0.021762 -0.146412 -0.055213

-0.656054 -0.219884 -0.207838 -0.221248 0.243635 0.074877 0.119667 0.115799 -0.722511
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O

ib – dense_2 (Dense) biases: 
0.303051 

-0.003902

0.260096

-0.225453

-0.151535

0.058515

0.204238

0.049822

0.792560

Combined with the weights and biases of the ANN, an example calculation for the polarizability 

gradients is provided below using the following coordinate and force files from CHARMM. 

CHARMM coordinate file: 
*STREAM TO REAL FILE GIVEN AS ZZZ=FILENAME ON COMMANDLINE. NOTE THAT THE FILENAM

* CANNOT CONSIST OF A MIXTURE OF UPPER- AND LOWER-CASE LETTERS.

* DATE: 10/26/20 1:10: 5   CREATED BY USER: brykim 

*

 6465 

1 1 AMM  NZ 6.81001   1.88502  -2.04621 AMM  1 0.00000 

2 1 AMM  HZ1 5.84768   1.68638  -2.21897 AMM  1 0.00000 

3 1 AMM  HZ2 7.29460   2.42586  -2.77167 AMM  1 0.00000 

4 1 AMM  HZ3 7.20273   1.00760  -1.77673 AMM  1 0.00000 

5 2 MECL C1 7.01292   3.87280   0.64949 MECL 1 0.00000 

6 2 MECL H1 6.02212   3.30114   0.73619 MECL 1 0.00000 

7 2 MECL H2 7.69809   3.04380   0.66845 MECL 1 0.00000 

8 2 MECL H3 7.16017   4.46168  -0.27785 MECL 1 0.00000 

9 2 MECL CL 7.14143   4.85990   2.09144 MECL 1 0.00000 

CHARMM force file: 
COORDINATE FILE MODULE 

 TITLE>  *STREAM TO REAL FILE GIVEN AS ZZZ=FILENAME ON COMMANDLINE. NOTE THAT THE FILENAM

 TITLE>  * CANNOT CONSIST OF A MIXTURE OF UPPER- AND LOWER-CASE LETTERS.

 TITLE>  * DATE: 10/26/20 1:10: 5 CREATED BY USER: brykim 

 TITLE>  *

 6465 

1 1 AMM  NZ 0.75231  -9.33158 -6.16389 AMM  1 0.00000 

2 1 AMM  HZ1   -3.45198 -13.32486 12.12150 AMM  1 0.00000 

3 1 AMM  HZ2   17.41862  31.01837 -17.59062 AMM  1 0.00000 

4 1 AMM  HZ3  -15.26584 -9.20622  11.31869 AMM  1 0.00000 

5 2 MECL C1 37.69368   6.15070 -16.23114 MECL 1 0.00000 

6 2 MECL H1 -8.78734 -23.82849   9.96549 MECL 1 0.00000 

7 2 MECL H2   -32.82242  14.84811  -2.85069 MECL 1 0.00000 

8 2 MECL H3 6.81549 -3.21911 -4.97618 MECL 1 0.00000 

9 2 MECL CL -3.20828 5.10224  16.42111 MECL 1 0.00000 

During molecular dynamics, the gradient from the polarizability is determined on the fly with the 

ANN based on the CV input features. An example calculation for the chaperone polarizability 

and respective gradients are provided below. Here, in this example, the values of 

1 N-C 55 Å3.3p r  and 2 C-Cl 1. Å752 p r  for the CV’s, are obtained by calculating the bond 

lengths of CVs from the coordinate file above. Combined with the weights and biases above, the 

chaperone polarizabilities are determined with Eq. (3) in the text. To calculate the gradient for 

each atomic polarizability correction, the ANN is differentiated based on Eq. (6) in the text. By 

combining the weights and biases from each layer, the atomic polarizability correction in 

addition to the correcting forces on the CV’s, in units of kcal/mol/Å are determined below (Table 

S3). 
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Table S3. Chaperone polarizabilities and gradients on CVs obtained from ANN 

where, the polarizability gradient of each QM atom on CV’s are dispersible into nuclear 

coordinates as follows (Table S4). 

Table S4. Polarizability gradients on Cartesian coordinates of QM atoms obtained from ANN 

i

C

N

id

dx

 C

N

id

dy

 C

N

id

dz

 C

C

id

dx

 C

C

id

dy

 C

C

id

dz

 C

Cl

id

dx

 C

Cl

id

dy

 C

Cl

id

dz



 N 0.002 0.019 0.026 -0.003 -0.029 -0.041 0.001 0.010 0.015 

H1 -0.002 -0.020 -0.028 -0.014 -0.103 -0.153 0.016 0.123 0.180 

H2 -0.002 -0.019 -0.026 -0.010 -0.071 -0.106 0.012 0.090 0.132 

H3 -0.002 -0.024 -0.032 -0.017 -0.126 -0.187 0.020 0.150 0.219 

  C -0.002 -0.018 -0.025 0.012 0.094 0.136 -0.010 -0.076 -0.111

H4 0.001 0.009 0.013 0.010 0.072 0.107 -0.011 -0.082 -0.119

H5 0.000 -0.003 -0.005 0.007 0.058 0.085 -0.007 -0.055 -0.080

H6 0.000 -0.003 -0.004 0.004 0.033 0.047 -0.004 -0.030 -0.043

Cl 0.009 0.089 0.121 -0.039 -0.316 -0.452 0.029 0.226 0.331

total 0.004 0.030 0.040 -0.050 -0.388 -0.564 0.046 0.356 0.524

It is important to note that the gradients listed in the table above are exclusively due to the 

correction to the atomic polarizability on the CV atoms. More precisely, the forces from the 

permanent electric field are not included in the table above. Therefore, it is important to be 

mindful of the fact that the gradients from the distributed atomic polarizability need to be 

supplemented onto the gradients of the permanent electric field to obtain a consistent gradient 

from polarization.

i
C

i
C

N-C

id

dr

 C

C-Cl

id

dr



 N 0.667 -0.032 0.019 

H1 0.575 0.034 0.219 

H2 0.578 0.033 0.16 

H3 0.578 0.04 0.266 

C 0.288 0.031 -0.135

H4 0.259 -0.016 -0.145

H5 0.267 0.006 -0.097

H6 0.267 0.005 -0.053

Cl 2.351 -0.151 0.402

total 5.83 -0.05 0.636
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S5. Statistical distributions of molecular polarizabilities 

The mean molecular polarizabilities and their standard deviations (stdev) sampled in each 

individual reaction coordinate (RC) windows are tabulated in Table S5; the graphical 

representation of the same data can be found in Fig. 1 in the text. 

Table S5. Statistical distributions of molecular polarizabilities (in Å
3
) 

RC (in Å): 

 rC-Cl - rN-C 

AM1/MM Difference B3LYP/aug-cc-pVTZ 

mean stdev mean stdev mean stdev 

-1.597 3.073 0.081 5.841 0.030 8.913 0.091 

-1.411 3.063 0.097 5.835 0.040 8.898 0.110 

-1.230 3.104 0.129 5.866 0.036 8.970 0.155 

-1.049 3.110 0.095 5.923 0.039 9.033 0.124 

-0.870 3.189 0.115 5.977 0.048 9.165 0.152 

-0.661 3.417 0.095 6.145 0.091 9.562 0.168 

-0.440 3.834 0.227 6.430 0.134 10.264 0.339 

-0.168 4.568 0.156 6.824 0.077 11.392 0.201 

0.141 4.931 0.108 7.188 0.101 12.119 0.141 

0.498 4.000 0.075 7.585 0.042 11.584 0.093 

0.767 3.218 0.125 7.535 0.029 10.753 0.144 

1.000 2.881 0.108 7.464 0.022 10.345 0.114 

1.197 2.548 0.075 7.444 0.024 9.991 0.090 

1.381 2.522 0.092 7.463 0.025 9.985 0.096 

1.557 2.455 0.043 7.478 0.027 9.932 0.051 

1.739 2.457 0.070 7.458 0.038 9.915 0.075 

<average> 3.273 0.106 6.779 0.050 10.051 0.134 

<stdev>/<mean> 3.23% 0.74% 1.33% 

Despite a slight broadening in the transition state (TS) region, the overall distributions of the 

molecular polarizabilities from individual windows are generally narrow. The standard 

deviations are found in the range of 0.04~0.23 and 0.05~0.34 Å
3
 for the AM1 and B3LYP 

results, respectively. Averaged over all 16 images along the string path, the standard deviations 

in molecular polarizability are 0.11 and 0.13 Å
3
 (or 3.23% and 1.33% in percentage deviation 

relative to the associated means) at the AM1 and B3LYP levels. The corrective chaperone 

molecular polarizabilities that account for the difference between the AM1 and B3LYP levels 

display an even smaller averaged standard deviation of 0.05 Å
3
 (or 0.74% in percentage 

deviation). 
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S6. Convergence of molecular polarizability with basis sets and AI methods 

Figure S3. Molecular polarizability of the Menshutkin reaction computed at various AI levels of 

theory and basis sets. 
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S7. Distribution of polarizability difference between AM1 and B3LYP/aug-cc-pVTZ 

In Figure 2 in the text, a bimodal distribution of the correlation between the molecular 

polarizability obtained at the AM1 and B3LYP/aug-cc-pVTZ levels is found. In Figure S4 the 

AM1 molecular polarizability is decomposed to each branch, where data for configurations in the 

first half of the reaction are plotted with red squares and that for configurations departing the 

transition state for the product in the second half of the reaction are plotted with blue circles. 

Overall, the two populations in the AM1 molecular polarizability are related to the TS- and P-

formation branches of the minimum free energy path (MFEP), both of which are systematically 

underestimated. More specifically, the branched deviation in Figure 2 corresponds to a slope 

change in polarizability regression error for the AM1 method which is inflected at the transition 

state. In particular, the latter half of the reaction path is associated with a greater error (with an 

RMSE of 7.49 Å
3
 for the “TS > P” branch, compared to 6.21 Å

3 
for the “R >TS” branch), which 

indicates a larger issue with the AM1 method with respect to describing the charge-separated 

species. Note that our ANN model successfully eliminates the branched behavior in the 

polarizability error distribution, with the B3LYP/aug-cc-pVTZ molecular polarizabilities 

reproduced throughout the entire MFEP with only a small error of 0.03 Å
3
 (see Fig. 2 in the 

text).   

Figures S4. AM1 polarizability and correlation to AI benchmark (B3LYP/aug-cc-pVTZ) for 

TS- (red squares) and P-formation (blue circles) branches of the MFEP.  
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S8. Polarization energy correction using RC-independent chaperone polarizabilities 

To examine whether the use of a reaction coordinate (RC)-dependent polarizability correction is 

essential, we tested a set of equally-divided RC-independent atomic polarizabilities that yield an  

average molecular polarizability correction of 6.78 Å
3
, which is the root-mean-square error of  

the AM1-computed molecular polarizabilities with respect to the B3LYP results (see Fig. 2). In 

our ML-RC-dependent model, we used the atomic polarizabilities that are quantum mechanically 

partitioned from the molecular ones. To remove this feature from the RC-independent control 

scheme, we divided this fixed-valued molecular polarizability correction of 6.78 Å
3
 equally to 

the nine solute atoms. Note that this control scheme is designed only to estimate the overall 

effect when the essential features of our ML model (i.e., RC-dependence and QM partitioning) 

are removed, but the scheme itself can be less physical, especially considering the substantial 

charge separation during the Menshutkin reaction along its RC. To avoid potential instabilities in 

the dynamically-corrected free energy simulations, we used the ensemble-averaged polarization 

energy correction 
polE    as an estimate (in a free energy perturbation manner) of the change 

in free energy upon chaperone incorporation. The 
polE    using the RC-dependent and 

RC-independent chaperone polarizabilities are compared in Fig. S5. 

In Fig. S5, large differences in 
polE   are found when the RC-independent chaperone 

polarizabilities (labelled as “Equally-divided correction”) are used to replace the 

ML-RC-dependent chaperone polarizabilities (labelled as “RC-dependent correction”). The

difference in 
polE   starts relatively small for the reactant branch of the reaction, but becomes 

more pronounced in the product-forming branch (after RC > +0.5 Å), and ends up with a large 

magnitude of ~7 kcal/mol in the final product region (RC > ~ +1.5 Å). The smaller magnitude of 
polE   for the RC-independent scheme indicates an underestimated induced polarization of 

the charge-separated product species, when an average “non-reactive” correction is used. This 

result further demonstrates that “reactive” fitting of the polarizability corrections is important. 

Figure S5. Ensemble-averaged polarization energy correction < ΔE
pol

 >
 
using equally-divided-

RC-independent and ML-RC-dependent chaperone polarizabilities.  
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S9. Polarization energy, polarizability, and radial distribution functions for QM atoms 

In Figures S6 to S14, the polarization energy, polarizability, and radial distribution functions are 

plotted for each QM solute atom. In particular, 240 configurations from three string paths are 

used to generate panels (a-c), where 1,000 configurations are sampled around the reactant, 

transition, and product states for panels (d-f). Specifically, panel (a) shows the polarization 

energy from each water molecule which is represented as a function of the reaction coordinate 

and the pairwise distance to each water molecule. In panel (b), the solution-phase (PCM) atomic 

polarizabilities are compared at the AM1 and B3LYP/aug-cc-pVTZ levels; the polarizability 

results obtained for more basis sets and AI levels of theory are shown in panel (c). Finally, the 

radial distribution functions (RDF) between each QM atom with water oxygen (Ow) are shown in 

panels (d-f) for the AM1/MM and the chaperone-corrected dp-AM1/MM simulations. 

Analysis of Nitrogen (N; Figure S6), analysis of Hydrogens from NH3 (H1-3; Figures S7-S9), 

analysis of Carbon (C; Figure S10), analysis of Hydrogens from CH3Cl (H4-6; Figures S11-S13), 

and analysis of Chlorine (Cl; Figure S14) are given. In panel (a) the polarization energy of water 

molecules around the atom of interest is calculated at the AM1 (red circles) and B3LYP/aug-cc-

pVTZ (blue circles) levels, the difference is shown with green triangles. In panel (b) the solution-

phase (PCM) polarizability of the atom of interest is calculated at the AM1 (red circles) and 

B3LYP/aug-cc-pVTZ (blue circles) levels, and their difference is shown with green triangles. In 

panel (c), the polarizability of the atom of interest is computed at various AI levels of theory and 

basis sets. Radial distribution functions (RDFs) around the atom of interest obtained from 

AM1/MM (dotted red) and dp-AM1/MM (with polarizabilities corrected to the B3LYP/aug-cc-

pVTZ level; solid blue) are shown for: reactant (R; panel d), transition state (TS; panel e), and 

product (P; panel f). 
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Figure S6. Polarization energy, polarizability, and radial distribution functions for the N atom 
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Figure S7. Polarization energy, polarizability, and radial distribution functions for the H1 atom 
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Figure S8. Polarization energy, polarizability, and radial distribution functions for the H2 atom 

231



Figure S9. Polarization energy, polarizability, and radial distribution functions for the H3 atom 
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Figure S10. Polarization energy, polarizability, and radial distribution functions for the C atom 
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Figure S11. Polarization energy, polarizability, and radial distribution functions for the H4 atom 
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Figure S12. Polarization energy, polarizability, and radial distribution functions for the H5 atom 
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Figure S13. Polarization energy, polarizability, and radial distribution functions for the H6 atom 
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Figure S14. Polarization energy, polarizability, and radial distribution functions for the Cl atom 
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S10. Mulliken charges on QM atoms 

In Figures S15 to S23, we plot the Mulliken charges on the QM solute atoms for the Menshutkin 

reaction based on 240 solution-phase configurations collected along three string MFEPs.  

Mulliken charges on Nitrogen (N; Figure S15), on Hydrogens from NH3 (H1-3; Figures S16-S18), on 

Carbon (C; Figure S19), on Hydrogens from CH3Cl (H4-6; Figures S20-S22), and on Chlorine (Cl; 

Figure S23) computed at the AM1 and B3LYP/aug-cc-pVTZ levels with PCM implicit solvation as well 

as the differences between the two levels are plotted.  

Among all the atomic charges, the Mulliken charge on the Cl atom undergoes the greatest change from ~ 

-0.2 e in the reactant to ~ -1.0 e in the product state (see Fig. S23), which reflects the formation of a

chloride anion resulting from charge separation in the Menshutkin reaction. In other words, the

evolvement of the Mulliken charge on Cl is well synchronized with the rearrangement of chemical

bonds in this case, and therefore this atomic charge may be used as an alternative reaction coordinate for

this reaction. When we look at the charge differences between AM1 and B3LYP (also available in Figs.

S15-S23), the Cl atom, however, does not need the greatest correction; the charge difference on Cl

between the two levels is found in the range of 0 to 0.1 e along the reaction coordinate (Fig. S23), which

is comparable to or even smaller than some of the differences we see on other heavy atoms in the system

(e.g., N and C, shown in Fig. S15 and S19, respectively).

Interestingly, the overall shape of the Mulliken-charge-correction curve for Cl (Fig. S23) looks similar 

to the trend of the molecular-polarizability correction plotted in Fig. 1. The observed correlation 

suggests that the chaperone polarizabilities needed may be described equally well by York’s 

charge-depend density-expansion CPE polarization model (Giese & York JCP 2005, 123, 164108), in 

which additional electric polarization response is constructed as a function of atomic charges. 
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Figure S15. Mulliken charges on the N atom 
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Figure S16. Mulliken charges on the H1 atom 
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Figure S17. Mulliken charges on the H2 atom 
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Figure S18. Mulliken charges on the H3 atom 
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Figure S19. Mulliken charges on the C atom 
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Figure S20. Mulliken charges on the H4 atom 
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Figure S21. Mulliken charges on the H5 atom 
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Figure S22. Mulliken charges on the H6 atom 
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Figure S23. Mulliken charges on the Cl atom 
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