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ABSTRACT

Plant phenotyping focuses on the measurement of plant characteristics throughout the

growing season, typically with the goal of evaluating genotypes for plant breeding and man-

agement practices related to nutrient applications. Estimating plant characteristics is im-

portant for finding the relationship between the plant’s genetic data and observable traits,

which is also related to the environment and management practices. Recent machine learn-

ing approaches provide promising capabilities for high-throughput plant phenotyping using

images. In this thesis, we focus on estimating plant traits for a field-based crop using images

captured by Unmanned Aerial Vehicles (UAVs). We propose a method for estimating plant

centers by transferring an existing model to a new scenario using limited ground truth data.

We describe the use of transfer learning using a model fine-tuned for a single field or a single

type of plant on a varied set of similar crops and fields. We introduce a method for rapidly

counting panicles using images acquired by UAVs. We evaluate three different deep neural

network structures for panicle counting and location. We propose a method for sorghum

flowering time estimation using multi-temporal panicle counting. We present an approach

that uses synthetic training images from generative adversarial networks for data augmen-

tation to enhance the performance of sorghum panicle detection and counting. We reduce

the amount of training data for sorghum panicle detection via semi-supervised learning. We

create synthetic sorghum and maize images using diffusion models. We propose a method for

tomato plant segmentation by color correction and color space conversion. We also introduce

the methods for detecting and classifying bacterial tomato wilting from images.
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1. INTRODUCTION

1.1 High-Throughput Phenotyping

One of the most important concepts in plant science is the genotype-phenotype rela-

tionship, which is the link between the genetic information of plants and the observable

characteristics of plants [  1 ]–[ 6 ]. The term "phenotype" was coined by Danish plant scientist

Wilhelm Johannsen for his genotype theory back in 1911 [  7 ], [  8 ].

Plant phenotyping is the methodology to help understand the genotype-phenotype con-

nection by measuring structural and chemical traits such as height, shape, weight, and other

properties [ 9 ], [  10 ] as shown in Figure  1.1 . Plant breeders can use phenotyping to help make

Figure 1.1. Genotype-phenotype relationship from [  9 ].

decisions on breeding and crop management by evaluating various properties of a crop during

the growing season.

Traditional plant phenotyping is costly, labor-intensive, and primarily destructive [  11 ]–

[ 13 ]. Traditional phenotyping involves manually collecting data, conducted by personnel

walking through the field, which is not viable for large areas and typically does not provide

enough information at the plot level. Modern high-throughput phenotyping [  14 ]–[ 20 ] ad-
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dresses the problems of traditional phenotyping by using remotely sensed data to measure

plant properties with robotic platforms. As shown in Figure  1.2 , Unmanned Aerial Vehicles

(UAVs) with sensors such as RGB and multi/hyperspectral imaging, as well as LiDAR, have

demonstrated the capability to reduce and, in some cases, eliminate field-based phenotyping

[ 15 ], [  21 ]–[ 23 ]. Figure  1.3 shows an example of the data collection process of a UAV platform.

Figure 1.2. A UAV platform equipped with multiple sensors
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Figure 1.3. A UAV platform collecting data in the field.

UAVs are suitable for high-throughput phenotyping because of their ability to non-

invasively collect data from a field in a short time. Compared to traditional phenotyping,

using UAVs to collect data has a lower cost and can cover more area in the same period

of time. As shown in Figure  1.4 , the field aerial images acquired with UAVs need to be

geometrically rectified and mosaiced [  24 ] with accurate location properties, which is criti-

cal for developing reliable methods for plant location at the field scale. An example of a

basic field layout is in Figure  1.5 . Inside the field, the experiment is planted in multiple

plots according to a statistical experimental design (e.g. randomized block). Fields typically

included multiple experiments, but the same crop. One reason for this is that fields are

assigned to researchers that are specified to be wheat or soybean or maize researchers. The
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plant researchers do not conduct plant experiments in each other’s fields. Within each plot,

crops are planted using research planters that drop seeds at a given rate in rows of a given

length. Inside the plot, there are multiple row segments of plants. Figure  1.6 provides an

example of the panel layout.

Figure 1.4. An orthorectified maize field RGB image [  24 ] from June 4, 2018,
at an altitude of 50 meters and resolution of 1 cm/pixel.
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Figure 1.5. An example of a sorghum field and a maize field.

Figure 1.6. An example of the panel (experiment) layout.
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1.2 Sorghum Growth

Crop-based biofuels, an environmentally sustainable energy resource derived from plant

matter, can help reduce greenhouse gas emissions and dependency on exhaustible or foreign

resources [  25 ]–[ 31 ]. In the past, sorghum (Sorghum bicolor (L.) Moench) was used in forage,

grain, and food due to its ability to resist harsh conditions [ 32 ]–[ 39 ]. The high level of sugar

contents in the sorghum stalk and the low input resources compared to other input-intensive

food crops make it become an attractive plant for biofuel production [  26 ], [  40 ]–[ 45 ]. Biofuel

from sorghum is less controversial than biofuel from main food crops such as corn and sugar

cane since the production of biofuel from these food crops could lead to supply shortages in

food production [ 42 ], [ 46 ]–[ 49 ]. An example of sorghum structure is shown in Figure  1.7 . A

sorghum plant has 10 official growing stages as shown in Figure  1.8 . Among those 10 stages,

there are three important stages of sorghum [  50 ], [  51 ]. In the first stage, the plant develops

its leaves and stems. In the second stage, the plant starts to form its panicles which is the

cluster of the grain on a branch. In the third stage, the panicle starts to flower and the

grains become mature. Figure  1.9 shows an example of a sorghum field in the third stage.

Flowering time (time to flower after planting) is an important phenotypic trait related

to plant development and grain yield in sorghum [ 53 ]–[ 59 ]. A sorghum plant is considered

”flowering” when the 50% of grains on a panicle are flowering (or blooming), and a plot (a

section of the crop field) is flowering when 50% of the sorghum plants have reached this stage

[ 50 ]. Figure  1.10 shows an example of 50% flowering sorghum panicle.

1.3 Bacterial Wilt of Tomatoes

Bacterial wilt by the soil-borne bacterium (Ralstonia Solanacearum) is a major constraint

to tomato production, causing over 90 percent disease loss during epidemics [ 60 ]–[ 65 ]. The

bacteria infect tomatoes through roots and cause plant leaves to wilt for a few days. Figure

 1.11 shows an example of an infected tomato plant. It starts to wilt on the second day after

treating with bacteria.

The resistance to bacteria in tomato varieties is quantitative and best controlled by

resistant varieties but no quantitative trait loci (QTL) for resistance to US strains have
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Figure 1.7. Anatomy of sorghum from [  52 ].
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Figure 1.8. Growing stage of sorghum from [ 50 ].

Figure 1.9. A field of sorghum in the V stage.
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Figure 1.10. A panicle at 50% flowering stage [  50 ].
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Figure 1.11. An infected tomato plant. The ’day’ means days after treatment
with bacteria.

23



been identified. This is in part due to the difficulty in identifying disease traits. Developing

phenotyping methods for wilting will enhance the ability to identify QTL for resistance to

bacteria [  11 ]. In this thesis, We are addressing the methods for detecting and classifying

above-ground tomato wilting from RGB images.

1.4 Contribution of This Thesis

In this thesis, we develop methods for plant center localization, sorghum flowering time

estimation, and tomato wilting classification. The main contributions of this work are:

• We develop an approach for plant center locations using transfer learning.

• We propose a method for sorghum panicle detection using Convolutional Neural Net-

work (CNN).

• We propose a method for sorghum flowering time estimation using the counts of multi-

temporal sorghum panicles.

• We develop a method to improve the performance of sorghum panicle detection via

data augmentation.

• We demonstrate an approach to reduce the amount of training data needed for training

panicle detection networks using semi-supervised learning.

• We investigate generating synthetic crop images using diffusion models.

• We develop a method for tomato plant segmentation.

• We develop an approach for tomato wilting classification.
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2. PLANT CENTER LOCALIZATION

2.1 Introduction

Locating plant centers from UAV images with deep learning is not a trivial problem.

Because of the altitude of most UAV flights, field-scale aerial images have a spatial resolution

of 1 cm per pixel or less. The problem is even more difficult when plants are in an early

stage of growth and are very small. Flying at a lower altitude increases the spatial resolution,

but the data sets are larger and additional flight lines are required to cover the field, even

necessitating multiple flights due to limited battery time.

Traditional methods for image-based plant localization are often related to modeling the

plants before detection [  66 ]. The widely varying plant features such as plant shapes and

plant overlap impact the capability of modeling and detecting using traditional methods.

Using deep learning approaches, the system learns the features during training instead of

modeling features before training to avoid the problems associated with traditional methods.

In recent years, deep learning has been successfully used for the detection of objects from

UAV images. In [ 67 ], an approach is developed for detecting objects in UAV images by

combining a radial basis function neural network with a thresholding operation. In [  68 ],

a method is used to detect and count citrus trees by integrating two convolutional neural

networks (CNN). In [  69 ], the plant centers are detected from orthorectified images [  24 ] using

a deep binary classifier.

Deep learning is highly dependent on the quality and quantity of the available training

data. Large amounts of high-quality ground truth data are needed to achieve good perfor-

mance. Deep learning models usually perform well if training and testing data are from the

same type of data (e.g. in our case the same field, same time, and with the same type of

plants). If we apply the same model to different data, the results are often degraded. For

example, the color of the soil and the plant size can vary across different types of fields and

plants. These variables can cause a network fine-tuned on a single field with a single plant

type to fail when used on other types of plants. In this case, training a new network to

achieve high performance requires the acquisition of ground truth data on a different field

with the associated large quantities of training data, creating a major bottleneck. In this
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chapter, we present a method for estimating plant centers for two crops and dates with a

limited quantity of training data using a transfer learning approach.

2.2 Overview Of Related Work

2.2.1 Network-Based Transfer Learning

As noted previously, deep learning methods usually require significantly more training

data than traditional machine learning [ 70 ] due to the increased number of parameters. The

number of parameters of a 16-layer CNN, for example, can easily exceed millions [  71 ]–[ 73 ].

Training with insufficient data often results in poor performance. A few thousand images

are inadequate to properly train most deep neural networks from scratch. The results reflect

the inability of the model to converge with limited data. Collecting more training data

(ground truth) is labor-intensive and costly. Transfer learning leverages the issue of lack of

training data by transferring the knowledge from the source domain to the target domain

[ 70 ] as shown in Figure  2.1 . There are multiple categories of transfer learning including

instance-based [ 74 ]–[ 79 ], mapping-based [  80 ], [ 81 ], network-based [  82 ]–[ 85 ] and adversarial-

based [  86 ]–[ 90 ]. In this chapter, we only discuss network-based since it has the best fit for

our application.

As shown in Figure  2.2 , network-based transfer learning addresses the problem of in-

sufficient data by transferring a model pre-trained on larger, more general datasets such as

ImageNet [ 92 ] to the target task [  70 ]. During the transfer learning process, the weights of

the pre-trained network are copied to the new network for the target task. In deep neural

networks, the first few layers can be considered as a general feature extractor for the in-

put image [  93 ]. For example, in [  94 ], the weights of a pre-trained CNN are transferred to

improve the performance of the network with a small amount of training data. In [ 95 ], a pre-

trained CNN is finetuned for emotion recognition on small datasets. In [ 96 ], a pre-trained

GoogLeNet [ 97 ] is fine-tuned to classify Arabidopsis and Tobacco plants images. In [  98 ], the

results show retraining pre-trained networks on plant images can improve the performance

compared to training from scratch.
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Figure 2.1. Transfer learning process from [  70 ].
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Figure 2.2. Network-based transfer learning. The encoder of U-Net [  91 ] is
transferred to the new network for target task training.
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2.2.2 Object Detection

Faster R-CNN [ 99 ] and Mask R-CNN [ 100 ] are object detectors commonly used for general

object detection. As shown in Figure  2.3 , a region proposal network is used to search for

regions of interest in a feature map. The output of the regional proposal network is connected

to convolutional layers for object detection and bounding box regression. Based on Faster R-

CNN [  99 ], Mask R-CNN adds additional layers to generate segmentation masks for objects

in the image. The Mask R-CNN structure is shown in Figure  2.4 . The ground truth of

these networks is based on bounding boxes or masks. Bounding box-type ground truth often

results in inaccurate location estimation when the object is very small. Using bounding boxes

to define ground truth is also tedious and time-consuming. Plant centers are small objects,

so detecting their location precisely is an important objective for the network. Recent work

shows locating and counting objects can be achieved without bounding boxes [  101 ]. In [ 102 ],

a segmentation map generated from a CNN is developed to count the number of wheat

plants. In [ 103 ], an estimated map from a CNN is used to estimate the number of rice

seedlings from UAV images. In [ 104 ], a few-shot learning framework with point annotation

is used to locate and count plants.

2.3 Network Architecture and Transfer Learning

Our task can be defined as locating plant centers in orthorectified images [  24 ] with dif-

ferent types of crops, fields, and image acquisition dates. We represent plant centers as

points in our ground truth because they are more accurate than bounding boxes in terms of

localization, and are relatively easier to use for labeling. Since our task is localization, our

ground truth masks are very sparse. We cannot use pixel-wise losses as they do not represent

the distance between the prediction and the ground truth unless they perfectly overlap. This

is especially true for the task of point localization. Due to this, our approach is based on

locating objects without bounding boxes [ 101 ], which is used for plant localization, eye pupil
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Figure 2.3. Faster R-CNN structure [  99 ].

identification, and people counting. The major contribution in [  101 ], is the proposed loss

function: the weighted Hausdorff distance (WHD),

dWH(p, Y ) = 1
S + ε

∑
x∈Ω

px min
y∈Y

d(x, y) + 1
|Y |

∑
y∈Y

Mα
x∈Ω

[ pxd(x, y) + (1 − px)dmax ] , (2.1)
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Figure 2.4. Mask R-CNN structure [ 100 ].

where

S =
∑
x∈Ω

px, (2.2)

Mα
a∈A

[f(a)] =
(

1
|A|

∑
a∈A

fα(a)
) 1

α

, (2.3)

is the generalized mean, px ∈ [0, 1] is the output at pixel x and the function d(·, ·) is the

Euclidean distance. The ε in the denominator of the first term is a small positive number

that provides stability if the network detects no objects. Multiplying by px in the first

term ensures that high activations at locations with no ground truth are penalized. The

second term has two parts. The expression f(·) = pxd(x, y) + (1 − px)dmax is used to enforce

the constraints fpx=1 = d(x, y) and fpx=0 = dmax. Now, note that Mα corresponds to the

minimum function when α = −∞. So, ideally, if α = −∞, the minimum of the function is

obtained, meaning the second constraint fpx=0 = dmax will penalize low activations around

ground truth points. However, the minimum function makes training difficult as it is not

a smooth function w.r.t. its inputs, so in [  101 ], it is approximated with α < 0. The best

values are empirically found to be ε = 10−6 and α = −1. One of the strengths of the WHD

and the approach of object localization as minimizing the distance between points is that it

is independent of the CNN architecture used.
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Figure 2.5. Modified U-Net architecture from [  101 ] Each orange block rep-
resents a convolutional layer with output shape and the number of channels.
Each upsampling output concatenates with the encoder layers with the same
shape. The blue block represents a fully connected layer.

We use the modified U-Net architecture from [  101 ], shown in Figure  2.5 . The original U-

Net structure is shown in Figure  2.6 . The left block represents the downsampling (encoder)

and the right block shows the upsampling (decoder). During the transfer learning process,

only the weights of the encoder are copied to the target network for fine-tuning. The input

image is size 256 × 256 and the encoder has 8 downsampling blocks. Each downsampling

block consists of two 3 × 3 convolutional layers, each followed by batch normalization and a

Rectified Linear Unit (ReLU). After the ReLU, the input is downsampled by a 2 × 2 max
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Figure 2.6. Original U-Net structure [  91 ].

pooling layer with stride 2. The number of channels doubles in the first five blocks, going

from 64 to 512, while the last three are kept at 512 while still being downsampled. Compared

to the original U-Net [  91 ] architecture, this network has 4 more downsampling blocks. It also

removes the convolutional bridge structure after the last downsampling block in the original

U-Net [  91 ]. The upsampling block is similar to the one in the original U-Net [ 91 ] architecture.

It concatenates two inputs, one from the previous upsampling block output, and the other

from the downsampling block with the same shape as the previous upsampling block output.

The number of channels doubles during concatenation but eventually returns to the original

number of channels when sent to the last convolutional layer of each upsampling block. The

network decoder output is a saliency map, shown in Figure  2.7 as the “Estimated Map”.

A pixel on the saliency map has a range of [0, 1] to indicate the object existence in the

image. Otsu thresholding [  105 ] is used on the saliency map to generate the threshold image.

Additionally, the network has fully connected layers that concatenate the input of the last

layer of the encoder and the last layer of the decoder. The output of these fully connected
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Figure 2.7. Plant center estimation diagram. Each plant center is the center
of a cluster and is labeled with a red cross.

layers is the estimated number of plant centers. The plant centers are estimated with a

Gaussian mixture model using expectation maximization (EM) [  106 ]. In a Gaussian mixture

model, each plant segmentation is considered a cluster, and the number of plant centers is

the number of clusters. The cluster centers are the estimated plant centers.

2.4 Experimental Results

In the experiments, our datasets are extracted from an orthomosaic image [ 24 ] of a maize

field captured using a UAV on May 22, 2018. The UAV was flying at an altitude of 50m.
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The orthomosaic image [ 24 ] has a spatial resolution of 1cm/pixel. The ground truth region

where manual plant center labeling was performed is shown in the blue, green, and red boxes

in Figure  2.8 (b), consisting of 5,500 individual plants and their labeled centers. The ground

truth region was split into 80% for training (blue box in Figure  2.8 (b)), 10% for validation

(green box in Figure  2.8 (b)), and 10% for testing (red box in Figure  2.8 (b)). We randomly

extract 2,000 images from the training region as the training dataset and 200 images from the

validation region as the validation dataset. The testing dataset also consists of 200 randomly

extracted images from the region captured in the red box in Figure  2.8 (b). Because of this

random extraction, all three datasets consist of images that can have high overlap. Since the

ground truth region was first split into separate regions before the extraction, the datasets

have no common images, which prevents testing on training data. The width and height of

the randomly extracted images are uniformly distributed between 100 pixels and 500 pixels.

We use Precision [  107 ], Recall [  107 ], F1 Score [ 107 ], Mean Average Hausdorff Distance

(MAHD), Mean Absolute Percent Error (MAPE), Mean Absolute Error (MAE), and Root

Mean Squared Error (RMSE) related to plant location as our testing metrics. These are

defined as:

Precision = TP
TP + FP (2.4)

Recall = TP
TP + FN (2.5)

F1 Score = Precision × Recall
Precision + Recall (2.6)

MAHD = 1
|X|

∑
x∈X

min
y∈Y

d(x, y) + 1
|Y |

∑
y∈Y

min
x∈X

d(x, y) (2.7)

MAPE = 100 1
N

N∑
i=1

Ci 6=0

|ei|
Ci

(2.8)
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(a)

(b)

Figure 2.8. a) An orthorectified image [  24 ] of a sorghum field on June 13,
2016. The pre-trained network is trained on the data in the red region. b) An
orthorectified image [  24 ] of a maize field on May 22, 2018. The blue region
is for training. The red region is for validation, and the green region is for
testing. These orthorectified images [  24 ] are not color balanced, resulting in
flightline-dependent patterns in intensity.
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MAE = 1
N

N∑
i=1

|ei| (2.9)

RMSE =

√√√√ 1
N

N∑
i=1

|ei|2 (2.10)

True positive (TP) is the number of detected plants located in the range of pixels r of the

plant center ground reference. False positive (FP) is the number of detected plants located

outside the range of pixels r of the plant center ground reference. False negative (FN) is the

number of failed detected plants located in the range of pixels r of the plant center ground

reference. We find setting r = 5 is reasonable for the plant center detection application

because is about 5cm, which is within the RMSE of the geometric targets. In Equation  2.7 ,

X and Y are the sets of ground truth plant centers and predicted plant centers, respectively.

Consequently, |X| and |Y | represent the number of plant centers in the corresponding set.

We use Euclidean distance for the function d(·, ·). For MAPE, MAE, and RMSE, Ci is the

ground reference of the total number of plants in the i-th extracted image. Ĉi is the estimated

number of plants. ei = Ĉi − Ci. N is the number of plant images. Precision, Recall, and

F1 Score can indicate how close the estimated points are to the ground reference points.

Multiple plant center detection on a single plant is possible even with a high F1 score. We

add MAPE, MAE, and RMSE to account for multiple detections.

We compared the performance of the model between transfer learning and training from

scratch. Both networks use the modified U-Net [ 101 ] depicted in Figure  2.5 . As noted

previously, the pre-trained network used in transfer learning is trained on 50,000 randomly

cropped images with 15,208 distinct plant centers obtained from an orthomosaic [  24 ] image

of a sorghum field acquired on June 13, 2016. The learning rate is set to 10−5 for the

transfer learning model and 10−4 for training from scratch. All training uses Adam [  108 ]

optimization with a batch size of 16. We evaluate the network performance based on the

validation dataset for each epoch. The model with the lowest average Hausdorff distance on

the validation dataset is saved as the best model. Figure  2.9 shows an example of detected

plant location. The evaluation metrics are shown in Table  2.1 .
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Figure 2.9. Example of plant localization result.
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Table 2.1. Results of modified U-Net [  101 ], using r = 5.

Metric Pretrained Network
with ImageNet Non-Pretrained Fine-Tuning On

Pretrained Network

Precision 14.1% 55.1% 82.6%
Recall 0.49% 98.5% 98.9%

F1 Score 0.94% 70.7% 90.0%
MAHD 224.8 8.1 7.1
MAPE 100% 125.9% 8.6%
MAE 28.9 36.2 3.9
RMSE 29.0 36.7 5.8

We directly apply the pre-trained network on the maize dataset to evaluate the base

performance without any fine-tuning. Note that the sorghum dataset has a dark soil back-

ground, while the maize dataset has a light soil background due to drier conditions with

plants at a much earlier growth stage. The pre-trained network only has a 0.94% F1 Score.

After training (fine-tuning) on 2,000 maize images, the pre-trained network outperforms the

network without pre-training on a 90% F1 Score and fewer multiple detections.

We also evaluated the effectiveness of different pre-trained networks in transfer learning.

We compared the performance of a model pre-trained on ImageNet [  92 ] with that of a model

pre-trained on plant images. The modified U-Net [ 101 ] structure does not have a readily-

available encoder pre-trained on ImageNet [  92 ]. While we could train an encoder ourselves,

training the model on ImageNet [ 92 ] with over 1 million images would consume significant

resources. There is no guarantee that the resulting network would perform on par with

publicly available pre-trained networks, despite the resources invested. Thus, we decided

to use a ResNet-50 [  72 ] as the encoder for the modified U-Net [  101 ] in this comparison

experiment since ResNet-50 [  72 ] has a publicly available model pre-trained on ImageNet

[ 92 ]. The learning rate is set to 10−5 for both networks. We use Adam [ 108 ] optimization

with a batch size of 16. The results are shown in Table  2.2 . The ImageNet [  92 ] pre-trained

network performs better than the network without pre-training. The ImageNet [  92 ] pre-

trained network did worse than the plant image pre-trained network because the source
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Table 2.2. Results of ResNet [ 72 ] encoder modified U-Net [  101 ], using r = 5.

Metric Pretrained
with ImageNet [ 92 ]

Pretrained
with Plant Images

Precision 55.4% 84.3%
Recall 95.3% 98.8%
F1 Score 70.0% 91.0%
MAHD 7.8 6.6
MAPE 92.4% 9.1%
MAE 26.5 4.3
RMSE 26.9 5.8

domain is too different from the target domain (the more general ImageNet [  92 ] vs. UAV

plant images).

We also investigate the effect of the size of the training dataset on the transfer learning

result. In addition to the 2, 000 maize images training dataset, we randomly cropped 500,

1, 000, 3, 000, 4, 000, and 5, 000 images from the ground reference region. We use 2 NVIDIA

GeForce 1080 Ti GPUs for training. Training with 500 images has the least training time,

around 4 hours. Training with 5,000 images has the most training time of 12 hours, as the

training time linearly increases with the number of training images. The results are shown

in Figure  2.10 . The dataset with 2,000 images results in a model that balances performance

and training time.
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Figure 2.10. Testing results with 500, 1000, 2000, 3000, 4000, and 5000 im-
ages in the training dataset. All are trained on modified U-Net [ 101 ] structure.
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3. SORGHUM FLOWERING TIME ESTIMATION

3.1 Introduction

We can evaluate flowering in a sorghum plant by observing its panicles as shown in Figure

 3.1 . While we are unable to determine the state of flowering of individual panicles due to

the resolution of most imagery, we can consider counting across temporal data as a potential

surrogate measure, as the capability to detect panicles increases when the flowers emerge

from the tight panicle. In this chapter, we investigate the panicle detection performance of

multiple networks and use the counts of the best network for flowering time estimation.

3.2 Overview Of Related Work

Deep neural networks have shown some progress in detecting and counting plant traits

[ 109 ]–[ 116 ]. In [ 110 ], a weakly supervised deep learning framework with RetinaNet [ 117 ] is

developed to detect and count sorghum panicles. Inside the framework, a semi-trained CNN

model is used to perform synthetic annotation. The weakly supervised strategy is used to

reduce the human labeling cost. The network was trained with a single image. After training,

labels are generated from a randomly selected image using the network. The generated labels

are corrected by a human and then feed into the training system for another training. Figure

 3.2 shows the weakly supervised process. Similarly, in [  111 ], an active learning method with

Faster-RCNN [  99 ] is used for panicle detection in cereal crops as shown in Figure  3.3 . A novel

query system is designed for the active learning process with point supervision. The model

interacts with a human by querying the labels from the most informative images instead of

all images in the dataset.

Weakly supervised learning and active learning can reduce human effort in data label-

ing. However, they still require human interaction during the training process. In chapter

 5 , we introduce methods that can auto-label unlabeled data into training without human

interaction.
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(a) Sorghum plants with panicles labeled using red boxes.
In this stage, the panicle is not blooming so the plants are
not considered as flowering.

(b) Flowering sorghum plants with blooming panicles la-
beled using red boxes.

Figure 3.1. An example of sorghum panicles.
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Figure 3.2. Weakly supervised sorghum detection framework from [  110 ]

Figure 3.3. Active learning for panicle detection from [  111 ]

3.3 Flowering Time Estimation

Our method consists of multi-temporal panicle detection and flowering time series esti-

mation, as shown in Figure  3.4 . The orthorectified images are cropped into smaller segments

for panicle detection and counting. Polynomial regression is applied to the counting results

from multiple dates to estimate the flowering time.
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Figure 3.4. Our approach to flowering time estimation.

We chose the deep networks for panicle detection based on their performance on a gen-

eral object detection dataset such as COCO [ 118 ]. We selected three detection-based deep

networks for panicle detection. For early dates in the time sequence, some panicles that did

not bloom can still be detected by the network. We set a threshold for the bounding box

size to remove them. We then fit a third-degree polynomial to the estimated counting data

to obtain the panicle count time series as shown in Figure  3.8 with the counts in Table  3.3 .

The estimated flowering time is the intersection between the line associated with half of the

ultimate number of panicles counted and the flowering curve.

3.3.1 Network Architecture

RetinaNet. RetinaNet [  117 ] is a one-stage detection-based network with focal loss as

the loss function as shown in Figure  3.5 . It uses ResNet [ 72 ] and feature pyramid network

(FPN) [  119 ] as backbone networks. Each level of the FPN is connected with a sub-network for

47



bounding box regression and object classification. The focal loss is used in the classification

sub-network:

FL(pt) = −(1 − pt)γlog(pt) (3.1)

pt =

 p if y = 1

1 − p otherwise,
(3.2)

where p is the estimated probability of the model and γ ≥ 0 is the focusing parameter. In

our experiments, we choose ResNet-101 with FPN as the backbone for RetinaNet.

Figure 3.5. RetinaNet structure [  117 ].

YOLOv5. YOLOv5 [  120 ] is a one-stage detection-based network. The general structure

of YOLOv5 consists of backbone, neck, and prediction as shown in Figure  3.6 . YOLOv5 uses

CSPNet [ 121 ] as backbone architecture. FPN [ 119 ] and Path Aggregation Network (PANet)

[ 122 ] are used for the neck of YOLOv5. There are four different versions of YOLOv5. The

main differences between the versions are the depth and width. We chose the YOLOv5x

model for our experiments since it has the best accuracy across the different versions.

Faster-RCNN. Faster-RCNN [ 99 ] is a two-stage detection-based network consisting of

a feature map extractor, regional proposal network (RPN), and Region of Interest (ROI)

pooling and classification network as shown in Figure  2.3 . The main idea of Faster-RCNN

is to use RPN to generate bounding boxes. We use the ResNet-101 with FPN as the feature

map extractor in the Faster-RCNN model.
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Figure 3.6. YOLOv5 structure from [  123 ].

3.4 Experimental Results

For panicle detection training and testing, we use an RGB orthomosaic [ 24 ] photo of

a sorghum field in West Lafayette, Indiana, USA acquired by a Sony ILCE-7RM3 camera

mounted on a DJI Matrice 600 Pro platform on July 22, 2020 at 20m altitude. The orthomo-

saic photo is cropped into individual images of 2 row segments of plants. Each cropped image

is horizontally divided into two sub-images. The images are further separated for training,

validation, and testing. We manually ground truth the images by labeling each panicle with a

bounding box. In total, we have 500 images for training, validation, and testing. The images

have dimensions of 800 Œ 600 pixels which are resized to 512 Œ 512 pixels during training.

Flowering time was estimated for a field of sorghum test plots (∼200,000 plants/hectare),

comprised of two replicates of 80 varieties in a randomized block design (plot size: 7.6m

Œ 3.8m), 10 rows per plot. In practice, the flowering time varies for different genotypes
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of sorghum. For this specific hybrid genotype, with a planting date of May 13, 2020, we

select the multi-temporal RGB images from 65, 68, 70, 76, 79, and 83 days after planting.

Each image is cropped from the associated orthomosaic photo with a size of 3000 Œ 1200

pixels. The cropped image has 8 row segments of plants because 2 rows in the middle were

destructively sampled for biomass. The ground truth data is obtained by manually counting

panicles in these cropped images.

We split the 500 images into training (80%), validation (10%), and testing (10%). For

all three networks, we start with models pre-trained on the COCO dataset, as this reduces

training time. The learning rate is set to 0.00001 for three networks. The training time for

each network is around 30 minutes using 4 NVIDIA GTX 1080 Ti graphics cards. Validation

is performed every 10 epochs.

We use Average Precision (AP) with Intersection over Union (IoU) set to 0.5 for panicle

detection. We use Mean Absolute Percent Error (MAPE) [ 107 ], Mean Absolute Error (MAE)

[ 107 ], and Root Mean Squared Error (RMSE) [  107 ] for panicle counting.

We evaluate the performance of the three networks with the validation and testing

datasets. The results are shown in Table  3.1 and Table  3.2 . Faster-RCNN and YOLOv5 are

better than RetinaNet based on four metrics. YOLOv5 has a similar AP and better MAPE,

MAE, and RMSE compared to Faster-RCNN. Based on these results, we use YOLOv5 as

the network architecture for flowering time estimation.

Table 3.1. Evaluation of validation dataset.
Metric RetinaNet YOLOv5 Faster-RCNN

AP 86.6 89.1 89.8
MAPE 0.3 0.2 0.3
MAE 1.8 1.2 1.5
RMSE 2.5 1.8 2.2

The shape and color of panicles varied for each variety of sorghum. We select the variety

based on the similarity of our training data. We use our panicle counting deep network to

estimate the counts for each test image without resizing. Figure  3.7 shows an example of
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Table 3.2. Evaluation of testing dataset.
Metric RetinaNet YOLOv5 Faster-RCNN

AP 83.8 86.2 86.1
MAPE 0.2 0.1 0.2
MAE 3.1 1.5 2.6
RMSE 4.0 2.0 3.2

Table 3.3. Flowering time estimation.
Days

After Planting
Manual
Count

Estimated
Count

65 35 34
68

(Est. Flowering Time) 151 157

70 198 202
76 259 253
79 278 276
83 280 278

Table 3.4. Flowering time estimation metrics.
MAPE MAE RMSE

0.03 2.43 3.05

multi-temporal panicle detection results. For this specific plot, our estimated flowering time

is 68 days after planting which is nearly identical to the result from the manual counts.

We also test the methods on all 160 plots in the same panel. The results are shown in

Figure  3.9 and Table  3.4 . From the results, there is a 2 to 3 days bias towards the reference

dates. We only count the number of panicles, not the number of flowering panicles so the

estimated dates are slightly off from the reference dates.
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(a)

(b)

(c)

Figure 3.7. a) Panicle detection result on 2020-07-17. b) Panicle detection
result on 2020-07-20. c) Panicle detection result on 2020-07-22.
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Figure 3.8. Panicle count time series.
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Figure 3.9. Flowering time estimation results of 160 plots.
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4. IMPROVING SORGHUM PANICLE DETECTION

4.1 Introduction

Deep convolutional neural networks (CNN) [  124 ] have achieved outstanding results in

image classification, object detection, and segmentation [  71 ], [  99 ], [  100 ]. The high accuracy

for identifying objects in images with complicated backgrounds makes CNNs attractive for

estimating phenotypic traits. For deep neural networks, a large quantity of training data

is often required to prevent overfitting. Labeling a large amount of training data is time-

consuming and tedious due to the high spatial resolution and density of panicles in plant

images. The lack of training data is a major bottleneck that affects the performance of

the deep neural network in plant trait estimation. Data augmentation [ 125 ] is a technique

to reduce overfitting by creating more training data samples such as rotation, flip, and

crop on the existing dataset without additional ground truth. Adding synthetic images

has become popular for data augmentation since the introduction of generative adversarial

networks (GANs) [  126 ], which can generate realistic images. GAN-based methods have a

positive impact on enhancing the performance of classification tasks for plant images [ 127 ],

[ 128 ]. Most GAN-based approaches focus on classification by generating images containing a

single plant instance. In plant trait estimation such as panicle detection, there are multiple

instances of plants in an image, so the ability to generate images containing multiple objects

with labels is necessary.

In this chapter, we propose a method for generating high-resolution synthetic sorghum

UAV RGB images with bounding box labels using two image-to-image translation GANs.

We create a label map (or label images) that contains bounding boxes where we want the

panicle to be located in the synthetic image generated by the GAN. We shall denote each

bounding box in the label map as a "mask". The GAN then generates a synthetic image with

the panicle located as proscribed in the label map. We utilize a small amount of ground truth

real images to train the image-to-image translation GAN with the label map. The synthetic

images are combined with real images to train the object detection network. We compare the

performance of the two image-to-image translation GANs. The results show performance
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(a) A real UAV RGB image of a sorghum field.

(b) A synthetic UAV RGB image of a sorghum field gener-
ated from our GAN.

Figure 4.1. An example of real and synthetic UAV RGB images of a sorghum field.
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improvement in both panicle detection and counting. Figure  4.1 shows an example of real

and synthetic UAV RGB images of sorghum.

4.2 Overview Of Related Work

4.2.1 Generative Adversarial Network (GAN)

The basic idea of a GAN [ 126 ] is to generate images that are indistinguishable from

real images. A GAN consists of two models: the generator model for image generation and

the discriminator model for classification of real and synthetic images. It has the following

objective function:

min
G

max
D

V (D, G) = Ex∼pdata(x)[logD(x)] + Ez∼pz(z)[log(1 − D(G(z)))] (4.1)

where V (D, G) is the value function, pdata(x) is the distribution over data x, pz(z) is the input

noise variable, D is discriminator and G is generator. The generator often uses an inside-

out autoencoder [ 129 ] structure that takes random noise as input and generates synthetic

images. The discriminator uses a CNN and multilayer perceptron (MLP) [  130 ] as a classifier

to distinguish the real and synthetic data. During the training of the GAN, the objective

of the discriminator is to maximize the cost value, while the objective of the generator is

to minimize the cost value. Developing a stable training approach is the main challenge in

recent GAN research [ 131 ]. Since the GAN has two models (Generator and Discriminator),

it is difficult to train both models simultaneously while ensuring convergence. There are a

variety of GAN variants that focus on improving training stability. For example, Arjovsky

et al. proposed the Wasserstein GAN [  132 ] with a new loss function based on the Earth

Mover’s Distance [  133 ] to enhance training stability. Radford et al.developed a new model

DCGAN [  134 ] using a novel CNN architecture for both the generator and discriminator. The

conditional GAN has the following objective function:

min
G

max
D

V (D, G) = Ex∼pdata(x)[logD(x | y)] + Ez∼pz(z)[log(1 − D(G(z | y)))] (4.2)
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The function is similar to the function from the original GAN with an additional condition

y. Figure  4.2 shows a simple example of conditional GAN structure.

Figure 4.2. Conditional GAN structure from [ 135 ].

The Conditional GAN (cGAN) [  135 ] is a variant of a GAN in which auxiliary inputs, such

as labels or text, are added as inputs to both the generator and discriminator so that the

additional information can control the output. The Conditional GAN has wide applications

such as text-to-image translation [ 136 ], image-to-image translation [ 137 ], and style transfer

[ 138 ]. Examples are shown in Figure  4.3 .
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(a) Text to image translation from [  136 ]

(b) Image to image translation from [ 139 ]

(c) Style transfer from [  140 ]

Figure 4.3. Applications of GANs.
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4.2.2 Data Augmentation Using Synthetic Images

The purpose of data augmentation is to create or modify an existing training dataset to

improve the performance of machine learning models [  125 ]. Figure  4.4 show a taxonomy of

image data augmentation techniques.

Figure 4.4. A taxonomy of data augmentation from [  125 ].

Generating synthetic images from GANs for data augmentation is widely used to enhance

the performance of deep neural networks for various tasks where there is insufficient training

data [  125 ]. The synthetic data is combined with real ground truth images to train a target

network. Most GAN-based data augmentation methods are used to improve classification

that identifies a single object from images. For example, in [  127 ], Bi et al. developed a

method using images generated by a Wasserstein GAN variant to improve plant disease

classification. In [  128 ], Madsen et al. improved plant seeds classification by using synthetic
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plant seed images from GAN. The Conditional GAN is often used in situations that require

additional annotations for the synthetic images, such as data augmentation for detection

and segmentation tasks. For example, in [  141 ], Milz et al. proposed a conditional GAN to

generate images with ground truth data for aerial object detection and segmentation. In

[ 142 ], Sandfort et al. improved CT segmentation by using synthetic images from CycleGAN

[ 140 ].

4.3 Approach

Our method consists of two parts: training a conditional GAN with a small amount

of ground truth UAV RGB images (label maps) of sorghum and then generating synthetic

images with random locations of the panicles which we use for data augmentation. Figure

 4.5 illustrates our proposed approach. In the top part of Figure  4.5 , label maps and images

are used for training the GAN. The label map is a grayscale mask acquired by converting

existing ground truth bounding box labels. In the bottom part of Figure  4.5 , we use random

locations of the panicles (random label map) as an input to the GAN to generate synthetic

UAV RGB images.

The synthetic images are then added to the ground truth image dataset to form the

training data we use to train the panicle detection network. The requirements for the GAN

are that it must be capable of generating high-resolution images constrained by the inputs.

We choose two image-to-image translation GANs because the real ground image bounding

box labels can be converted directly into label masks. The two GANS we use are pix2pixHD

[ 143 ] and SPADE [  144 ] because of their reported performance on public datasets such as

ADE20K [  145 ] and Cityscapes [ 146 ].

4.4 Network Structures

4.4.1 pix2pixHD

The pix2pixHD [  143 ] architecture is an image-to-image translation GAN that can gener-

ate high-resolution images from labeled map inputs. The concept of pix2pixHD comes from

pix2pix [  139 ], a conditional GAN for image-to-image translation. The original pix2pix has
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Figure 4.5. Block diagram of our proposed approach.

62



the structure shown in Figure  4.6 . The pix2pix structure is comprised of a generator G and

a discriminator D. It has the following objective function:

LGAN(G, D) ≡ E(s,x)[ log D(s, x)] + Es[ log(1 − D(s, G(s))] (4.3)

where (si, xi) is the i-th sample pair of a label and its corresponding nature image. We

denote

E(s,x)
∆= E(s,x) ∼ pdata (s, x) (4.4)

. The generator and discriminator of pix2pix are derived from the DCGAN [  134 ] which uses

a CNN as its main structure. The generator of pix2pix uses skip connections from U-Net

[ 91 ] to share information between input and output. The discriminator of pix2pix adapts

the PatchGAN [  139 ] structure. The PatchGAN is a patch-based CNN that requires fewer

parameters to train compared to fully connected structures of other discriminators.

pix2pix can only generate images with a maximum resolution of 256 × 256 pixels. If we

train pix2pix with images larger than 256×256 pixels, the training process becomes unstable

and the image quality deteriorates. pix2pixHD [  143 ] addresses the limitation of pix2pix by

introducing multi-scale generators and discriminators. The structure of pix2pixHD is shown

in Figure  4.7 . It has the following objective function:

min
G

( max
D1,D2,D3

∑
k=1,2,3

LGAN(G, Dk)
)

+λ
∑

k=1,2,3
LFM(G, Dk)

 (4.5)

where λ controls the importance of a GAN loss LGAN(G, Dk) and a feature matching loss

LFM(G, Dk). The k-th feature matching loss LFM(G, Dk) for the discriminator is incorporated

in pix2pixHD to stabilize training:

LFM(G, Dk) ≡ E(s,x)

T∑
i=1

1
Ni

∥∥∥D(i)
k (s, x) − D

(i)
k (s, G(s))

∥∥∥
1

(4.6)

where D
(i)
k is the feature extractor of discriminator Dk for i-th layer, Ni is denotes the number

of elements in the i-th layer and T denotes the total number of layers.
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Figure 4.6. The pix2pix structure.
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Figure 4.7. The pix2pixHD structure.
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Figure 4.8. The SPADE structure.
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The multiscale generators and discriminators form pyramid structures for synthesizing

images with different resolutions. The generator structures of pix2pixHD consist of a global

generator G1 and a local enhancer network G2 as shown in Figure  4.9 .

Figure 4.9. pix2pixHD generator structure from [ 143 ].

During training, G1 is first trained on low-resolution images. G2 is appended to the last

layer of G1 and trained jointly on high-resolution images. The discriminator structures of

pix2pixHD are paired with multiscale generators for low-resolution and high-resolution im-

ages. The input of its discriminator is real images and synthetic images that are downsampled

at multiple scales that match the pyramid structures. The high-resolution discriminator can

encourage generating images with finer details. The low-resolution discriminator guides the

generator to generate globally consistent images. pix2pixHD also uses an optional instance

map as an auxiliary input. Each individual object inside the instance map has a unique ID.

The instance map provides the object boundaries of the same class. However, for our appli-

cation creating panicle segmentation masks for small objects is very time-consuming, which

conflicts with our goal of saving time in ground truthing. We decide not to use instance

maps for generating sorghum images.

4.4.2 SPADE

The regular normalization layers from the generator of pix2pixHD tend to lose semantic

information. The diminished semantic information affects the quality of the synthetic im-

ages. Spatially-adaptive denormalization (SPADE) [  144 ] preserves the semantic information

compared to regular normalization by incorporating residual blocks with SPADE [ 144 ] lay-
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ers into the up-sampling part of the generators as shown in Figure  4.10 . The SPADE layer

consists of a convolutional layer and two modulation layers as shown in Figure  4.10 .

Figure 4.10. SPADE block design from [  144 ].

The convolutional layer during training uses the ground truth label mask as input. Two

modulation layers take the output of the convolutional layer and output two modulation

parameters γ and β. The γ and β are multiplied and added to the normalized activation as

output.

The generator of SPADE discards the encoder structures from pix2pixHD since the label

maps are directly fed into the residual blocks within the generators. A new image encoder

is used to encode the real image into random vectors before sending it into the up-sampling

generator. The discriminator of SPADE follows the multi-scale discriminators of pix2pixHD

with SPADE layers as normalization. The discriminator takes the concatenation of the input
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ground truth mask and the synthetic images and classifies whether the generated image is

synthetic.

Compared to pix2pixHD, SPADE has better performance on public datasets such as

ADE20K [ 145 ] and Cityscapes [ 146 ] due to the added SPADE blocks. All of the public

datasets have multiple classes and well-defined segmentation masks that contain a large

amount of semantic information. We only have one class in our dataset (panicles) with min-

imal semantic information so the added SPADE blocks for preserving semantic information

might not be beneficial. We use both methods, pix2pixHD, and SPADE, and compare their

performance for synthetic panicle image generation.

4.5 Experimental Results

4.5.1 Dataset

The real image dataset consists of a set of cropped images from 4 orthomosaics of sorghum

field in acquired in 2020 as shown in Figure  4.11 . The image is acquired by RGB cameras

mounted on UAVs flying at an altitude of 20m. The spatial resolution of the orthomosaics is

0.25cm/pixel. There are 4 orthomosaics from multiple dates that represent different growing

stages of sorghum. The resolution of the cropped image is 1024 × 1024 pixels. Each of the

cropped images contains 4 row segments of sorghum plants due to the input image of the

GANs has to be a square shape. Each panicle in the images is manually labeled with a

bounding box. The bounding box labels are converted to the ground truth label maps for

training the GANs. The label map is a single-channel grayscale image that has the same

resolution as the image. The conversion is achieved by the following equation:

pmap =

1, pmap ∈ R

0, pmap /∈ R
(4.7)

where pmap is the pixel in the label map. R is the region inside the bounding box. The

pixel in the label map has a value of 1 if the pixel is inside the bounding box. The rest of

the pixel has a value of 0. In total, we have 500 manually labeled, cropped images from 4

orthomosaics as our experimental dataset. We use 400 images for training for the GANS and
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Figure 4.11. An orthomosaic of a sorghum field. The dataset used for the
experiments is cropped from a set of orthomosaics. The cropped images do
not contain the destructive sampling rows.

70



100 images for testing the panicle detection and counting system. The number of cropped

images from each orthomosaic is evenly distributed.

4.5.2 Synthetic Panicle Generation

We train pix2pixHD and SPADE with the training dataset described above. Both meth-

ods are trained on a single NVIDIA TITAN RTX with 24GB memory and 200 epochs in

native resolution (1024 × 1024 pixels) without any resizing or cropping. Adam optimiza-

tion [ 108 ] is used for both pix2pixHD and SPADE with an initial learning rate of 0.0002.

The results are shown in Figure  4.12 . The panicles generated by SPADE are more realistic

than those generated by the pix2pixHD. The panicle edges from SPADE are clearer while

the panicle edges of pix2pixHD are blurred. However, the pix2pixHD has a more natural

background that resembles real sorghum images. The synthetic background, e.g. the high-

lights on leaves and the overall brightness of SPADE, is too dark. The straight line on the

right side of the synthetic images is learned from the real images created by the process of

orthorectification. Overall, the images generated by pix2pixHD are more realistic.

4.5.3 Panicle Detection

We generated 1000 synthetic images each from pix2pixHD and SPADE using random

label maps (a total of 2000 GAN-generated images). Figure  4.13 shows some examples of

synthetic images. The random label maps are constrained in the location and size of the

bounding boxes such that the overall distribution is identical to real sorghum images in our

dataset. The mean and variance of the panicle bounding box center and size are estimated

for each row. This information is used during the random bounding box generation. A small

overlap is allowed for each bounding box mask. In total, we have 1400 images for training

our panicle detector from each of the GANs. This is 400 real ground truth images plus 1000

synthetic images for the particular GAN.

We use YOLOv5 [ 120 ] as our object detection network for panicles. We use the mean

average precision (mAP) with Intersection over Union (IoU) from 0.5 to 0.95 (COCO mAP

[ 118 ]) as the metric for detection, and Root Mean Squared Error (RMSE) [  107 ], Mean
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(a) Ground Truth Label
map

(b) Real images (c) pix2pixHD results (d) SPADE results

Figure 4.12. Real panicle images and synthetic panicle images generated
using pix2pixHD and SPADE.
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(a) Random label map (b) pix2pixHD results (c) SPADE results

Figure 4.13. Synthetic panicle images generated using pix2pixHD and
SPADE with random input labels. We adjusted the label generation parame-
ters so the random labels have different shapes to simulate sorghum at multiple
growing stages.
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Absolute Error (MAE) [  107 ] and Absolute Percent Error (MAPE) [  107 ] for counting In our

case, the mAP is equal to AP because we only have one class.

We evaluate the performance with the rest of the 100 real ground truth images not used

for training. The results are shown in Table  4.1 .

Table 4.1. Panicle detection and counting results. Each column represents
a detection model trained on the corresponding dataset. "Real Image" is the
dataset of 400 real images. "pix2pixHD" and "SPADE" are the datasets with
400 real images plus 1000 synthetic images from the corresponding GAN. Bold
indicates the best performance.

Metric Real Image pix2pixHD SPADE

mAP@[.5,.95] 72.4 78.9 79
MAPE 11.6 7.2 9.7
MAE 8.0 4.6 5.5
RMSE 9.6 5.6 6.5

Compared to training only on 400 real ground truth images, both GAN-based data

augmentation methods achieve better mAP. For the counting metrics, the model trained

on the augmented images (real plus synthetic) also performs better. Despite the different

image styles generated by pix2pixHD and SPADE, their data augmentation performances

are similar. The synthetic images of pix2pixHD have slightly better performance for the

counting metrics due to the more realistic background. We found that for the pix2pixHD

the weights tend to diminish around 200 epochs and the result becomes a completely black

image. SPADE does not have this problem, possibly due to the added SPADE residual blocks

in the generator. We feel both methods are suitable for GAN-based data augmentation for

high-resolution UAV images.
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5. SEMI-SUPERVISED OBJECT DETECTION FOR

SORGHUM PANICLES

5.1 Introduction

From the previous chapter, we demonstrate using transfer learning to reduce the size

of the training dataset for plant center localization. We also propose a data augmentation

method to improve the performance of the sorghum panicle detection network. However,

those methods still require at least a few hundred images as ground truth. For real appli-

cations, it is not feasible to annotate such a large quantity of images for each scenario. In

this chapter, we investigate the approach to train a sorghum panicle detection deep neural

network on a very small amount of RGB UAV images using semi-supervised learning.

5.2 Overview of Related Work

5.2.1 Semi-Supervised Classification

Semi-supervised classification approaches train the network with a small amount of la-

beled data and a large amount of unlabeled data to reduce the manual data labeling [  147 ]–

[ 150 ]. The use of pseudo-labels [ 151 ] is the key idea for semi-supervised approaches. The

pseudo-labels are the data labels generated by the model pre-trained on the small dataset.

The pseudo-labels are combined with the real labels to expand the training dataset. A

semi-supervised loss is introduced for training on labeled and unlabeled data. Recent work

focuses on regulating the loss function to maintain consistency during training. MixMatch

[ 148 ] is an example of consistency regulation as shown in Figure  5.1 .

Figure 5.1. MixMatch process [  148 ].
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It uses data augmentation, label guessing, and MixUp on both labeled and unlabeled im-

ages. FixMatch [  152 ] is another consistency-based method for semi-supervised classification

as shown in Figure  5.2 . It generates pseudo-labels from the prediction on unlabeled images.

The pseudo-labels are used to train the model with an augmented version of the same image.

Figure 5.2. FixMatch process [  152 ].

5.2.2 Semi-Supervised Object Detection

Similar to semi-supervised classification, pseudo-label-based approaches are used for semi-

supervised object detection [ 151 ]. The approach consists of a teacher model and a student

model. The teacher model is trained with a small amount of data at first. The teacher

network then will generate the annotation from the unlabeled dataset to produce pseudo-

labels for self-training. The pseudo-labeled data and labeled data are combined to train

another neural network (student model). Semi-supervised object detection has recently

shown progress in object detection tasks. In [  153 ], Sohn et al. introduces a framework, STAC,

to generate highly confident pseudo labels and update the models by enforcing consistency

via strong augmentations. The overall framework of STAC is shown in Figure  5.3 .

It generates pseudo-labels from unlabeled data using non-maximum suppression (NMS).

The confidence-based method is used to filter pseudo-labels.

Unbiased Teacher [  154 ] is another framework to jointly train the student and teacher

networks in a mutually-beneficial manner as shown in Figure  5.4 .
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Figure 5.3. STAC Framework [  153 ].

Figure 5.4. Unbiased Teacher Framework [ 154 ].
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The teacher model is trained first with supervised only in the burn-in stage. After that,

the teacher model will generate pseudo-labels to train the student model. The student model

weight is transferred to the teacher model via exponential moving average (EMA).

5.3 Semi-Supervised Approach

We investigate semi-supervised learning for two-stage and one-stage object detection

methods. For two-stage object detection, we use the Soft Teacher [  155 ] framework with

Faster-RCNN. For one-stage object detection, we choose the Efficient Teacher [ 156 ] frame-

work with YOLOv5. The selection of the detection network is based on the performance of

general detection datasets such as COCO [ 118 ]. Theoretically, both semi-supervised methods

are interchangeable with the other object detection method. However, the performance is

degraded if we simply apply one method to another due to the structure difference between

one-stage networks and two-stage networks. In this case, we choose semi-supervised methods

that have the best fit for each type of detection network as a fair comparison.

5.3.1 Soft Teacher

The Soft Teacher framework consists of a teacher model and a student model as shown

in Figure  5.5 . The teacher model is trained using a small batch of labeled data and performs

pseudo-labeling on the unlabeled images. The student model is trained on both labeled

and pseudo-labeled images. During the training process, the teacher model is continuously

updated by the student model through the exponential moving average (EMA) strategy. The

loss function of the soft teacher is a combined loss function from supervised and unsupervised

loss:

L = Ls + αLu (5.1)

Ls = 1
Nl

(Lcls(I i
l) + Lreg(I i

l)) (5.2)

Lu = 1
Nu

(Lcls(I i
u) + Lreg(I i

u)) (5.3)
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where L is the weighted sum of supervised loss Ls and unsupervised loss Ls, α is the weight

for unsupervised loss, Lcls is the classification loss, Lreg is box classification loss, I i
u is the i-th

unlabeled image, I i
l is the i-th labeled image, Nu is the number of unlabeled image and Nl is

the number of labeled image. During pseudo-labels generation, the framework uses NMS and

FixMatch [ 152 ] strategy to remove duplicate bounding box candidates. The high threshold

value is also used for pseudo-label generation to improve the quality of pseudo-labels. The

process of pseudo-label generation will introduce an error as some foreground box candidates

will be assigned as negatives. To compensate for this problem, the soft teacher framework

introduces a loss function that uses more information from the teacher model:

Lcls
u = 1

N fg
b

Nfg
b∑

i=1
lcls(bfg

i , Gcls) +
Nbg

b∑
j=1

wjlcls(bbg
j , Gcls) (5.4)

wj = rj∑Nbg
b

k=1 rk

(5.5)

where bfg
i are foreground boxes, bbg

j are background boxes, Gcls is the set of pseudo boxes,

lcls is the classification loss, rk is the reliability score.

Figure 5.5. Soft Teacher semi-supervised framework from [  123 ].

The original method from Soft Teacher is training the teacher model and student model

at the same time with random weights at the beginning. In practice, we found the training is

unstable due to the limited number of images in our dataset. We introduce another warm-up

79



stage for the teacher model. During the warm-up stage, the teacher model will be trained

only with labeled data. The trained weight will then be loaded into the co-training stage

with the student model.

5.3.2 Efficient Teacher

One-stage object detection networks [  117 ], [  120 ], [  157 ] generally have higher recall and

faster training speed compared to two-stage object detection networks [ 99 ]. However, the

semi-supervised learning approach from two-stage detection networks is facing challenges

when directly applied to a one-stage detection network. The multi-anchor strategy used in

the one-stage network magnifies the label imbalance problem from semi-supervised learning

in the two-stage network, resulting in low-quality pseudo-labels and poor training results.

The efficient teacher framework is a semi-supervised learning approach optimized for single-

stage object detection networks. The overview of the framework is shown in Figure  5.6 .

To leverage the label inconsistency problem, the efficient teacher framework introduces a

novel pseudo-label assigner to prevent interference from low-quality pseudo-labels. During

training, each pseudo-label is assigned a pseudo-label score that represents the uncertainty

of the label. Two threshold value of the score τ1 and τ2 is used. If a pseudo-label has a

score between τ1 and τ2, the pseudo-label is categorized as an uncertain label. The loss of

uncertain labels is filtered out to improve the performance. The efficient teacher framework

uses an unlabeled data loss:

Lu = Lcls
u + Lreg

u + Lobj
u (5.6)

where Lcls
u is the class loss, Lreg

u is the regression loss and Lobj
u is the objectness loss. For

pseudo-label with high classification scores, only Lobj
u is used. For the rest of the pseudo-

labels, Lreg
u is used when the objectness score is higher than 0.99.

The efficient teacher framework also introduces an epoch adaptor mechanism to stabi-

lize and accelerate the training process. Epoch adaptor combines domain adaptation and
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distribution adaptation techniques. The domain adaptation has the following loss function:

Lda = −
∑
h,w

[Dlog(ph,w) + (1 − D)log(1 − ph,w)] (5.7)

where ph,w is the domain classifier output, D = 0, 1 for labeled and unlabeled data, respec-

tively. Domain adaptation enables training on unlabeled and labeled data during the first

Burn-In phase to prevent overfitting on labeled data. The distribution adaptation technique

dynamically updates the thresholds τ1 and τ2 at each epoch to reduce overfitting.

Figure 5.6. Efficient Teacher semi-supervised framework from [  156 ].

5.4 Experiment and Results

5.4.1 Dataset

The sorghum panicle dataset is from an RGB orthomosaic [  24 ] captured by UAVs in a

sorghum field. We select a small region of the orthomosaic and crop it into small images for

data labeling and training purposes as shown in Figure  5.7 . We select the early sorghum

growing stage for the experiments. Compared to the later stage, the early-stage sorghum

panicles have more variation in shapes and sizes which brings more challenge to the methods.
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Moreover, the fewer panicles in each image can further reduce the number of available labels

for training. In total, we have 364 images for training, 90 images for validation, and 60 images

for testing. Each image is resized to 640 ×640 resolution during training. These RGB images

are used to form a supervised baseline to compare with semi-supervised learning. For semi-

supervised learning, we randomly select 1%, 5%, and 10% within the training dataset to

form a semi-supervised learning dataset. The labels of the rest of the training data are

removed correspondingly to represent the unlabeled data. We have 3 labeled images for the

1% dataset, 18 labeled images for the 5% dataset, and 36 labeled images for the 10% dataset.

5.4.2 Parameter Tuning

Setting the appropriate training parameters is very important for semi-supervised learn-

ing on the limited dataset. The learning rate and NMS threshold for pseudo-labels have the

most impact on training performance. In the supervised learning stage, the learning rate

can have a greater learning rate for fast convergence. In the semi-supervised learning stage,

the learning rate needed to be adjusted for a very small amount of labeled data. In practice,

we found setting the learning rate of 0.001 for the supervised stage is good for warm-up the

teacher model. The default semi-supervised learning rate from both methods is too large

resulting in unstable training. We found to set the learning rate to 0.00005 is suitable for

the semi-supervised stage in both methods. For the NMS threshold in the efficient teacher

framework, we set the confidence threshold to 0.5 to reduce the false positive and the IoU

threshold to 0.1 to reduce the duplicated bounding box.

5.4.3 Results

We evaluate the semi-supervised learning approach by using three different settings of

the original training dataset: 1%, 5%, and 10% training data. In the warm-up stage, we first

trained the network with only 1%, 5%, and 10% labeled data in a supervised manner to form

a baseline. In the semi-supervised stage, the weights of the baseline model are loaded into

the teacher model. The teacher model with pre-loaded weight is trained with the student

model together. For the soft teacher framework, we use Faster-RCNN [ 99 ] with ResNet-50
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Figure 5.7. Sample images from training dataset for semi-supervised learning.
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[ 72 ] backbone. For the efficient teacher framework, we use the YOLOv5l model. The result

of the soft teacher method is shown in Figure  5.8 , the semi-supervised learning increases

the mAP by 5.6% in 1% labeled data, 2.5% in 5% labeled data and 3.7% in 10% labeled

data. The result of the efficient teacher method is shown in Figure  5.9 , the semi-supervised

learning increases the mAP by 3.1% in 1% labeled data, 1.7% in 5% labeled data and 1.7%

in 10% labeled data. The efficient teacher method achieves the highest mAP due to the

better YOLOv5 model in the baseline. However, the soft teacher model has the highest

mAP increases in three scenarios. The training is done on a single NVIDIA RTX A40 GPU.

The soft teacher took 7 hours to finish training while the efficient teacher only took one hour

to finish. Compared to supervised learning using fully labeled data (364 images), we can

achieve comparable results with only 10% of the original amount (36 images). The method

can be further expanded to other plant trait detection tasks to reduce the amount of time

for data labeling.
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Figure 5.8. Result from the soft teacher.
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Figure 5.9. Result from the efficient teacher.
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6. SYNTHETIC FIELD IMAGE GENERATION WITH STABLE

DIFFUSION

6.1 Introduction

In the previous chapter, we introduce plant image synthesis using GANs. The biggest

problem in training GANs is stability. We often observe that the output becomes a com-

pletely black image after a few hundred steps. In recent work, diffusion models show promis-

ing results for synthetic image generation. Compared to GANs, it does not require a large

amount of training data and can transfer the text input into image output. Moreover, the

training process is much more stable than GANs. In this chapter, we investigate generating

crop images using stable diffusion.

6.2 Overview of Related Work

6.2.1 Diffusion Probabilistic Models

The diffusion probabilistic models [ 158 ] use a Markov chain with a diffusion process to

convert one distribution into another. Given a data distribution q(x), the forward diffusion

process has the following equations:

π(y) =
∫

dy′
Tπ(y | y′ ; β)π(y′) (6.1)

q(x(t) | x(t−1)) = Tπ(x(t) | x(t−1); βt) (6.2)

where π(y) is the distribution from repeated diffusion process, Tπ(y | y′ ; β) is the diffusion

kernel, β is the diffusion rate and q(x(t) | x(t−1)) is the data distribution of the kernel with

x data point at step t. The forward trajectory can be described as:

q(x(0···T )) = q(x(0))
T∏

t=1
q(xt | xt−1) (6.3)
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where T is the total step for the diffusion process. For example, q(xt | xt−1) can represented

as a Gaussian diffusion process. From the forward diffusion process, we can derive the reverse

process:

p(xT ) = π(xT ) (6.4)

p(x(0···T )) = p(x(T ))
T∏

t=1
p(x(t−1) | xt) (6.5)

where p(x(t−1) | xt) is the reverse distribution. The diffusion model can be combined with

the U-Net backbone to generate synthetic images by reversing the diffusion process. Figure

 6.1 shows an example of the reverse diffusion process from noise to image.

Figure 6.1. The denoising reverse diffusion process from [  159 ].

6.2.2 Transformer

The transformer [  160 ] structure is an encoder-decoder architecture that uses self-attention

mechanism. The overall structure is shown in Figure  6.2 .

Given an input x1, · · · , xn, the encoder of the transformer converts it to a sequence z =

(z1, · · · , zn). The decoder of the transformer converts z to the output sequence (y1, · · · , ym).

The attention mechanism is the mapping from a query and key-value pairs to an output as

shown in Figure  6.3 . In the scaled dot-product attention part, the dot-product is used for

queries, keys, and values as the following:

Attention(Q, K, V ) = softmax(QKT

√
dk

)V (6.6)
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Figure 6.2. The transformer model architecture from [  160 ].
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Figure 6.3. The attention function from [ 160 ].
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where
√

dk is the key dimension, and Q, K, V are query, key, and value, respectively. The

multi-head attention structure first projects the query, key, and value and applies the atten-

tion mechanism in parallel with concatenation:

MultiHead(Q, K, V ) = Concat(head1, · · · , headh)W O (6.7)

headi = Attention(QW Q
i , KW K

i , V W V
i ) (6.8)

where W Q
i , W K

i , W V
i and W O are parameter matrices.

6.3 Stable Diffusion

The stable diffusion [  161 ] is a latent diffusion model that generates latent representations

with conditional inputs as shown in Figure  6.4 .

Figure 6.4. The Stable Diffusion architecture from [ 161 ].

Before feeding into the diffusion model, the input image is compressed to latent represen-

tations from an autoencoder E . The generated latent representation is converted back to real

images using autodecoder D. The diffusion model only receives images in the latent space
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to reduce the computational cost. It uses denoising U-Net ε0 as the backbone network for

image synthesis. The U-Net architecture is modified with cross-attention mechanism [  160 ]

for guided image generation. The conditional input y (text, map, image) is projected by

encoder τ0 and mapped to the inner layers of the U-Net using cross-attention.

The training process of stable diffusion starts from a set of images with different levels

of noise (steps) in latent space. The training data consists of the images and the embedded

noise steps. The denoising U-Net is trained to predict the noise given training images with

its step. During inference, a noise image and its noise step are fed into the denoising U-Net to

predict the noise. The predicted noise is subtracted from the noise image to form a less noisy

image. The image with less noise will continue to feed into U-Net repeatedly to subtract the

noise as a Markov chain process.

6.4 Results

We use stable diffusion to generate synthetic sorghum and maize images. The training

images are from a single orthomosaic. The orthomosaic is cropped into a square image with

three rows of plants as shown in Figure  6.5 . Each cropped image is resized to 512 ×512

resolution with text data. The resolution is aligned with the maximum resolution in stable

diffusion. In total, there are 400 sorghum images and 400 maize images. The date of the

orthomosaic is the later season where the sorghum panicles and maize tassels are shown in

the images.

The stable diffusion v1-4 [  161 ] pre-trained model is used for fine-tuning. The total train-

ing process is done on 8 NVIDIA A40 GPUs with 15000 training steps. The learning rate

is set to 0.00001 for fine-tuning purposes. Results are shown in Figure  6.6 and Figure  6.7 .

From the results, the images from diffusion models do not look as real as the images from

GANs. Compared to real images, the images from stable diffusion have blurry textures and

colors similar to paint.
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Figure 6.5. Sample images from training dataset for stable diffusion.
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(a) Real maize images (b) Synthetic maize images

Figure 6.6. Real maize images and synthetic maize images generated from
stable diffusion.
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(a) Real sorghum images (b) Synthetic sorghum images

Figure 6.7. Real sorghum images and synthetic sorghum images generated
from stable diffusion.
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7. TOMATO WILTING CLASSIFICATION

7.1 Overview of Methods

Our method for tomato wilting classification is shown in Figure  7.1 . We use convolutional

neural networks for tomato wilting classification. The input images are preprocessed before

sending to CNN for classification. The preprocess has three parts: color calibration, plant

segmentation, and plant cropping. The preprocessed images feed into the neural network for

classification. The classification results are the wilting stages in terms of number.

Figure 7.1. Block diagram of the proposed method

7.2 Related Work

Machine learning and deep learning provide promising results in image-based tomato

disease detection. In [ 162 ], a CNN-based approach is used to detect tomato leaf disease. In

[ 163 ], an attention module is added to the CNN structure to improve the performance of

tomato leaf disease detection. In [  164 ], a SqueezeNet [  165 ] model is used to detect tomato

plant disease by leaf images. Most image-based tomato disease detection methods are based

on the leaf images of tomato plants. None of those methods use the image of entire tomato

plants. This is partially due to the limitation of public datasets. The public datasets only

have tomato leaf images without genetic information. In our method, we use the entire

tomato images with specific tomato varieties. Thus, we focus more on the entire structures

of tomato plants.
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7.3 Plant Segmentation

7.3.1 Color Calibration

The goal of color calibration is to make plant segmentation consistent in varied lighting

conditions and to ensure that the images used throughout the process are consistent in terms

of pixel values. A color checkerboard is used for color calibration. In order to extract the

color patches from each image, we first convert the image to HSV color space. Then, we

threshold the image from S and V color channels in HSV color space to form a mask image for

color checkerboard pattern extraction as shown in Figure  7.3 . The mask image is obtained

as:

Pmask =

1, CHSV ≥ T

0, CHSV < T
(7.1)

where Pmask is the pixel value on the mask. C is the H, S, or V value. T is the threshold

value. We use the Harris corner detector [  166 ] to find the checkerboard corner and extract

the RGB values from each color patch as shown in Figure  7.4 . We measure the XYZ values

from each section of the color checkerboard using a spectrometer as a color reference to

the current image. The XYZ values from the spectrometer are converted to RGB for color

correction.

Figure 7.2. Block diagram of color correction method.

97



(a) Original image.

(b) Threshold image.

Figure 7.3. Output from the threshold.
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(a) Threshold mask of the color checkerboard.

(b) Extracted color patches.

Figure 7.4. Color patch extraction.
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The color correction diagram is shown in Figure  7.2 . We use the measured RGB values

and RGB values on the original image to perform color correction. We use the color correction

matrix M to correct the color on RGB plant images.

M = P ′(P T P )−1P T , (7.2)

where

P ′ =


Rref

Gref

Bref

 , P =


Rtar

Gtar

Btar

 (7.3)

P ′ is the reference color matrix consisting of RGB values of each color patch from the

XYZ values. P is the target color matrix consisting of RGB values of each color patch from

the original images.

The original image is in standard RGB (sRGB) [ 167 ] color space. Because the original

image is gamma-corrected, we convert the RGB values on the original images to linear RGB.

We use the following equations for linear RGB conversion [  167 ]:

Clinear =


Csrgb

12.92 , Csrgb ≤ 0.04045

(Csrgb+0.055
1.055 )2.4, Csrgb ≥ 0.04045

(7.4)

where C is the R, G, or B value. After estimating the matrix, we apply the correction matrix

to the original image to acquire the color-corrected image.

7.3.2 Plant Segmentation

We segment the plants from the background for training the wilting detection network.

By removing the excessive background, the neural network can focus more on classifying

the plant itself. We use the color-corrected images as a reference and apply the threshold

method to extract plants from the background. The color-corrected image is converted to

HSV and CIELAB color space. We set a threshold for the V channel from HSV, a* channel,

and b* channel from CIELAB. The threshold results are binary masks for each channel. A
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(a) Original image.

(b) Color corrected image.

Figure 7.5. Color correction.
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bitwise OR operation is applied among those masks to acquire a binary mask for the plant.

After extracting the plants, we crop the image to remove the black margin.

7.4 Wilting Classification Network

7.4.1 Training and Testing Datasets

The wilting tomato dataset contains 96 different tomato plants from three genotypes.

Most of the plants start to wilt after the second day of treatment with bacteria so we only

use the images from day 3 to day 5. Each plant image is captured horizontally on a rotating

platform. Images are captured in 4 main directions (front, back, left and right) and the

directions between each main direction so there are 8 images for one plant. In total, we

use 1400 images for training and testing neural networks. The 20% of total images are split

into the testing dataset. Each plant in the dataset has a wilting score from 0% to 100% to

represent the wilting status of the plant. 0% means the plant is unwilted (healthy). 100%

means the plant is totally wilted (died). We define plants that have a wilting score greater

than 0% as wilted. We separate wilted plants into different wilted stages. For example, if

4 wilted stages are defined, the plants that have wilting scores between 1% and 25% will

belong to stage 1, the plants that have wilting scores between 26% and 50% will belong to

stage 2, the plants that have wilting scores between 51% and 75% will belong to stage 3, the

rest of them will belong to stage 4.

7.4.2 Network Architecture

We use ResNet [  72 ] in Figure  7.8 and VGG-16 [ 71 ] in Figure  7.7 as our wilting classifica-

tion network architectures. For the specific ResNet models, we choose ResNet-18, ResNet-34,

ResNet-50, and ResNet-101. Because of the size limitation of the dataset, transfer learning

is used for training the dataset. The transfer learning models are pre-trained with ImageNet

[ 92 ].
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(a) Original image.

(b) Segmented image.

(c) Cropped image.

Figure 7.6. Plant segmentation.
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Figure 7.7. VGG-19 structure from [  71 ]
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Figure 7.8. ResNet-34 structure from [  72 ].
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7.5 Experimental Result

7.5.1 Wilting Stage Classification

We compare the transfer learning method with the regular training method on the VGG-

16 structure. We split the wilted plants into two stages for training and testing. We use

accuracy as the metric for wilting classification.

ACC = 100%S

T
(7.5)

T is the number of testing samples. S is the number of corrected outputs in testing samples

T . The transfer learning method has better accuracy because it is pre-trained on large

datasets. The weight of low-level feature extractors on the pre-trained network is highly

optimized. Our plant datasets are very small compared to ImageNet. Therefore, we decide

to use the transfer learning method for the rest of the experiments.

Table 7.1. Transfer learning and training accuracy.
Stages Transfer Learning Training

Healthy 80% 68%
Stage 1 42% 14%
Stage 2 78% 85%

We also test the effect on accuracy for the higher number of wilting stages. We compare

the results of 4 wilting stage setups and the results of 2 wilting stage setups. The network

performs better on fewer stages. As the number of stages increases, the boundary between

each stage becomes unclear and the number of images in each stage is unbalanced due to

the size of the datasets. We decide to use two stages for wilting classification.

Table 7.2. Wilted plants with 4 stages.
Stages VGG

Healthy 92.5%
Stage 1 33%
Stage 2 0%
Stage 3 33%
Stage 4 100%
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Table 7.3. Wilted plants with 2 stages.
Stages VGG

Healthy 80%
Stage 1 42%
Stage 2 78%

We also test the difference between ResNet and VGG. The ResNet-18 has better results

compared to VGG-16.

Table 7.4. VGG and ResNet accuracy.
Stages ResNet VGG

Healthy 70% 80%
Stage 1 78% 42%
Stage 2 82% 78%

7.5.2 Early Wilting Detection

We use the images from day 1 to day 2 as the training sets for early wilting detection.

Although the plants are given 0% wilting scores, we label them based on the wilting scores on

day five. All plants with wilting scores greater than 0% are labeled as inoculated. The rest of

the plants are labeled as mocked. The ResNet-18, ResNet-34, ResNet-50, and ResNet-101 are

the structures we used to train the early wilting detection network. Among those networks,

ResNet-34, ResNet-50, and ResNet-101 have better performance than ResNet-18. ResNet-50

and ResNet-101 have the same performance during testing. ResNet-34 has slightly better

results in mocked plants compared to ResNet-50 and ResNet-101.

Table 7.5. Early wilting detection result.
Type ResNet-18 ResNet-34 ResNet-50 ResNet-101

Mocked 90% 85% 95% 95%
Inoculated 90% 95% 90% 90%
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8. SUMMARY AND FUTURE WORK

8.1 Summary

In this thesis, we develop methods for plant center localization, sorghum flowering time

estimation, and tomato wilting classification. The main contributions of this work are:

• We present a method for estimating plant centers for two types of crops and dates with

a limited quantity of training data using a transfer learning approach. The method

uses point annotation as training labels. We use a modified U-Net structure with

the weighted Hausdorff distance as the network architecture for transfer learning. We

slightly retrained a network pre-trained on sorghum to locate plant centers on maize

crops with limited training data. We show that with proper pre-trained networks,

transfer learning can improve the overall performance of the network with scarce train-

ing data. We also demonstrate that performing transfer learning with a pre-trained

network is not effective if the distribution of the source domain is significantly different

from the target domain.

• We propose a method for sorghum panicle detection and counting. The method uses

bounding boxes as training labels. We select three different object detection networks

for panicle detection and counting. Among those networks, YOLOv5 has the best

performance in the evaluation. We demonstrate the counting results from the panicle

detection method are suitable for flowering time estimation.

• We propose a method for flowering time estimation by counting panicles in UAV im-

ages. We describe the use of multi-temporal panicle counting for flowering time es-

timation. We use the polynomial regression on the multi-temporal counting data to

estimate the sorghum flowering time. We test the flowering time estimation method

on all the plots in a panel. Our result shows the estimated flowering times are very

close to the results of manual counting.

• We presented the use of GAN-generated synthetic images to augment the training data

for panicle detection and counting. We propose a method for generating high-resolution
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synthetic Sorghum UAV RGB images with bounding box labels using two image-to-

image translation GANs. We examined two image-to-image translation GANs and

showed that their use can improve the performance of panicle detection and counting.

• We demonstrate the capability of semi-supervised learning methods for reducing the

amount of training data in sorghum panicle detection task. We examined two different

types of semi-supervised learning approaches for sorghum panicle detection.

• We investigate crop image generation using diffusion models. We generate synthetic

sorghum and crop images using a stable diffusion model with fine-tuning.

• We develop a method to segment the tomato plants from the background. We use the

threshold method in HSV color space to segment the tomato plants. We apply color

correction to tomato images to assist the tomato segmentation. The segmentation

results can be used for tomato wilting classification.

• We present a method for tomato wilting classification. We train multiple CNN struc-

tures with the segmented tomato images for wilting classification. We compare the

transfer learning method with the regular training method on CNN. We test the effect

on accuracy for a higher number of wilting stages. We present a new approach to

detect early plant wilting by labeling future wilting status on current plants.

8.2 Future Work

• Plant Location

We use saliency-map-based methods for plant centers. The saliency-map-based method

only works with point annotation. The available network structures are limited with

point annotation. The saliency-map-based method is also sensitive to the ratio and

the size of the image. The modified U-Net resizes the input image to 256x256, which

is not suitable for high-resolution images. We can replace the methods with modern

object-detection-based network architectures by converting the point annotation to

bounding boxes. This will improve the accuracy and robustness of the system.
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• Flowering Time Estimation

The flowering time estimation method is an indirect method. It counts the number of

panicles to approximate the time when 50% of panicle emerges. It does not detect the

panicle with 50% blooming due to image resolution limits. There exists a bias due to

the difference between panicle emerging time and flowering time. We could do more

research on the relationship between the panicle emerging time and the flowering time

to improve the estimation.

• Improving Sorghum Panicle Detection

We did not use the temporal information available in our real Sorghum UAV dataset

during training due to the limitation of the network structures. Future work includes

developing multi-temporal methods that can generate synthetic plant images in a tem-

porally consistent style. This will also us to estimate phenotypic traits as the plant

grows. We will also examine our approach for estimating traits of other plants such as

maize tassels.

• Semi-supervised Object Detection for Sorghum Panicles The semi-supervised network

is strongly dependent on hyperparameter tuning to achieve the best performance. How-

ever, tuning the parameters itself is still time-consuming. We can develop an auto-

tuning method on hyper-parameters. The method can also be extended to other plant

traits.

• Synthetic Field Image Generation with Stable Diffusion The images from stable diffu-

sion cannot be directly used for training due to the lack of ground truth information.

We can replace the text encoding with panicle location encoding and guide the diffusion

model to generate panicles based on the given location.

• Tomato wilting Classification

The tomato wilting classification method receives the entire tomato image as input.

Identifying wilting stages for the entire image of tomatoes is ambiguous even with

human eyes due to the unclear boundaries, especially with a higher number of wilting
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stages. Classifying the wilting stages on plant sub-structures like stems and leaves

might give more accurate results. We can develop a method that splits and classifies

each part of tomato plants and generates results based on the relationship between

each result.

8.3 Publications Resulting From This Thesis

1. E. Cai, J. Guo, C. Yang, and E. J. Delp, "Semi-Supervised Object Detection for

Sorghum Panicles in UAV Imagery", Proceedings of the IEEE International Symposium

on Geoscience and Remote Sensing, July 2023, Pasadena, CA.

2. E. Cai, Z. Luo, S. Baireddy, J. Guo, C. Yang, and E. J. Delp, "High-Resolution UAV

Image Generation for Sorghum Panicle Detection", Proceedings of the IEEE Conference

on Computer Vision and Pattern Recognition (CVPR), the 3rd International Workshop

and Prize Challenge on Agriculture-Vision: Challenges & Opportunities for Computer

Vision in Agriculture, June 2022, New Orleans, LA.

3. E. Cai, S. Baireddy, C. Yang, M. Crawford, and E. J. Delp, "Panicle Counting in

UAV Images For Estimating Flowering Time in Sorghum", Proceedings of the IEEE

International Symposium on Geoscience and Remote Sensing, July 2021, Brussels,

Belgium.

4. E. Cai, S. Baireddy, C. Yang, M. Crawford, and E. J. Delp, "Deep Transfer Learning

For Plant Center Localization", Proceedings of the IEEE Conference on Computer Vi-

sion and Pattern Recognition, the 1st International Workshop and Prize Challenge on

Agriculture-Vision: Challenges & Opportunities for Computer Vision in Agriculture,

June 2020, Seattle, WA.

5. C. Yang, S. Baireddy, Y. Chen, E. Cai, D. Caldwell, V. Méline, A. S. Iyer-Pascuzzi, E.

J. Delp, "Plant Stem Segmentation Using Fast Ground Truth Generation", Proceedings

of the IEEE Southwest Symposium on Image Analysis and Interpretation, March 2020,

Santa Fe, NM.
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UAV RGB Images", Proceedings of the IEEE International Symposium on Geoscience

and Remote Sensing, July 2023, Pasadena, CA.

2. E. Cai, R. Rossi, and C. Xiao, "Improving Learning-based Camera Pose Estimation

for Image-based Augmented Reality Applications", In Extended Abstracts of the 2023

CHI Conference on Human Factors in Computing Systems (CHI EA ’23), April 2023,

Hamburg, Germany.
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