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ABSTRACT 

The proliferation of Internet access has enabled the rapid and widespread exchange of 

information globally. The world wide web has become the primary communications platform for 

many people and has surpassed other traditional media outlets in terms of reach and influence. 

However, many nation-states impose various levels of censorship on their citizens' Internet 

communications. There is little consensus about what constitutes “objectionable” online content 

deserving of censorship. Some people consider the censor activities occurring in many nations to 

be violations of international human rights (e.g., the rights to freedom of expression and 

assembly). This multi-study dissertation explores Internet censorship methods and systems. By 

using combinations of quantitative, qualitative, and systematic literature review methods, this 

thesis provides an interdisciplinary view of the domain of Internet censorship. The author 

presents a reference model for Internet censorship technologies: an abstraction to facilitate a 

conceptual understanding of the ways in which Internet censorship occurs from a system design 

perspective. The author then characterizes the technical threats to Internet communications, 

producing a comprehensive taxonomy of Internet censorship methods as a result. Finally, this 

work provides a novel research framework for revealing how nation-state censors operate based 

on a globally representative sample. Of the 70 nations analyzed, 62 used at least one Internet 

censorship method against their citizens. The results reveal worldwide trends in Internet 

censorship based on historical evidence and Internet measurement data.  

 

 

 

Keywords: computer networks, filtering, Internet censorship, managed attribution, modeling, 

nation-state censorship  
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CHAPTER 1: INTRODUCTION 

1.1 Background and Motivation 

1.1.1 Historical Context of Censorship 

Censorship is an increasingly important topic of public debate worldwide. The interpretation and 

implementation of censorship influence abstract ideals such as freedom of expression, 

advancement of human knowledge, and national security. Differences in how individuals, 

societies, cultures, and legal frameworks view censorship reflect the underlying values of the 

people involved.  

 

Meriam Webster defines a censor as “a person who supervises conduct and morals, such as: an 

official who examines materials (such as publications or films) for objectionable matter, or an 

official who reads communications (such as letters) and deletes material considered sensitive or 

harmful.” The second Webster entry is more applicable to the modern era: “to examine in order 

to suppress or delete anything considered objectionable” [295]. Britannica attributed the first 

historical use of the term censorship to 443 BCE when Rome established the office of the censor. 

The office was responsible for conducting the census and regulating citizens’ morals [21]. In the 

ancient world, citizens concealed the expression of certain beliefs (e.g., agnosticism) because it 

risked social ostracization and criminal charges. Self-censorship, when an individual holds back 

opinions or beliefs, also continues to occur today. The impact of censorship on society in 

modernity has profoundly shifted, alongside opinions about what constitutes a legitimate concern 

of government.  

 

The rise of liberalism in the modern world prompted new ideas about the flow of information. 

The Oxford English Dictionary (OED) defines liberalism as “a political and social philosophy 

that promotes individual rights, civil liberties, democracy, and free enterprise” [339]. Near the 

turn of the seventeenth century, liberal philosophy helped inspire revolutions and movements to 

establish new governance systems as nation-states. These events were a shift away from 

traditional monarchies and feudal systems. Much of the modern “Western world,” including 

North America, western Europe, Australia, and South America, consist of governments founded 
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on liberal ideology. While classical liberals and modern liberals disagree on the size and scope of 

government [31], they generally maintain similar principles related to liberty (freedom), rights of 

the individual, consent of the governed, and equality before the law [292]. Individual rights tend 

to include political freedom, freedom of speech, freedom of religion, and private property — 

although implementation or codification of rights differs among nations. In a liberal society, an 

individual may do whatever is not forbidden by law. Habermas, one of the twentieth century’s 

leading European social philosophers, argued that truth is the consensual outcome of reasoned 

debate, and that unconstrained communications in the “public sphere” are necessary to reach 

truth statements [464]. In that view, ideal decision-making in a liberal society involves all known 

facts of an issue being brought to bear to ensure a decision is well-informed.  

 

Liberal societies often prioritize individuality, such as the right to freedom of expression. 

Allowing each individual to speak their opinion, vote in fair elections, and publicly debate ideas 

is central to self-governance. Censorship performed by governmental entities could stifle the 

building blocks of the state; however, it may be tolerated in circumstances when failing to do so 

would infringe upon the rights of another individual. The United States has its Bill of Rights (the 

first ten amendments to its Constitution), in which the first enumerated right is: “Congress shall 

make no law respecting an establishment of religion, or prohibiting the free exercise thereof; or 

abridging the freedom of speech, or of the press; or the right of the people peaceably to assemble, 

and to petition the Government for a redress of grievances” [511]. Not all liberal nations have 

codified these ideals into law, however. Citizens in the United Kingdom have a negative right to 

freedom of expression under the common law [251]. The constitution of South Korea guarantees 

freedom of speech, press, petition, and assembly for its nationals; however, its national security 

law allows for criminal prosecution of individuals who publicly support communism or the 

regime of North Korea. This tension between liberty and security has played out in other liberal 

nations worldwide.  

 

In contrast, many nations do not share liberal values. Illiberal societies often reject the 

democratic values of Western countries for many different reasons. Some authoritarian regimes 

organically formed as monarchies fell. The OED defines authoritarianism as "favorable to or 

characterized by obedience to authority as opposed to personal liberty; strict, dictatorial" [340]. 
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Some nations formed under a theocracy, such as the Islamic Republics of Iran, Pakistan, and 

Mauritania — where (to varying extents) religious ideology forms the basis for governance. 

Other countries have deep-rooted cultural or social elements that shape their worldview 

differently than that of liberal societies. Some Asian cultures value the community over the 

individual [363]. Collectivist cultures make decisions considering the good of the whole rather 

than the protection of individual civil liberties.  

 

Illiberal nation-states have shown that they view censorship differently than Western countries. 

Rather than allowing the free flow of all information with select exceptions, illiberal countries 

often view information as a tool of governance. In authoritarian regimes, leaders use censorship 

to exert control over the information environment to maintain their power and status [432].  In 

theocracies, government officials use religious law and ideology to guide their decision-making. 

For them, censorship is a way to protect citizens from ideas or images deemed offensive or 

detrimental to their faith. Collectivist cultures use censorship and surveillance to control ideas 

and prevent crime. The PRC's Communist Party of China (CCP) outlined “social harmony” as 

one of its strategic national policy goals [91].  

 

International organizations promote freedom of expression as a human right and therefore 

oppose censorship. The United Nations (UN) included an open-ended definition of freedom of 

expression in its Universal Declaration of Human Rights in 1948. As an intergovernmental 

organization with nearly all nation-states on Earth as members [440], the UN is uniquely situated 

as a source of information and policy on a global scale. Article 19 of the UN declaration 

announced that freedom of expression is a universal human right, including the "freedom to hold 

opinions without interference and to seek, receive, and impart information and ideas through any 

media and regardless of frontiers." [438]. This universal definition is helpful in unifying research 

goals on a global scale. While the UN’s effectiveness as an international organization has been 

called into question [36], this support for free expression gives citizens in countries that desire 

more freedoms a standard to reference as universally applicable. Critics of the UN documents 

point out that the founding members of the UN after World War II were liberal nations that did 

not share the values of every country globally [242].  
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Nation-states across ideologic spectrums and value systems deny access to certain information 

through legal or technical means. The German penal code prohibits the dissemination of Nazi 

propaganda and public denial of the Holocaust, both in-person and online [134]. The German 

government also compels social media companies to moderate and delete hate speech and threats 

of violence from their platforms, with deadlines as short as 24 hours and financial fines for non-

compliance [266]. Over the years, countries in Africa have banned dozens of books containing 

sexual content, homosexual relationships, racism, and criticism of government actions [154]. 

Several countries (e.g., Italy, France, Estonia, Iceland) use domain name system (DNS) 

tampering to block online content considered illegal (e.g., intellectual property theft, gambling, 

pornography, terrorism, child sexual abuse materials) in their society (see Chapter 5).  

 

There are debates about disinformation and misinformation and whether such content should be 

permitted on online platforms. There is no consensus within a country’s borders, let alone the 

international community, on whether policing online spaces belongs to governments or the 

entities that host news and social media platforms. Contention about who in government decides 

what content is objectionable is vigorously debated, and consensus is rarely reached.  

 

Even some liberal nations have demonstrated a willingness to censor their citizens. In recent 

years, hundreds of Internet shutdowns coincided with elections and other politically charged 

events in India — a federal republic with a democratically elected parliament. The Republic of 

Turkey arrested dozens of journalists and shut down media outlets following an attempted coup 

in July 2016 [422]. South Korea, a democratic republic, routinely censors print, television, and 

online content. The country bans pornography, has strong defamation laws with severe criminal 

penalties, and filters political content critical of elected officials [106,148,172].  

 

In contrast to controversial censorship decisions, there are rare cases in which there is a broad 

consensus that censorship is appropriate. Globally, countries outlaw child sexual abuse material 

(CSAM, often referred to as child pornography). Few societies view these materials as allowable 

or protected, including illiberal nations that do not subscribe to Western values. Very few topics 

are as straightforward as CSAM — and even then, systems that attempt to detect illicit content in 

modern communication systems have been scrutinized for violations of user privacy expectations 
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[470]. In addition to CSAM, the United States actively shuts down web services that violate 

intellectual property law. Few arguments challenge these shutdowns, aside from the potential for 

government overreach or in cases where "fair use doctrine" may apply [181]. Censors in many 

nations target hate speech and violent rhetoric; these topics do not often find sympathy but are 

sometimes used as a “slippery slope” argument by free speech advocates. There is potential for 

political targeting of individuals if broad categories of content can be banned and rules are not 

clearly defined.  

 

Additionally, there are instances of censorship across different societies that are commonplace 

and protected by law. Militaries exert control over intelligence and information they possess in 

the name of national security interests. By denying citizens access to military information, a 

country may prevent the success of other nation-states' espionage activities. It may also limit 

public transparency and prevent government scandals or inefficiencies from surfacing.  

 

In all, defining what is "objectionable" and deserving of censorship depends on the context, the 

entities involved, and the dynamic underlying values of the people concerned.  

1.1.2 Internet Censorship 

The proliferation of Internet access has enabled the rapid and widespread exchange of 

information around the world. The Internet has surpassed television, print media, and radio in 

terms of media influence, and has become one of "the irreplaceable elements of our lives since 

the 2000s." [112]. However, many nation-states impose censorship on their country’s Internet 

communications. As the world wide web rose in prominence, governments of nation-states 

around the globe began to realize the power and influence of the "information superhighway." 

Private sector organizations might also implement censorship measures on their Internet users 

[293] or be compelled by their governments to do so [184].  

 

Internet censorship is a relatively new phenomenon in the human experience. With the transition 

from the Industrial Age to the Information Age, information technology and computing systems 

have become central to society’s functions and progress. Initial Internet-like capabilities, such as 

the Advanced Research Projects Agency Network (ARPANET), were only available to 
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governmental entities and researchers at select institutions. Upon the advent of the world wide 

web in the early-1990s, along with decreasing costs of computing devices and software, Internet 

technologies became available to average citizens in some nations around the globe. The 

proliferation of Internet-connected devices continues to accelerate today, allowing more people 

to communicate worldwide in near real-time over various mediums and protocols. As stated by 

Warf, the Internet shifts the production of meaning from the few to the many, and "unfettered 

electronic communication allows truth to be uncoupled from power" [464].  

 

Aceto and Pescapé defined Internet censorship as "the intentional impairing or blocking of 

access to online resources and services," regardless of the intent, scope, or legitimacy of the 

actions [6]. The technical means by which Internet censors implement censorship vary widely 

but are generally constrained by standardized protocols that allow the Internet to function as a 

network of networks. Some Internet censors block web pages with "objectionable" content and 

inform users that their request was denied. Others simply drop the connection or manipulate the 

traffic so the connection appears to fail. Others will degrade the connectivity of a user when 

undesirable activity is detected, rendering the communication unusable. Applications that allow 

for unmonitored communications will often be blocklisted, denied based on ports used by the 

application's software or signatures of its data packets. In addition to blocking communication, 

Internet surveillance is closely tied to censorship activities. Detection of objectionable content 

(or anti-censorship tunnels) is generally the first and most important step toward implementing a 

blocking action. More aggressive nation-state censors will also completely disconnect Internet 

connectivity during perceived critical events, such as elections or periods of civil unrest.  

 

Countless examples of Internet censorship have occurred over the last three decades. Social 

movements, such as the "Arab Spring" in the early 2010s, were accelerated by the use of 

technology to organize protests and garner support and became a target for censorship. 

Authoritarian leaders have demonstrated a willingness to selectively censor information they 

deem dangerous to maintaining power, sometimes disconnecting Internet connectivity 

completely during tumultuous periods [188] (see §4.4.7 for further discussion).  
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Many studies have observed how the now famous "great firewall of China" (GFW) has been 

employed to enable domestic censorship and surveillance in the People's Republic of China 

(PRC) and is considered by many to be the most sophisticated and aggressive state censor 

[337,203,253,467,56,316,505,50,374,14,450,269,252,128,127,250,249,35,486,335,105,268,87,2

12,279,508]. From March 2018 to July 2019, the Republic of Chad in Africa blocked access to 

all major social media platforms, including WhatsApp, Twitter, Instagram, YouTube, and 

Facebook, for "security reasons in the context of terrorist attacks" [98]. In July 2021, Cubans 

took to the streets to protest the government's handling of the COVID-19 pandemic response. 

During the demonstrations, government officials restricted access to Facebook and WhatsApp. 

Many Cuban users turned to the US-based anti-censorship tool Psiphon for open 

communications access [103].  

 

In February 2022, metrics of total Tor network usage showed an over 300% increase in 

connections originating from Ukraine immediately following Russia's invasion of the country 

[427]; usage rapidly fell after February 24th, possibly because of Russian forces destroying 

cellular tower infrastructure or overall displacement of civilians (see Figure 1). Ukrainians 

continued to rely on virtual private networks (VPNs) and anti-censorship technologies 

throughout the conflict, as the Russian Federation diverted Internet traffic from parts of Ukraine 

through Russian service providers [384] to censor information sources and conduct surveillance 

operations. Domestically, Roskomnadzor — the federal executive agency responsible for 

monitoring, controlling, and censoring Russian mass media — ordered the blocking of popular 

apps such as Telegram and the filtering of traffic from media sources such as the British 

Broadcasting Company (BBC), Deutsche Welle, Radio Free Europe/Radio Liberty, and Voice of 

America, among other news sites [367].  
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Figure 1. Ukrainian Tor connections after the 2022 Russian invasion 

 

 

Censorship is a broad issue encompassing numerous aspects of modern societies. Some 

censorship is mandated by law in particular countries for various reasons, ranging from morality 

to political manipulation and control of the information environment. This work does not seek to 

make value judgments on the reasons for Internet-based censorship nor encourage the violation 

of laws. Instead, this study recognizes the paradigm that international expectations and norms are 

being violated in some places around the globe. In Article 19 of the universal declaration of 

human rights, the United Nations states that freedom of expression is an inherent right, including 

the "freedom to hold opinions without interference and to seek, receive and impart information 

and ideas through any media and regardless of frontiers" [438]. Internet censorship, without 

broad agreement from those subjected to censorship about what materials are objectionable, 

limits their individual expression as well as the propagation of knowledge. 

 

Given concerns about open access to Internet information, software developers have created 

tools designed to circumvent censorship in places where it exists. These groups are primarily 

(but not exclusively) located in North America and western Europe, often in nations that 

encounter minimal censorship. Anti-censorship tools generally allow individuals to access 

content and information that would otherwise be unavailable to them. These tools often provide a 
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capability to protect the identity of journalists, whistleblowers, political dissidents, activists, 

censored citizens, and others as they attempt to use Internet-based communication mechanisms. 

Some providers repurpose existing protocols to enable censorship circumvention and provide 

privacy protections to users, while other software developers create tools specifically to bypass 

censor restrictions. Many approaches have been undertaken, which are discussed in detail in 

Chapter 2.  

 

For focus and clarity of study, this dissertation will primarily concern itself with censorship that 

occurs within the technical elements of Internet communications. Example protocols that allow 

Internet functionality include Internet Protocol (IP), Transmission Control Protocol (TCP), User 

Datagram Protocol (UDP), QUIC 1 , and Border Gateway Protocol (BGP). Historical censor 

examples will be illustrated with the technology in use at the time of the incident, while the 

modeling presented in this study will demonstrate abstract functionality for the purposes of 

generalization. 

1.1.3 Internet Surveillance  

Surveillance has often been viewed as a controversial phenomenon among different societies. To 

surveil is to watch, listen, or record an individual's activities [407]. Technology has allowed for 

new methods of tracking individuals. Businesses and residential homes use cameras to deter 

crime; Law Enforcement (LE) officials track identification numbers of people crossing 

international borders to prevent terrorism; during the COVID-19 coronavirus pandemic, 

countries and institutions used surveillance testing strategies to track and contain the spread of 

disease [290,230]. System administrators monitor computer network traffic and logs for signs of 

intrusion on their systems.  

 

When conducted with malicious intent, surveillance becomes a privacy problem. Before the age 

of electronic communications, surveillance only included visually observing or listening to 

someone and was somewhat limited in scope. New technologic innovations have brought further 

opportunities to enter people's personal space. Telephones brought about the idea of listening in 

on someone's conversation from afar and the concept of wiretapping. The introduction of audio 

 
1  According to RFC 9000 [271], QUIC is the name of the transport protocol, and is not an acronym.  
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recording devices allowed for exchanges to be captured and shared with others outside of the 

initial context of the conversation. Computer-based communications have brought forward 

entirely new categories of storable data about people. Log files can show the activity performed 

on a computer, email metadata can show who a person corresponds with, and online advertisers 

use cookies to track browsing habits and cater personalized ads without a user necessarily 

understanding the data collected about them. Smartphone users are often unaware of the amount 

of telemetry and usage data technology that corporations collect from their devices at any given 

time [262].  

 

As with censorship, the proliferation of Internet communications has significantly increased the 

ability to conduct surveillance activities on individuals and groups. Internet surveillance is the 

act of monitoring Internet-based communications. Data packets may be viewed in real-time or 

stored and analyzed after the communication occurs. Internet surveillance is closely related to 

Internet censorship because they are frequently interdependent. Surveillance monitoring is often 

a prerequisite to identifying objectionable user behavior and developing signatures to stop 

communication. Monitoring techniques have been used to identify offending users and punish 

them instead of denying their communications.  

 

From an anti-censorship perspective, "surveillance is extremely difficult to detect technically if it 

has been properly implemented. However, the results of surveillance (arrests or warnings) are 

often made visible in order to deter future infringement of the rules" [105]. Circumvention 

methods bring about normative challenges for societies. As Spafford and Antón observed, "for 

anonymous participation to succeed in those cases where it is most needed, such as under threat 

of financial or political retribution, the anonymity needs to be so strongly protected as to be 

effectively inviolable. However, because we cannot know a priori whether such communication 

is lawful or harmful, there is a basic conflict — do we support mechanisms that allow for true 

anonymity to anyone seeking it, or do we force all participants to have some form of (eventually) 

verifiable identity?" [410]. Anonymity is discussed in further detail in §1.1.4. Creating tools that 

circumvent technical controls may enable free and open communication among some 

participants; criminals may also use them to cause harm.  
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Traffic analysis is one of the central elements involved in the conduct of digital surveillance on 

modern communication mediums. Traffic analysis refers to a category of methods for deducing 

information from patterns in communication without necessarily knowing its contents. In the 

context of computer security and Internet traffic, traffic analysis attacks generally involve 

metadata of network packets or insights inferred by side-channel information about the packets. 

Security researchers generally categorize traffic analysis attacks as passive or active. Passive 

attacks involve collection, aggregation, and analysis of traffic without the interference of the 

communication in real-time. Active attacks include creating, altering, or deleting packets to 

observe changes and link flows. Attacks vary dramatically in sophistication, from network flow 

data confirming "who talks to whom," timing and frequency statistical analyses, or active 

manipulation of live network traffic.  

 

Table 1. Examples of attacks utilizing traffic metadata 

Traffic confirmation attack [197,305,376] 

Timing attack [137] 

Frequency attack [298,412] 

Man-in-the-middle attack [66,237] 

Website Fingerprinting [63] 

Browser Fingerprinting [121,259] 

Protocol Fingerprinting [111] 

 

 

Internet privacy became a concern even in the early days of the world wide web. Web servers 

served mostly unencrypted HTTP data, easily observed by an ISP or passive observer on a 

network. Even with SSL encryption, administrators' server logs easily identified unique users. IP 

addresses, authentication data, and sizes of file transfers all served to fingerprint connections 

[200].  

 

In the years following the Snowden leaks of 2013, discussions of mass Internet surveillance 

capabilities by Western nation intelligence agencies sparked public interest and dialog [170]. In 

2014 at a now-famous Johns Hopkins University debate, when pressed about bulk surveillance 

programs, retired General Michael Hayden (former NSA Director) admitted that the U.S. 

Government uses metadata to target and kill individuals with drone strikes in some 
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circumstances [227]. Mr. Hayden assured the audience that U.S. persons were not analyzed in 

those datasets unless internal rules, processes, checklists, and FISA warrants were acquired. 

These assurances offer little comfort to the rest of the international community, whose data may 

or may not be aggregated into the intelligence systems discussed by the panel and are not subject 

to U.S. civil liberty protections. The implied confidence in the intelligence based on metadata to 

enable a kinetic strike on a terrorist or enemy combatant likely gives pause to someone 

concerned about revealing their identity through their Internet communications. Moreover, the 

existence of such a bulk surveillance program (or intelligence-sharing agreements between 

nations) lends credibility to the possibility of a passive global adversary, often described in 

theoretical threat models in academic literature but often assumed to be impractical. In a separate 

interview in 2017, Mr. Hayden said that "Anything that is worth anything now is being 

encrypted" [341] and that signals intelligence (SIGINT) organizations must adapt to deriving 

usable information from data that is encrypted by default.  

1.1.4 Attribution 

Managing Attribution 

Attribution is an important component of any discussion involving communication. Attribution is 

defined as "the ascribing of a work… to a particular author" [296]. On the Internet, the answer to 

"who does what" is often found in Internet communications metadata. Attribution can take the 

form of IP addresses, ports, domain names, Autonomous Systems (ASes), social media personas, 

organizations, governments, or even the individual identities of Internet users. Attribution 

provides context to the communication. In the case of using anti-censorship software, 

appropriately managing or manipulating attribution values can be a critical aspect of avoiding 

consequences from censors. The use of web proxies in obfuscating the origin of Internet traffic is 

an obvious example.  

 

One example of the institutional use of managed attribution is found in the United States military. 

The U.S. Army's field manual (FM) 3-12 Cyberspace and Electronic Warfare Operations 2017 

edition references "non-attributed" networks as elements of cyberspace operations [443] 

(references were removed in newer editions of the publication). Little is known about the 

specifics of many of these operations by the general public. The intelligence "sources and 
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methods" used to drive these missions are often classified as Secret or Top Secret. Given the 

sensitive nature of geopolitical competition below the threshold of armed conflict, it is apparent 

why managing the attribution of cyber operations and espionage activities would be desirable.  

 

Other examples of managed attribution can be found in the commercial sector. Companies use 

penetration testing to simulate adversary activity and find vulnerabilities or unauthorized access 

vectors in their network. Penetration testers often use a combination of proxies, VPNs, anti-

censorship tools, or cloud infrastructure to emulate an attack from a network perspective during 

an authorized engagement. These techniques allow them to bypass naive intrusion 

detection/prevention systems (IDS/IPS) that block malicious activity based on IP address source, 

as attackers can easily rotate their traffic sources. Different companies (e.g., data brokers) may 

desire to scrape Internet sites for information. These firms use managed attribution tactics for 

automated collection, so their behavior is unhindered when a website blocks their traffic. 

 

It must be acknowledged that criminals and malicious cyber actors can use managed attribution 

techniques in the pursuit of their goals. The balance between providing privacy and free access to 

information for censored users will always be at odds with potentially providing tools to those 

who would abuse them.  

 

Anonymity 

"Anonymity is the state of being not identifiable within a set of subjects, the anonymity set" 

[350]. In the context of Internet privacy, full anonymity is a difficult (and often impractical) 

threshold to meet. Users hoping to achieve relative anonymity must be diligent in the disclosure 

of their information, given the unsecure design of some of the fundamental protocols of the 

Internet. Computer data can be uniquely attributed to particular users or devices in many ways. 

Users must also be cognizant of how computing systems truly function to avoid accidental 

exposure. Technology that enables anonymous communication is only one of the considerations 

a user must consider. Poor operational security (OPSEC) practices may defeat the purpose of the 

person's efforts to disassociate their activity from their identity: for example, logging into a 

service that knows a person's true identity over an anonymized communication channel. 
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From a legal perspective, there is a wide variety of judicial precedents and lawful protection (or 

prohibition) of anonymous communications. Further complexities involve the interpretation of 

what anonymity enables. Kosseff argued that the United States primarily interprets anonymity in 

terms of free speech and expression, while European laws typically view anonymity in terms of 

an individual right to privacy [255]. In 2014 the Supreme Court of Canada struck down the 

warrantless procurement of anonymous user online identifiers (such as IP address), 

acknowledging a place for anonymity in section 8 of the Canadian Charter of Rights and 

Freedoms [213]. In 2012 the Constitutional Court of the Republic of Korea struck down laws 

that required users of certain web pages to register with their state-issued identification, 

promoting anonymous expression [79]. The United Nations published reports promoting 

anonymity as beneficial in some circumstances, such as "the important role it plays in 

safeguarding and advancing privacy, free expression, political accountability, public 

participation, and debate" [241]. In the "Report of the Special Rapporteur on the promotion and 

protection of the right to freedom of opinion and expression," the UN outlined the following 

recommendations for nation-state policy: "States should revise or establish, as appropriate, 

national laws and regulations to promote and protect the rights to privacy and freedom of opinion 

and expression. With respect to encryption and anonymity, States should adopt policies of 

nonrestriction or comprehensive protection, only adopt restrictions on a case-specific basis and 

that meet the requirements of legality, necessity, proportionality and legitimacy in objective, 

require court orders for any specific limitation, and promote security and privacy online through 

public education." [241].  

 

However, many nation-states do oppose the use of anonymity by their citizens. Brazil prohibited 

anonymous speech outright in its constitution "in the context of freedom of expression" [92]. 

Brazil also required users to register their names when subscribing to cellular telephone service 

subscriptions. Iran forced citizens to register their IP address to their identity with their ISP [241]. 

In 2014, the Russian Federation passed a law requiring any blogger with over 3,000 readers to 

register with Roskomnadzor, the nation's media oversight agency [375].  

 

Given concerns about censorship and surveillance, software developers have developed different 

approaches to provide varying degrees of anonymity online. Early tools to obscure the source of 
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web traffic, such as Crowds from 1999, operationalized the axiom "anonymity loves company" 

[364]. The software relied on a large number of users to participate so that web requests are 

mixed and performed by other users, ensuring that web servers cannot distinguish unique 

identifiers of the originating user. Earlier approaches used mixnets to batch and mix packets to 

provide "untraceable" electronic email [74,222]. The Tor network is the most widely used 

privacy-enhancing technology today that promotes anonymity as a design goal on a low latency 

connection (discussed in detail in §2.2.2).  

 

Pseudonymity 

Pseudonymity involves distancing actions from a true identity by using a persistent identifier. 

There is a linking connection between a pseudonym and an identity. An example from United 

States history would be the publication of the Federalist Papers: a collection of essays published 

in newspapers in the 1770s under the fictitious name "Publius." Three authors, Alexander 

Hamilton, James Madison, and John Jay shared the pseudonym. Using a pseudonym allowed the 

authors to communicate their views of federalism and promote the ratification of the U.S. 

Constitution among the public while minimizing the fear of reprisal and avoiding ad hominem 

critiques against their ideas. Moreover, pseudonymous anti-federalist essays were published in 

response under pen names such as "The Federal Farmer," "Brutus," and "Cato." These authors 

advocated for the addition of a bill of rights to protect individual liberties against the powers of a 

new federal government or even opposed ratification of the new constitution entirely. They used 

pseudonyms for the same reason, and to this day, the true author identities of many anti-

federalist essays of the time are disputed among historians [503]. When utilizing pseudonymity, 

caution must be exercised as there is no forward secrecy if the identities are linked. For example, 

the cryptocurrency Bitcoin uses pseudonymous cryptographic public key addresses as wallets. A 

wallet has no distinguishing characteristics or metadata linking to a user's identity. However, 

transactions made on the blockchain are immutable and cannot be changed once they are 

accepted and appended to the public blockchain ledger [308]. Suppose the true identity of the 

user of a pseudonym (wallet public key) is revealed by an out-of-band method. Anyone with 

access to the public blockchain could view every transaction the exposed user has ever made.  
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1.2 Problem Statement and Research Questions 

No model previously existed to characterize Internet censorship technologies. Researchers, 

policymakers, anti-censorship software developers, and educators will benefit from a research 

framework to describe censorship and anti-censorship systems.  

 

The research in this dissertation provides insight into the following questions:  

 

R1: What are the technical threats to Internet-based communications? This question is primarily 

addressed in Chapter 4.   

R2: What factors characterize Internet censor activities, in practice? This question is primarily 

answered in Chapter 5.  

 

1.3 Dissertation Organization 

The research in this dissertation followed the steps illustrated in Figure 2.  
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Figure 2. Overall research procedures 

 

 

As shown in Figure 2, the studies in this dissertation began with topic selection, covered in 

Chapter 1. Next was a review of relevant literature, covered in Chapter 2. Data collection 

through model validation was an iterative process involving multiple research methods to 

formulate and validate the model. Chapter 3 introduces the reference model for Internet 

censorship technologies. Chapter 4 presents a taxonomy of Internet censorship methods derived 

from a systematic literature review (SLR). Chapter 5 presents a research framework for 
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discovering instances of nation-state Internet censorship on a global scale. The author finalized 

the model based on the results of these supporting studies and discussed the overall contributions 

and future work in Chapter 6. 

1.4 Methods 

The individual chapters of this multi-study dissertation utilize different research methods. 

Chapter 4 uses a systematic literature review (SLR) methodology over a defined timeframe to 

develop a taxonomy of Internet censorship methods. Chapter 5 uses a mixed methods 

(quantitative and qualitative) approach to develop a research framework for investigating 

worldwide occurrences of Internet censorship. The author first performed a cross-sectional study 

of 70 countries during a one-year period with quantitative measurement data, illuminating 

current online censorship trends. Second, the author systematically studied prior work to 

illustrate if and how those same countries performed censorship over the past two decades. The 

research contributions of Chapter 5 are three-fold: (1) a snapshot of current and emerging 

Internet censorship methods around the globe, (2) a holistic view of changes in censorship trends 

over the past two decades as the Internet has become a primary means of human communication, 

and (3) a novel research framework to allow for ease of continual analysis.  

1.5 Delineations 

While important to a holistic discussion of online censorship, this dissertation does not address 

the following topics directly: 

 

• Domain seizures by law enforcement entities 

• Outlawed encryption or technologies 

• Social media deplatforming 

• Content moderation 

• Corporate censorship in the workplace 

 

The data collected and used in this study provides evidence of nation-state Internet censorship 

methods. The data are network focused and provide insight into the transmission and delivery (or 
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its denial) of messages over Internet networks. Therefore, compelled removal of content and 

denial of access to private data on segmented networks that do not interact with the broader 

Internet are not within the scope of this study. Additionally, some countries use legal means to 

ban particular encryption algorithms or the use of specific technologies, such as VPNs. The 

framework and model in this dissertation describe how systems operate on networks but do not 

make value judgments about whether or not an activity or tool ought to be permissible.  

 

Domain seizures affect all Internet users globally, not only those impacted by censors (see Figure 

21 for an example). Issues of censorship on social media pages involve the legitimate owner of a 

web resource moderating or removing content — which cannot be impacted by the 

communications between the client and server. Discussions of what constitutes free expression 

and where society defines "public spaces" online are important topics but are not covered in this 

work. Hidden services such as those found on the Tor network [209], I2P [93], and (proposed) 

censorship-resistant publishing systems such as Free Haven [108] and Publius [458] are outside 

the scope of this study. While these approaches are relevant to an overall discussion of online 

censorship, this dissertation focuses on protocols and applications that are widely used across the 

Internet. Rather than focusing on niche interest groups or systems that have never been 

implemented in practice, the author sought to characterize the censor activities and systems that 

impact millions of people on a daily basis.   

 

Some organizations may use custom, proprietary protocols to exchange information. These 

protocols are often found in high-security environments, restricted to a local area network (LAN), 

and potentially “air-gapped” from the public Internet. These implementations are not Internet-

routable traffic and are also out of scope. Additionally, while all of the above are relevant to 

censorship issues at large, a software developer of an anti-censorship tool cannot solve problems 

outside of their scope of influence. Finally, censorship in the workplace is a different field of 

inquiry. Employers often filter traffic within their enterprise for security reasons or in the name 

of productivity. Employees often sign user agreements, notifying them of workplace 

expectations for what they may access during work hours. These practices vary across legal 

jurisdictions. Workplace censorship is different from a governmental authority dictating what 

information may or may not be accessed from personal or public devices.  
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1.6 Constraints and Disclosures 

This study attempts to offer a global view of the issues related to Internet censorship and the 

anti-censorship software that allows people access to openly available information. While the 

definition and operationalization of freedom of expression are derived from an international 

organization (the United Nations), the author acknowledges that this work is influenced by 

Western philosophy because it originates from the United States. This work is also limited to 

scholarly sources available in the English language.  

 

Censorship is a broad issue encompassing numerous aspects of modern societies. Some 

censorship is mandated by law in particular countries for various reasons, ranging from morality 

to political manipulation and control of the information environment. Even an ardent free speech 

advocate may encourage censorship of certain information in particular contexts. This work does 

not seek to make value judgments on the reasons for Internet-based censorship nor encourage 

violation of laws.  

 

Censorship occurs in printed media, audio recordings, journalistic endeavors, television 

broadcasts, and many other aspects of daily life. For the purposes of this dissertation, censorship 

refers specifically to censorship experienced by Internet users online unless specified otherwise. 

Internet censorship is the impairment or denial of access to information or communication 

resources available via the Internet and its associated protocols. Further, this study defines anti-

censorship software as code or computer programs that allow a user’s Internet communications 

to bypass the denial of access imposed by an Internet censor. This narrow definition excludes 

important open research problems discussed and delineated in detail in Chapter 2. However, 

limiting the scope of censorship and anti-censorship enables this study to illuminate and 

contribute to a particularly salient issue in the body of literature.  

 

 

Disclaimer: 

The facts and analysis presented in this document are attributable exclusively to the author. They 

do not represent the views of Purdue University nor imply or constitute endorsement by the U.S. 

Department of Defense.  
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CHAPTER 2: RELATED WORK 

2.1 Internet Censorship Studies 

In 2008, Deibert et al. published their seminal report Access Denied [105], offering the first 

global view of Internet censorship. The study data from 2006 covered 40 countries and 

categorized censor methods into four categories: IP blocking, DNS tampering, Blockpage, and 

Keyword. The authors concluded that nation-states that practiced state-mandated filtering were 

predominately clustered into three regions: east Asia, the Middle East/North Africa, and central 

Asia. Internet routing has increasingly grown in complexity since Deibert et al.'s report, and the 

geopolitical landscapes within which censorship regimes exist have also changed. Some censors 

use more sophisticated, targeted, and subtle methods, while others use blunt tactics such as 

Internet shutdowns to achieve their goals. Researchers have also documented online censorship 

in self-proclaimed liberal democracies, which espouse freedom of speech and expression as 

values; these nations were not covered in the Access Denied reporting. Deibert et al. had to 

perform all their measurements using their infrastructure, vantage points, and OpenNet's 

methodology. They did not have access to the Internet measurement datasets available today (see 

§5.2.1). This work's author draws inspiration from their approach and provides a broader view of 

Internet censorship with deeper technical detail. In Chapter 5, the author surveys a globally 

representative list of countries, using diverse datasets for overlapping coverage, and utilizes the 

latest research in censor methods (as described in Chapter 4).  

 

Aceto and Pescapé wrote a survey of censorship detection systems in 2015 [6]. Their work 

covered academic detection architectures as well as deployed Internet measurement platforms. 

The study relied on the design goals of the detection system's authors for their characterizations, 

while Chapter 4 of this dissertation focuses on the evidence of censorship occurrences. Gill et al. 

performed a study similar to Chapter 5 in 2015 but only used OpenNet Initiative data [179] and 

focused on DNS and HTTP filtering of web URLs. 

 

Khattak et al. conducted a systematization of knowledge on systems they termed "Censorship 

Resistance Systems" (CRSs). Their subjects included deployed software and theoretical systems 
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from academic papers and "access-centric" and "publication-centric" schemes. The paper 

comprehensively surveyed 73 such systems and offered an abstract censor attack model [245]. 

Khattak et al. focused on the goals of CRS designers, not necessarily on censor abilities directly.  

 

Tschantz et al. did a study related to Chapter 5 of this dissertation in 2016 [433] as part of a 

larger systematization of knowledge (SoK) to survey the evaluation criteria of CRSs. They 

compare the evaluation criteria elements from the literature to observed "real-world" censor 

behavior derived from field reports and bug tickets, revealing frequent incongruencies. Their 

goals were to enumerate evaluation criteria and identify trends rather than systematization of the 

censor behavior, as accomplished in Chapter 4 of this dissertation. In section 4 of their study, 

Tschantz et al. outline "censorship as practiced," in which they examined 31 measurement 

studies to attribute censor capabilities to several high-profile censoring nations. Some of the 

capabilities were technology-specific (e.g., Netsweeper, BlueCoat, SmartFilter), and the 

countries were not globally representative, as this work's author strove to accomplish in Chapter 

5. 

 

Many studies have attempted to provide coverage of Internet censorship through measurement 

platforms [229,413,316,289,466,447,349,509,232,24], the use of literature surveys 

[283,193,6,48,464], or crowdsourced data collection [217,143,3]. Measurement platforms have 

various advantages and limitations. The author drew from several measurement platform datasets 

to promote overlapping coverage. Surveys provide historical context to the analysis. Prior work 

also has dozens of individual country censorship case studies, providing historical data on 

evidence of censor methods. 

 

Internet measurement communities have faced ethical concerns about the data they have 

collected [96,231]. Institutional Review Boards (IRBs) at universities have been dismissive of 

measurement researchers because they are not measuring "human subjects" directly, causing 

controversy for journals to decide if technical research was conducted ethically [62]. For 

example, an analysis of the "Encore" research submitted to ACM SIGCOMM 2015 determined 

that the researchers did not break any U.S. laws and that their research did not rise to the 

standard definition of having human subjects [309]. Still, lingering questions remain about how 
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to answer research questions that may involve users' data from around the world. In some nations, 

citizens may incur harm based on the content they access online. The author of this dissertation 

strove only to use Internet measurement datasets with no ethical research concerns.  

2.2 Censorship Circumvention 

2.2.1 Research Publications 

There are hundreds of studies in the literature related to anti-censorship software. Authors from 

the censorship and privacy-enhancing technologies communities in academia have proposed 

dozens of new anti-censorship systems over the past 20 years. A handful of these papers have 

been successfully implemented to varying degrees [110], but most have not seen real-world use. 

Many of the tools proposed addressed a specific censorship problem, be it an observed 

phenomenon [463,510], or a theoretical attack scenario [47,297]. Several taxonomic and 

characterization papers have been put forward on circumvention [122,123,260,261]. Some 

attempted to fill gaps in the capability of existing tools or approaches. These papers would have 

benefited from a generalized framework of threats to Internet communications to guide their 

design goals and anticipated outcomes. Admittedly, informed abstraction of censorship problems 

might have been difficult to formulate until real-world censors were observed, documented, and 

worked around by circumvention approaches over the years.  

 

A 2016 study in Proceedings on Privacy Enhancing Technologies (PoPETS) titled SoK: Making 

Sense of Censorship Resistance Systems [245] resembled the goals of this dissertation. Khattak et 

al. termed the systems they analyzed "Censorship Resistance Systems" (CRSs), inclusive of 

deployed software and theoretical systems from academic papers, as well as "access-centric" and 

"publication-centric" schemes. The paper comprehensively surveyed 73 such systems. The 

primary differences between [245] and this dissertation are its view of the threats and the focus 

of its scope. This dissertation strives to model censorship as it happens in real-world networks 

and does not focus on unimplemented academic designs. Anti-censorship tools in this 

dissertation's context are low-latency and access-based systems, providing Internet-based 

services despite censor attempts at blocking. Khattak et al. also focused on the goals of CRS 

designers, not directly on censor threat actor abilities. When creating software, software 
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designers have different design goals and threat models. Khattak et al.'s results greatly 

illuminated the literature surrounding these kinds of systems but would benefit from an 

adversarial analysis of threats to Internet communications based on measurement data.  

 

Leberknight et al. classified circumvention tools and studied the relationship between a tool’s 

classification and its longevity for use [260,261]. Their papers examined 15 tools and 

categorized them as HTTP proxy, CGI proxy, rerouting, IP tunneling, and distributed hosting. 

Their studies provided recommendations for anti-censorship software developers from several 

qualitative and non-technical standpoints. They set forth the development of quantitative metrics 

for the technical elements of Internet censor and anti-censorship methods as future work. 

 

Winters categorized the problems faced by censorship circumvention tools (within the context of 

Tor onion routing) into three sets of problems: bootstrapping, endpoint blocking, and traffic 

obfuscation [472]. These categories help to frame the external threats during the threat modeling 

portion of this study. Bootstrapping involves all of the preliminary steps necessary to allow a 

user to begin using anti-censorship software [221,265]. This step may include accessing the 

software's source code or binary executables; many censors deny access to popular anti-

censorship provider web pages. This preliminary stage may also include setup configurations, 

such as the software discovering available relay nodes or proxy servers. Once a tool is 

bootstrapped, the next set of issues involves connecting to available circumvention service 

infrastructure. This is known as the endpoint blocking problem. An example of endpoint 

blocking is a VPN connection that would otherwise succeed in circumventing a censor, except 

that its server endpoint IP address is publicly known and has been placed on a blocklist. Finally, 

the last challenge faced by anti-censorship tools is that of traffic obfuscation. Increasingly 

sophisticated censorship methods analyze and create digital signatures for particular kinds of 

network traffic. If a censor can detect the use of a tool, it can deny real-time traffic from 

particular tools or protocols. These same DPI or traffic analysis methods may be used for 

surveillance to identify users attempting to circumvent the censor to punish them. Anti-

censorship tool developers may implement traffic obfuscation to randomize the characteristics of 

their network traffic or design them to mimic other characteristics to blend in with legitimate 

traffic. Not all anti-censorship tools offer obfuscation features, as not all censors use advanced 
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detection methods, and not all regimes or organizations seek in-person punishment for censor 

violations. Regardless, traffic obfuscation remains a desirable property for some anti-censorship 

software, especially in the presence of an advanced adversary.  

 

Fifield characterized a censor as a traffic classifier coupled with a blocking mechanism [140]. 

Fifield's study divided detection techniques into two classes: detection by content and detection 

by address. The former addresses threats such as content filtering and protocol identification, 

while the latter more closely resembles the traffic analysis problem of "who talks to whom." 

Detection closely follows the array of surveillance problems discussed in this work, while the 

technical blocking mechanisms are reflected in the censorship problems. These categories help to 

frame the censorship-specific problems during threat modeling in this study.  

 

Goldberg summarized the levels of protection necessary for a piece of software to provide 

depending on the context of the user's goal (see Figure 3) [180]. The first level (level 0) of 

protection is trivial, requiring no protection, and the message can be freely and publicly 

transmitted. An example is posting to an HTTP web forum that does not utilize Transport Layer 

Security (TLS) encryption; the HTTP message is sent over the Internet in plaintext. Level 1 

protection demands protection of the content of the message. The most common means of 

protecting a message's contents on the Internet is to use encryption to scramble the message, 

rending it unreadable by a snooping adversary. An example is using a PGP key to encrypt the 

contents of an email before sending it to a colleague. Note that an eavesdropper can still see the 

email's original sender and the intended recipient. Level 2 demands protection of the metadata of 

the message. Privacy-enhancing technologies are recommended for concealing sender (or 

recipient) information or other metadata concerning the message. An example of this is using a 

VPN to conceal the source of some particular IP traffic on its way to its destination. Finally, 

level 3 protection attempts to conceal the existence of a message. Techniques known as 

steganography can obscure a message and embed it within another innocuous channel that a 

censor permits. Steganographic methods enable messages to be transmitted undetected and are 

often the most difficult to implement [274]. In this study, Goldberg's categories help frame the 

privacy-centric problems during threat modeling.  
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Figure 3. Levels of protection for a message [180] 

 

 

In  2020, Nasr et al. presented a summary of the weaknesses of several circumvention methods, 

as shown in Figure 4 [310]. Additional Internet censorship countermeasures are discussed in 

Chapter 4, alongside their corresponding threats. 

 

 

Figure 4. Weaknesses of major types of circumvention systems [310] 

 

 

This dissertation acknowledges two studies outside of peer-reviewed publications that conducted 

assessments of anti-censorship software from an end-user perspective. They are summarized in 

the following paragraphs.  

 

In 2010, Freedom House produced a special report with the goal of evaluating censorship 

circumvention software, titled Leaping Over the Firewall: A Review of Censorship 

Circumvention Tools [65]. The authors of the report conducted two studies involving 11 specific 

pieces of anti-censorship software: Dynaweb, Freegate, Gtunnel, Gpass, Google 

Reader/Translation/Cache, Hotspot Shield, JAP, Psiphon, Tor, Ultrasurf, and Your Freedom. The 

first study performed a technical assessment of each tool in a lab environment using three 

categories: "ease of use," "performance," and "support and security," with a scoring of 1-5 stars. 
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The second study consisted of a qualitative survey, organizing questions based on the same 

categories as the first study with anonymous participants from Azerbaijan, Burma (aka 

Myanmar), China, and Iran. The audience for the report was primarily users of censorship 

circumvention tools rather than developers.  

 

Researchers at the Berkman Center for Internet & Society at Harvard University performed 

another study entitled 2011 Circumvention Tool Evaluation [372]. The study involved testing 17 

circumvention tools in terms of utility, accuracy, and speed. The authors rented virtual private 

servers (VPSs) from companies in China, South Korea, Vietnam, and UAE to conduct their tests 

and compared the results against the other considered tools.   

 

There are also web pages that attempt to compare and promote various anti-censorship tools and 

privacy-enhancing technologies. Some are crowdsourced, offering opinions and 

recommendations for users. Others are maintained by individuals or groups, such as 

https://privacyguides.org. Another example is a spreadsheet comparing hundreds of VPN 

services on https://thatoneprivacysite.net, published by "ThatOnePrivacyGuy," an online 

pseudonym. Although publicly available, their methodology had gaps from an empirical 

assessment standpoint. Many of the evaluation criteria for services were not measurable and 

relied on claims by the providers (as listed on their web pages) to judge specific aspects. The 

assessments did not consider a granular view of the specific protocols or technologies in use by 

particular providers. Service providers can make numerous changes to the implementation of a 

VPN protocol; this situation results in a never-ending attempt for researchers to characterize 

providers. Providers may come online and offer new services, go out of business, or constantly 

change server configurations. "ThatOnePrivacyGuy" also chose to use subjective evaluation 

criteria, such as "Service Provider gives back to Privacy Causes (Yes/No)" in the assessment of 

VPN providers, which does not speak to the effectiveness of the software. Additionally, in 2021, 

https://thatoneprivacysite.net began redirecting to https://www.safetydetectives.com, a for-profit 

company whose parent organization owns multiple VPN services and hosts affiliate links to 

those products. The perception of an evaluation being influenced by commercial profitability 

reduces trust in the objectivity of the analysis. The studies in this dissertation intend to provide 

open, objective frameworks that focus on the software as it performs on a network.  

https://privacyguides.org/
https://thatoneprivacysite.net/
https://thatoneprivacysite.net/
https://www.safetydetectives.com/


 

38 

 

2.2.2 Deployed Anti-Censorship Tools 

There have been many anti-censorship tools deployed over the last three decades. Some have 

persisted for years, while others have gone offline or are no longer supported. Journalists, 

dissidents, and citizens of censoring nations rely on anti-censorship technologies to gain access 

to information and to protect themselves.  

 

Khattak et al. surveyed 73 "Censorship Resistance Systems" (CRSs) in 2016. The authors 

defined CRSs broadly to include publication-centric schemes, access-centric schemes, academic 

papers without implementation, and deployed systems [245]. This dissertation focuses more 

narrowly on deployed tools that are widely available and are access-centric in nature.  

 

In this dissertation, the author outlines three categories of circumvention approaches within the 

context of anti-censorship tools: Access-focused, Privacy-focused, and Incidental. Access-

focused approaches concentrate their efforts on enabling access to Internet content first and 

foremost. Example tools are Psiphon and Lantern. Privacy-focused approaches attempt to 

separate the communicator from the content they access or the communication they transmit. 

This may involve manipulating metadata, proxying traffic through third parties, or batching 

transmissions to hide their origins. Multi-party relays (MPRs), such as the Tor network and 

INVISV Relay, are examples of privacy-focused approaches that often work as censorship 

circumvention. Incidental approaches are systems that were not designed to circumvent web 

censorship but functionally are able to do so in the correct environment. Examples of incidental 

approaches are VPNs and web proxies.  

 

Below is an exploration of deployed tools available at the time of this writing. They appear in no 

particular order, and the author has no affiliation or relationship with any of the projects 

discussed.  Current systems are helpful for the use case demonstrations of the reference model 

presented in Chapter 3. 
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2.2.2.1 Access-focused Approaches 

Psiphon 

Psiphon is a purpose-built anti-censorship tool designed with security, ease of use, and 

performance as its primary goals. Psiphon "is a centrally managed, geographically diverse 

network of 1000s of proxy servers. Most of [the] infrastructure is hosted with cloud providers. 

Psiphon is a "one hop" architecture with secure link encryption between clients and servers" 

[355]. The client software uses a combination of a web proxy, secure shell (SSH), and VPN 

protocols to connect to their infrastructure, then routes user traffic to the broader Internet. 

Psiphon developers have implemented improvements to bypass deep packet inspection (DPI) 

threats and have supported pluggable transports to obfuscate "first-mile" connections [141]. 

However, the developers specifically do not provide privacy protections and prioritize low-

latency performance. Psiphon offers downloads for Windows, macOS, Android, and iOS. 

 

Lantern 

Lantern is a purpose-built anti-censorship tool without privacy or anonymity features [258]. 

Lantern uses a series of HTTPS proxies authenticated through a centralized infrastructure to 

connect users to uncensored web connections. Lantern also implements a "peer-to-peer" option 

to allow Lantern users to share their connections with others; authentication is still required, 

however, reducing the benefits of distributed networking. Lantern has commissioned 

independent, external security audits of its client software and received some fair and poor 

ratings. Lantern clients are available on Windows, macOS, Ubuntu, Android, and iOS.  

 

Ultrasurf 

Ultrasurf is a closed-source anti-censorship tool designed for Windows operating systems [435]. 

Ultrasurf initially relied on Internet Explorer to allow user connections but now uses Google 

Chrome browser. Fingerprinting and blocking attacks against Ultrasurf have been demonstrated 

in the literature [17]. 
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Your Freedom 

Your Freedom is a proxy tool designed for anti-censorship. Your Freedom is closed-source and 

supports connections for various Internet protocols. Your Freedom offers binaries for Windows, 

macOS, and Android [500]. 

 

Freegate 

Freegate is a closed-source anti-censorship tool designed for Windows operating systems [119]. 

The tool's company, Dynamic Internet Technology (DIT), claims that millions in China, Cuba, 

Iran, North Korea, and many other countries use it. The developers focus on providing easy 

access to a network of proxies to provide fast access to filtered web pages. The tool connects to 

the DynaWeb network and hosts a local proxy to which users connect their web browser.  

 

GoodbyeDPI 

GoodbyeDPI is an open-source tool for Windows operating systems that bypasses deep packet 

inspection (DPI) blocking found in some ISPs [182]. The software creates a local proxy server 

on the client machine and funnels/manipulates HTTP(S) traffic before it is transmitted over a 

network interface. Several manipulations have been demonstrated to bypass some DPI 

implementations and access blocked content, such as; (1) using TCP-level fragmentation of first 

packets, (2) replacing "Host" header values, (3) adding additional spaces in URIs, (4) mixing 

letter cases of header values, and (5) faking TTL/sequence/acknowledgment numbers. 

 

Powertunnel 

Powertunnel is a software fork of GoodbyeDPI implemented in Java [353]. Powertunnel is 

designed as a proxy server with built-in DPI-circumvention and DNS over HTTPS (DoH) 

capabilities.  
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2.2.2.2 Privacy-focused Approaches 

The Tor Browser 

The Tor Browser is a modified version of the Firefox web browser, specifically designed to route 

web traffic over the Tor network [109,110]. The browser is bundled with a Tor executable and 

automatically creates a local proxy to tunnel traffic over Tor. The Tor network consists of around 

7000 relay servers run by volunteers [428]. The Tor protocol uses onion routing to provide 

anonymity and obfuscate the source of IP traffic [110]. After three nodes are selected (an entry 

"guard" relay, a middle relay, and an exit relay), the initial negotiation is wrapped in three layers 

of encryption, using the public keys of each relay. A guard relay only ever knows the source and 

the middle hop; a middle relay only ever has knowledge of the guard and the exit, and an exit 

relay only ever sees the IP address of the middle relay and the destination website. Tor was 

originally designed as a privacy-enhancing technology, funded in part by the Naval Research 

Laboratory of the United States. The Tor Project's original stated goal was anonymity, not 

censorship avoidance, but users discovered that the design of the Tor Browser made it 

particularly effective as an anti-censorship tool. When initially connecting to the Tor network, 

the Tor Browser greets users with the following message: "The Tor Project is a U.S. 501(c)(3) 

non-profit organization advancing human rights and freedoms by creating and deploying free and 

open-source anonymity and privacy technologies, supporting their unrestricted availability and 

use, and furthering their scientific and popular understanding" [429]. Several academic papers 

have been written about attacks against the Tor network [239,145,130,198,8], and many protocol 

and network improvements have been implemented to make the network robust.  

 

INVISV Relay 

INVISV Relay is an Android application that uses multi-party relay (MPR) architecture to route 

user traffic in such a way as to decouple the source of the request from the destination [218]. 

Relay is designed as a privacy-enhancing technology rather than for anti-censorship. Depending 

on how the blocking is implemented, its technique for routing traffic through two encrypted hops 

(rather than three as designed in Tor) can circumvent censor blocking. Relay also ensures that the 

IP address (provided by a third-party Content Delivery Network) of a user's exit node resolves 

nearby to the device's geolocation. Relay does this to provide localized or region-specific content, 

which is uncommon for VPN providers or anonymizing software.  
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Apple iCloud Relay 

iCloud Relay on Apple iOS devices is also an MPR service [29]. Apple calls its exit nodes 

"egress proxies" and its first hops "ingress proxies." Similar to INVISV Relay, a third-party 

CDN provides similarly situated geolocation IP addresses while separating source traffic from its 

destination. Traffic is encrypted using QUIC at the transport layer, and DNS queries are resolved 

using an oblivious DNS over HTTPS (DoH) implementation. Apple prioritizes speed and the 

user experience over anonymity properties.  

2.2.2.3 Incidental Approaches 

Cloudflare WARP 

WARP is a specifically tailored VPN client with additional DNS functionality. Cloudflare 

released the tool to increase DNS privacy using their public 1.1.1.1 and 1.0.0.1 DNS resolvers. 

WARP utilizes the Wireguard VPN protocol to funnel traffic over its low-latency global network. 

WARP offers several configurations; Wireguard all traffic with unencrypted DNS through the 

tunnel, Wireguard all traffic with DoH, or DoH DNS resolution only. WARP offers free and paid 

tiers for its service. Cloudflare offers client software for iOS, Android, Windows, macOS, and 

Linux desktops [354].  

 

OpenVPN 

OpenVPN is a widely-used, open-source VPN protocol that has compatibility with several 

encryption libraries and can operate over TCP or UDP. "For key establishment, OpenVPN can 

either use TLS as a handshake protocol or use pre-shared keys" [126]. Angelo suggested that 

OpenVPN has advantages over IPSec in terms of ease of deployment and complexity [25]. 

Critics of OpenVPN describe its large code base as difficult to audit or find flaws in the software, 

despite reliance on the technology in many industries to protect high-value internal computer 

systems. Two investigations into the commercial VPN ecosystem are available here for further 

reading [361,244]; most of the companies discussed rely upon the OpenVPN protocol to provide 

their services. 
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WireGuard 2 

WireGuard is a communication protocol that was designed to address shortfalls in similar VPN 

technologies. The project was started by Jason Donenfeld in late 2016, according to the earliest 

commits on https://git.zx2c4.com. Jason describes how his idea was to create a replacement for 

OpenVPN and IPSec in his talk given at Black Hat 2018 at Mandalay Bay Casino, Las Vegas 

[113]. Overall, the protocol operates at layer 3 of the Open Systems Interconnection (OSI) model, 

commonly referred to as the network layer. This is in contrast to IPSec, which offers layer 2 

functionality. The WireGuard team began with the concept of a Linux network interface and 

built their protocol around that concept [114]. The protocol supports IPv4 and IPv6 traffic 

outside and inside the tunnel. WireGuard uses what Jason describes as "modern, conservative" 

cryptographic principles and primitives. He also describes the protocol as "opinionated," 

meaning that it provides the exact cipher suite and key exchange mechanisms to make 

WireGuard work. It does not allow for negotiation or administrator configuration of the 

underlying protocol without fundamentally redesigning it. WireGuard only operates using UDP 

at the transport layer. The WireGuard team also emphasizes the protocol's simplicity and 

auditability. The intent is that a single researcher, or a small team of security professionals, can 

easily audit the entire code base. The Linux implementation of WireGuard has under 4,000 lines 

of code, significantly less than other competitors in the VPN space. Additionally, the 

authentication model is similar to that of Secure Shell (SSH) and its authenticated_keys; any 

administrator that knows how to administrate with SSH can fundamentally understand 

WireGuard's authentication. 

 

The WireGuard protocol has many advantages, including forward secrecy, ease of auditing and 

implementation, high performance, and minimal attack surface. The protocol has the potential to 

be a building block for many different system designs. Projects such as Tailscale [414] and 

Cloudflare WARP [354] demonstrate how WireGuard can be used to implement secure 

communication into larger software platforms. WireGuard can assist in integrating encryption 

mechanisms into other systems that would otherwise potentially be transmitted in the clear. It 

 
2  Portions of this section were previously published in a Purdue University Technical Report [284].  

 

https://git.zx2c4.com/
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was not designed to be an anti-censorship tool, but its properties allow for the circumvention of 

many non-targeted threats against Internet communications.  

 

The protocol also has limitations. When faced with an ISP or a nation-state actor that wishes to 

block VPN-based traffic circumventing censorship, WireGuard performs similarly to other 

incidental approaches. Given the nature of the WireGuard exchange format and encrypted traffic 

formatting, when subject to deep packet inspection (DPI), WireGuard traffic is easy to detect — 

and subsequently, filter out.  

2.3 Nation-state Censorship Overview 

Several concerted efforts have been undertaken in the last several decades to develop an 

understanding of how and where Internet censorship happens. In 2008, Deibert et al. presented 

results of "the first systematic, academically rigorous global study of all known state-mandated 

Internet filtering practices" [105], showing evidence of how 26 of 40 countries conducted 

Internet filtering activities; the trend has only increased since then. The OpenNet Initiative 

partnership Deibert et al. operated under shut down research operations in 2014 [328] but made 

all of its datasets and published materials publicly available online.  

 

Other labs and advocacy organizations have taken on the task of measuring Internet connectivity 

around the globe, showing censorship where it takes place. The Open Observatory of Network 

Interference (OONI) began data collection on Internet censorship in 2012 and continues today 

[331]. OONI datasets, data explorer, and API are available online.3 Censored Planet Lab at the 

University of Michigan, USA, has created and hosted several global Internet measurement 

projects [68]. "Satellite" [413]  and "Hyperquack" [358,447] measure DNS interference and 

application layer HTTP/HTTPS manipulation, respectively. Their dashboard for viewing data is 

also publicly available online.4 ICLab is a different global, longitudinal measurement platform 

utilizing commercial virtual private networks (VPNs) to gain vantage points in countries around 

the globe to determine censorship activities. The Citizen Lab at the University of Toronto, 

Canada, has a research effort focused on freedom of expression [421] — although their reporting 

 
3  OONI: https://ooni.org/data  
4  Censored Planet: https://dashboard.censoredplanet.org   

https://ooni.org/data
https://dashboard.censoredplanet.org/
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often focuses on specific political or social impacts of technology censorship rather than wide 

Internet measurements.  

 

Freedom House is a non-governmental organization (NGO) based in Washington, DC, USA. The 

non-profit group conducts research and advocacy on democracy, political freedom, and human 

rights, often focusing on Internet freedoms [163]. The group has produced the FOTN report since 

2009, qualitatively measuring censorship in up to 70 countries around the world. The report 

provides valuable macro-level analysis of how users experience the Internet and if freedom of 

expression is permitted on a scale of "free," "partly free," "not free," or not assessed. Freedom 

House breaks down survey results into scores for three categories; Obstacles to Access, Limits 

on Content, and Violations of User Rights. The first two categories are particularly relevant to 

this study. The FOTN country list and rank order were the foundation for the data collection in 

Chapter 5. 

 

In their seminal report, Access Denied, Deibert et al. summarized the output of their study in 

several tables, shown in Figure 5 and Figure 6. The nations shown to have evidence of filtering 

in Figure 5 did so by technical means, not by legal orders or intimidation. While not wholly 

comprehensive, their sampling of 40 countries gave the world insight on a larger scale into where 

technical censorship was being conducted in 2006. The authors concluded that the nation-states 

that practice state-mandated filtering are predominately clustered into three regions of the world: 

east Asia, the Middle East/North Africa, and central Asia. While these insights are still relevant, 

censorship has expanded to many other countries in the last 15 years. Censorship occurs even in 

countries that espouse freedom of speech and expression as values, demonstrating the 

complexity and nuance of the issues.  
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Figure 5. Evidence of censorship by nation-states, as of 2006 [105] 

 

 

Figure 6 elaborates further on the technical censorship means detected in each nation based on 

OpenNet's testing methodology. Measurement methods were manually implemented and more 

crude than in recent studies. Lists of websites were generated based on categories of content that 

are often censored (e.g., free expression, human rights, gambling, pornography, minority faiths, 

and anonymizers). Researchers then browsed those websites from various vantage points within 

ASes of particular ISPs in target countries. Deibert et al. categorized the censorship they 

observed into four broad categories: IP blocking, DNS tampering, Blockpage, and Keyword.  
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Figure 6. Blocking techniques by nation-states, as of 2006 [105] 

 

 

More recent studies broadened global Internet measurement by using more automated means and 

relying less on volunteers within censored countries for data collection. Ethical concerns, the 

cost of computing resources, and the availability of connectivity in censored nation-states 

inspired the Censored Planet Lab to create Satellite [390]. The tool uses a single host to collect 

DNS resolutions from many globally-distributed and public DNS resolvers. Satellite leverages 

the Alexa top 10,000 list of domains for testing. Researchers rely on precise, weekly 

measurements to show aggregate trends rather than focusing on one specific event or geographic 

area. Satellite monitors for successful DNS resolution and has several methods for estimating 

DNS censorship techniques when resolution queries fail. Figure 7 illustrates worldwide DNS 

interference in a snapshot at the end of 2020 [512].  
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Figure 7. Censored Planet Satellite visualization (August 10, 2020) 

 

 

Freedom House, USA releases an annual Freedom on the Net report, evaluating "Internet 

freedom" on a 100-point scale of free, partly free, or not free. Their methodology includes 21 

questions and about 100 sub-questions from three categories; "obstacles to access," "limits on 

content," and "violations of user rights." The "limits on content" category specifically addresses 

the technical filtering of websites. The overall report results provide an overview of where 

censorship is occurring and trends from year to year. Figure 8 shows the mapped results from 

Freedom on the Net 2021 report [396].  
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Figure 8. Freedom on the Net 2021 global overview map [396] 
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CHAPTER 3: A REFERENCE MODEL FOR INTERNET CENSORSHIP 

TECHNOLOGIES 

3.1 Background 

Internet censorship is an increasingly relevant area of study as global communications become 

further reliant on computer networks. As societies determine what information is objectionable, 

authorities in some nation-states implement content filtering or deny access to Internet resources. 

Some censorship is widely agreed upon as a social good. In other instances, censorship is seen as 

a limit on individual freedom of expression or freedom of assembly in violation of international 

norms. In response, software developers have created anti-censorship tools that circumvent 

censors to promote free and open access to information online. The "arms race" of censors versus 

circumventors continually evolves as technology advances.  

 

Several intersecting research communities pursue the study of Internet censorship. Internet 

measurement researchers observe and describe how Internet censorship occurs from a technical 

perspective. Political and social science researchers discuss modern censorship, its impacts on 

people in different societies, and its interplay on the international stage. Internet freedom 

advocates and researchers bridge the gap between these disciplines. Privacy-enhancing 

technologies communities create, promote, and evaluate software that enables circumvention of 

Internet censorship.  

 

No current conceptual model exists to describe Internet censorship technologies. Any knowledge 

area "has an underlying model of the phenomena it investigates, be it tacitly assumed or explicit" 

[225]. Creating a reference model to holistically represent the problem space across the domain 

of Internet censorship methods will assist researchers, policymakers, and civil liberties advocates 

in conceptual understanding of the technical ways in which Internet censorship occurs. The 

model can serve as an educational tool and, with future development, an evaluation framework.  
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3.2 System Modeling 

The Organization for the Advancement of Structured Information Standards (OASIS) defines a 

reference model as "an abstract framework for understanding significant relationships among the 

entities of some environment, and for the development of consistent standards or specifications 

supporting that environment. A reference model is based on a small number of unifying concepts 

and may be used as a basis for education and explaining standards to a non-specialist. A 

reference model is not directly tied to any standards, technologies or other concrete 

implementation details, but it does seek to provide a common semantics that can be used 

unambiguously across and between different implementations" [323]. The author chose a 

reference model over other representations because of their widespread use in Information 

Systems research [303] and their accessibility to an interdisciplinary audience. Reference models 

also facilitate understanding among many stakeholders from different backgrounds and areas of 

expertise [76]. Schuba and Spafford posit that "[computing] systems are, at a conceptual level, 

composed of separate, interacting functional components" [389]. The model presented in this 

paper is descriptive in that it captures the functionality of Internet censors (extensively covered 

in Chapters 4 and 5) in an abstract and technology-agnostic fashion. The model can also be used 

prescriptively, given its comprehensive nature.  

 

Fettke and Loos provided a methodology to construct an empirically grounded reference model. 

The author used the steps shown in [139] to provide transparency and validity to the model in 

§3.3. The process consisted of five phases: Planning, Model Construction, Validation, Practical 

Testing, and Documentation. The methodology is summarized and depicted in Figure 9. Phases 1 

and 2 consisted of all the preparatory scholarship needed to understand the scope of the problem 

domain. The systematic literature review (SLR) in Chapter 4 and prior work §2.1-§2.2 

enumerated the elements that comprise the model's functional components in a comprehensive 

manner. Phases 3 and 4 involved validation of the model, using the systems and evidence of 

censorship methods from Chapters 4 and 5 to ensure the model is all-inclusive. The author chose 

these methods over the qualitative methods suggested by Fettke and Loos (e.g., workshops, 

surveys, or Delphi studies). This paper's author asserts that Internet censorship is a widely 

studied problem domain, with hundreds of research publications worth of empirical data to draw 

from. Subject matter expert (SME) consensus was not necessary to achieve verisimilitude in the 
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model representation. Others in the Information Systems (IS) research communities have taken 

similar approaches in modeling systems [76,307,388]. Phase 5, the documentation of the model, 

is Chapter 3 of this dissertation.  

 

 

Figure 9. Methodology for construction of an empirically grounded reference model [139] 

 

 

3.2.1 Validity 

To validate the model, the author performed a systematic literature review pertaining to Internet 

censorship. The survey encompassed Internet censorship methods and evidence of technical 

blocking or filtering over the past three decades. By studying all known censor methods, as well 

as relevant theory leading to emerging technological advancements, the author captured the 

conceptual functions necessary to build the abstractions of the reference model. The survey is 

available in its entirety in Chapter 4. That survey also resulted in the creation of a taxonomy of 
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Internet censorship methods, a one-page reference material for characterizing censor activities. 

Additionally, the author revisited the functional components of the reference model in §3.3 after 

the completion of the study in Chapter 5 [286] to ensure the model encompassed the real-world 

measurement data and analysis presented there. This iterative process enabled a more 

comprehensive development cycle for the model’s components. 

3.3 Reference Model 

The reference model explains the functionality of computing systems involved in allowing or 

denying access to Internet resources. The model is an abstraction intended to describe existing 

Internet Protocol suite configurations and potential future protocol or technology advancements. 

The model can be interpreted as a conceptual system composed of several functional components. 

§3.4 describes the components in detail. 

 

Figure 10 depicts a high-level overview of the reference model for Internet censorship 

technologies. It is an abridged version of the detailed representation shown in Figure 11. Figure 

10 shows how the functional components make up the overall system, the flow of messages 

through the system components, and how the components interact with one another. Lines with 

arrows on both sides indicate bidirectional communications; Lines with one arrow on a receiving 

end indicate unidirectional communications; and dashed lines represent internal system 

communications. Red indicates censor-controlled entities and processes, blue represents anti-

censorship, and gray intermediaries are third parties that comprise parts of the global Internet. 

Circles are entities, quadrilaterals are processes, and a diamond shape represents decision 

enforcement. "Users" typically initiate communication, while "publishers" typically host or 

provide content.  
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Figure 10. Abridged version of the reference model for Internet censorship technologies 

 

 

Consider the scenario where a user wishes to communicate with a publisher. The user must use 

communication channels available to them, some of which are controlled by a censor. The 

message must traverse censor infrastructure and systems before it reaches the global Internet and 

eventually is routed to the publisher. A publisher may sometimes act as a user themselves (e.g., a 

web API or an interactive user) and vice-versa; communication may be bidirectional and 

continuous or one-way and delimited. A common practical case of an exchange represented by 

the model would be an Internet user with a web browser attempting to access a web page 

(publisher) on the world wide web.  
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The user may send their message according to the default parameters of the software they use. 

They may also choose to perform a data transformation of some kind on their message before it 

reaches the censor boundary. This may involve obfuscating the contents of the message (e.g., by 

using encryption), manipulating metadata of the message (e.g., its source, destination, packet 

header fields, and timestamps), or initiating a tunnel or proxy connection to pass the message 

through an intermediary. Once the user's message reaches the censor boundary, the user has no 

control over how the message is handled.  

 

Within the censor boundary, a censor has several functional components. First, the censor does 

an assessment of traffic arriving at its border. The assessment process observes the traffic and 

characterizes it according to predefined parameters in search of "objectionable" material. Based 

on the censor assessment, a decision is made. The message can be silently discarded, rejected 

and returned to the user, or passed along for further processing. Once a decision is made, some 

level of data processing will occur. This processing could involve logging transactions, 

prioritization of traffic, routing and re-addressing decisions, or otherwise.  
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Figure 11. Reference model for Internet censorship technologies 

 

 

3.4 Reference Model Components 

The reference model depicted and described in §3.3 consists of the following functional 

components: Censor Assessment, Decision Enforcement, and Data Processing. The model also 

contains the essential entities involved in conceptualizing Internet censorship technology activity. 

Figure 12 provides a detailed view of the censor boundary components, described in the 

following subsections.  
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Figure 12. Censor Boundary depicted 

 

 

3.4.1 Censor Assessment 

Whenever traffic arrives at the censor boundary, the censor assesses if a message should be 

permitted. The censor makes this assessment based on configured rules, log data of previous 

transactions the censor has negotiated, and characteristics of the communication it observes upon 

arrival. The range of characteristics and methods for detecting said characteristics is wide; see 

Chapter 4 for a taxonomy of Internet censorship methods and examples of associated techniques. 

At the conceptual level, these characteristics can be generalized into six categories: Source, 

Destination, Name Resolution, Content, Metadata, and Patterns.  

 

Source and Destination. Source and destination are self-explanatory. In modern systems, these 

characteristics are usually defined by an Internet Protocol (IP) address or port number. It is 

common for censors to deny access to resources based on destination, such as by using IP 

blocklists, Uniform Resource Locator (URL) blocklists, or even destination ports of popular 

applications. Denying access based on the traffic source is less common, given how IP addresses 

are assigned and their ephemeral nature.  
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Name Resolution. Name resolution has developed to be a critical element of the modern Internet. 

Because human beings are the primary users of the world wide web, the translation of a human-

readable name to an IP address enhances the user experience online. Name resolution also assists 

software developers — hard-coding IP addresses into code would be difficult to maintain. Using 

words that can be translated to an address allows for flexibility in hosting infrastructure. The 

primary protocol to enable name resolution on the Internet has been the Domain Name System 

(DNS) since the 1980s.  

 

Internet censors can monitor name resolution for objectionable destinations. Service providers, 

such as Internet Service Providers (ISPs), often provide name resolution services to their users 

and are uniquely situated to interfere or tamper with the name resolution responses as a means of 

censorship or surveillance. Advancements to DNS, such as DNSSEC, DNS over TLS (DoT), and 

DNS over HTTPS (DoH), have attempted to add integrity, authentication, and obfuscation to the 

name resolution process. The process is integral to how the Internet functions and is, therefore, a 

common target of censorship activities.  

 

Content. Another evident approach a censor may take in determining if a message is 

objectionable is to look at its content. If the content of a message is observable and intelligible, a 

censor may filter traffic based on keywords or phrases. In the context of IP traffic, the payload of 

an IP packet is everything found after the packet headers. If the packet is unencrypted or uses a 

protocol that is inherently transmitted in plaintext, a censor may passively search for 

objectionable content and take action when it is found. Censorship of this kind has occurred in 

HTTP, SMTP, FTP, and various other Internet protocols (see Chapter 4 for details). Transparent 

proxies, in-line network filtering, or middleboxes can enable deep packet inspection (DPI) 

activities. 

 

Metadata. When targeting a message, a censor may refer to the context surrounding the message 

rather than the message's content. Metadata is "data about data" [370]. In the years following the 

Edward Snowden disclosures related to surveillance activities conducted by Western intelligence 

services, the term metadata rose in prominence and common public usage. Agencies did not 

necessarily collect the content of phone calls, emails, or simple message service (SMS) messages 
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but rather information about those exchanges [174]. In this context, examples could include 

transactional information about the communication — timestamps, geolocation, phone numbers, 

and others.   

 

In terms of Internet traffic and the reference model, metadata includes a variety of pieces of 

information a censor can use to make censorship assessments. A censor may be able to infer 

sensitive information about a message or its sender based on the frequency of messages or timing, 

even if the traffic stream is encrypted [30,408,228,137]. Correlation attacks have also been 

demonstrated in the literature, where a censor uses statistical techniques to correlate traffic from 

different parts of an anonymity network to de-anonymize a user's online activity [130,239]. 

There are also side-channel attacks against devices or software implementations, which rely on 

metadata, such as measuring the power consumption of a device or sound output during normal 

functioning. See [411] for a survey of such attacks. While many censorship methods that rely on 

metadata currently occur in academic research rather than widely implemented national systems, 

increases in computational power may make them more feasible in the future.  

 

Patterns. In the context of the reference model for Internet censorship, the author refers to 

patterns as discernable sequences in the bitstream of the message traffic. Rather than looking 

inside the content of a message or at metadata derived from the message, patterns involve 

observing the bitstream as it transmits. This may involve observing "bursty" activity in an 

encrypted bitstream to identify a particular application in use or the inverse; a lack of a specific 

bit pattern could represent an anomaly and reveal information about the message. As Transport 

Layer Security (TLS) has proliferated and been adopted by popular web servers, more 

cybersecurity products focus on detecting specific traffic despite encryption. Some operate based 

on signatures, while others rely on a machine learning classifier to make determinations and 

dynamically detect patterns. A survey of methods for encrypted traffic classification by Velan et 

al. is available [449]. 

3.4.2 Decision Enforcement 

After the censor assessment has concluded, a decision about what to do with a message must be 

made. There are four available outcomes. The first option is to silently drop the message. The 
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user will not be informed that their request was denied, and the client software will handle the 

error in whatever way it was programmed. In terms of a web browser, if a request is silently 

denied by a firewall, the web browser will eventually time out and present the user with an error 

message. A censor may still perform data processing after the decision to drop a message, such 

as logging that the attempt was made. This first option is represented by the one-way direction to 

the “bit bucket” or “trash bin” icon in the model.  

 

The second option is to reject the message and inform the originating user of the rejection. An 

example of this in Internet traffic is a TCP reset flag on an IP segment. When a user receives a 

TCP-RST, the connection is closed, and the user is aware that a rejection happened. This 

contrasts with silent drops, which may present similarly to the way network errors or timeouts 

manifest.  

 

A third option would be to redirect the user's request to a resource the censor controls rather than 

the intended destination. Practical examples of this have been demonstrated in nations that use 

blockpages to inform users that their request for access has been denied (see §4.4.1 for further 

discussion). Redirection may also involve serving the user a "honeypot" [15,16] or false 

information masquerading as a legitimate message.  

 

The fourth decision option is to allow the message to move toward its destination, optionally 

logging aspects of the communication or applying data transformation or prioritization to the 

message.  

3.4.3 Data Processing 

Data processing is a critical aspect of any communication device. This process component within 

the model represents all of the standard functions a router, middlebox, software-defined network 

(SDN), or other Internet routing device must perform. Enumerated elements for the purposes of 

Internet censorship are prioritization, logging, and data transformation.  

 

Prioritization involves manipulating traffic based on some criteria of importance. In enterprise IT 

architecture, administrators may prioritize real-time communication traffic (e.g., voice over IP 
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calls) to ensure appropriate quality sound, while traffic that is minimally impacted by waiting in 

a queue (e.g., email) is deprioritized during peak throughput usage on a network. There are 

several example approaches and protocols available for quality of service (QoS) on IP networks, 

such as the type of service (ToS) indicator in the IPv4 header, the differentiated services (DS) 

field in the IPv6 header, or the Resource Reservation Protocol (RSVP). Services may also 

indiscriminately throttle traffic. Customers may pay for a particular amount of throughput each 

month, and after the data quota is consumed, the customer is throttled down to a slower speed — 

to preserve the throughput for other customers and encourage the throttled user to pay for more 

data allowance if they continually incur large amounts of usage. In terms of Internet censorship, 

these approaches can also be used to deny access to objectionable content. A censor may throttle 

connections to particular social media sites for a specific period of time or at certain times of the 

day, such as nightly curfews. A censor may also use indiscriminate throttling to achieve the same 

effect as an Internet shutdown but attempt to distance their involvement by blaming the lack of 

access on networking errors. See §4.4.6 for an in-depth discussion of censor throttling.  

 

Logging is integral to computer networking. Logs allow devices to "remember" previous 

transactions and activity, especially in the case of stateless connections. Many cybersecurity 

solutions rely on log data to make inferences about traffic. Censors may use log servers to 

monitor frequency between particular sources or destinations, identify previous offenders, or 

store the most up-to-date blocklists. Logging actions may occur after any decision enforcement 

action in the reference model.  

 

Data transformation (DT) is the final and critical element of the data processing component. DT 

is an abstraction that refers to any data manipulation of a message that traverses the censor 

boundary. It is rare in IP-based communication for a message to pass through routing devices 

unchanged; processes such as network address translation (NAT) to modify source addresses and 

ensure traffic returns to the appropriate RFC1918 private LAN are commonplace. IPv6 can allow 

for end-to-end reachability of devices from across the Internet because of its significantly larger 

address space. Still, end-to-end configurations have seen limited implementation thus far, even 

with IPv6 addressing [327]. Censorship circumvention researchers cannot change the 
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manipulations that happen within a censor boundary. Still, they can study the data 

transformations and use that information to inform their evasion strategies [489,53,51,54,50]. 

3.5 Example Applications of Reference Model 

The reference model for Internet censorship can foremost be used as a pedagogical tool. The 

model allows for conceptualization without inundating the learner with technology-specific 

detail or considerations. For example, a censorship regime may be as small as one middlebox or 

as large and complex as China's "Great Firewall" [467]. The reference model's construction 

allows for mutual understanding and system design representation without the associated cost or 

expertise required to build a prototype or emulation. 

 

Another example application of the model is for comparing inputs to the system. Demonstrating 

the effectiveness of anti-censorship software can be illustrated based on which elements within 

the censor boundary components are impacted. This approach will not offer a detailed or 

nuanced technical discussion of each individual piece of software but can inform users and 

policymakers of the general protections each tool provides for a defined threat scenario.  

 

Figure 13 illustrates a specific anti-censorship tool's capabilities against a particular censor threat 

model. The author drew data from Chapter 5, which showed that Turkey performed DNS 

tampering, HTTP/URL/Keyword filtering, and TLS-based filtering against its citizens. The 

author depicted Tor Browser as the anti-censorship data transformation the message travels 

through before entering the censor boundary.  
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Figure 13. Example use of reference model assessing Tor Browser 

(Left) Bootstrapping phase, (Right) After connection establishment. Assumed threat model: 

Turkey, 2021. Censor performs DNS tampering, content filtering, and TLS-based filtering. 

 

 

The Tor Browser is a modified version of the Firefox web browser, specifically designed to route 

web traffic over the Tor network [109,110]. The browser is bundled with a Tor executable and 

automatically creates a local proxy to tunnel traffic over Tor. The Tor network consists of around 

7000 volunteer relay servers [428]. The Tor protocol uses onion routing to provide anonymity 

and obfuscate the source of IP traffic. After three nodes are selected (an entry "guard" relay, a 

middle relay, and an exit relay), the initial negotiation is wrapped in three layers of encryption, 

using the public keys of each relay. A guard relay only ever knows the source and the middle 

hop; a middle relay only ever has knowledge of the guard and the exit, and an exit relay only 

ever sees the IP address of the middle relay and the destination website. 

 

The author must represent the Tor Browser in the reference model in two stages. First is the 

bootstrapping stage, where the Tor service contacts a directory authority server to receive lists of 

possible relay nodes so the client can build a circuit of three encrypted hops. The censor could 

attempt to deny the establishment of a Tor connection by blocking destination servers (e.g., 

directory servers or relays themselves). Tor browser has a built-in feature for censorship 

circumvention called bridges, which use obfuscation techniques or unpublished relays to bypass 

Tor censorship. Because Tor has potential mitigations for destination blocking that can be 
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enabled by a user, it is labeled in amber on the reference model. Tor Browser does not use name 

resolution to establish connections (green for NR), and no content is passed during bootstrapping 

(green for C). The other elements of the censor assessment are colored gray, given the lack of 

evidence that the censor utilizes methods that use those elements. Once bootstrapping is 

complete and a proper Tor circuit is built, Tor Browser mitigates the risk of censorship for all 

three elements of censor assessment, as shown on the right side of Figure 13. 

 

For comparison, Figure 14 illustrates the capabilities of a different anti-censorship tool, 

GoodbyeDPI. This tool was specifically designed to thwart deep packet inspection (DPI) 

filtering. GoodbyeDPI uses manipulations to access blocked content, such as; (1) using TCP-

level fragmentation of first packets in an HTTP request, (2) replacing "Host" header values, (3) 

adding additional spaces in URIs, (4) mixing letter cases of header values, and (5) faking 

TTL/sequence/acknowledgment numbers. 
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Figure 14. Example use of reference model assessing GoodbyeDPI 

Assumed threat model: Turkey, 2021. Censor performs DNS tampering, content filtering, and 

TLS-based filtering. 

 

 

The author can represent GoodbyeDPI using the reference model as well. The tool focuses 

specifically on thwarting content filtering and provides mitigation against the censor scenario 

used in the previous Tor Browser comparison (green for C). GoodbyeDPI provides no protection 

against endpoint blocking or DNS-based filtering (red for DST and NR). GoodbyeDPI may be an 

appropriate tool for a user in Turkey, depending on the user's risk tolerance and the importance 

of maintaining consistent access to filtered content. The reference model better informs the user's 

decision. People can also adjust the threat model scenario to suit their needs (see Chapter 5 for a 

globally representative sample) and evaluate different anti-censorship tools accordingly.  

 

This approach demonstrates an advantage over previous works that assess anti-censorship; the 

model describes censor capabilities and limitations from literature and measurement data (how it 

performs "on the wire") rather than relying on the design goals of anti-censorship software 

developers or on SME intuition.  
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3.6 Summary 

This chapter presented a reference model for Internet censorship technologies. The model serves 

as a descriptive, conceptualized representation of censorship systems. The model is depicted 

graphically and consists of three functional components: censor assessment, decision 

enforcement, and data processing. It can serve as a pedagogical tool as well as a point of 

comparison among system designs. The model is presented so experts and non-specialist 

stakeholders alike can benefit from it. The descriptive knowledge of the model was validated by 

an iterative methodology, and the research studies that resulted are the next two chapters of this 

dissertation.   
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CHAPTER 4: A SURVEY OF INTERNET CENSORSHIP METHODS 

4.1 Background 

Internet censorship is a relatively new phenomenon in the human experience. With the transition 

from the Industrial Age to the Information Age, information technology and computing systems 

have become central to society's functions and progress. Given the advent of the world wide web 

in the early-1990s and the decreasing costs of computing devices and software, Internet 

technologies became available to the average citizen in some nations around the globe. Internet-

connected devices continued to proliferate, allowing more people to communicate worldwide in 

near real-time over various mediums and protocols. In conjunction with these advancements, 

governments of nation-states around the globe began to realize the power and influence of the 

"information superhighway." Authorities proceeded to explore methods for controlling 

information access and exchange through this new medium.  

 

Aceto and Pescapé define Internet censorship as "the intentional impairing or blocking of access 

to online resources and services," regardless of the intent, scope, or legitimacy of the actions [6]. 

The technical means by which Internet censors implement censorship vary widely but are 

generally constrained by standardized protocols that allow the Internet to function as a network 

of networks. Some Internet censors block web pages with "objectionable" content and inform 

users that their request was denied. Others simply drop the connection or manipulate the traffic 

so the connection appears to fail. Others will degrade the connectivity of a user when undesirable 

activity is detected, rendering the communication unusable. Applications that allow for 

unmonitored communications will often be blocklisted, denied based on ports used by the 

application's software or signatures of its data packets. In addition to blocking communication, 

Internet surveillance is closely tied to censorship activities. Detection of objectionable content 

(or anti-censorship tunnels) is generally the first and most important step toward implementing a 

blocking action. More aggressive nation-state censors will also completely disconnect Internet 

connectivity during perceived critical events, such as elections or periods of civil unrest.  
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Countless examples of Internet censorship have occurred over the last three decades. Social 

movements, such as the "Arab Spring" in the early 2010s, were accelerated by the use of 

technology to organize protests and garner support and became a target for censorship. 

Authoritarian leaders have demonstrated a willingness to selectively censor information they 

deem dangerous to maintaining power, sometimes disconnecting Internet connectivity 

completely during tumultuous periods [188] (see §4.4.7 for further discussion).  

 

Censorship is a broad issue encompassing numerous aspects of modern societies. Some 

censorship is mandated by law in particular countries for various reasons, ranging from morality 

to political manipulation and control of the information environment. This work does not seek to 

make value judgments on the reasons for Internet-based censorship nor encourage the violation 

of laws. Instead, this study recognizes the paradigm that international expectations and norms are 

being violated in some places around the globe. In Article 19 of the universal declaration of 

human rights, the United Nations states that freedom of expression is an inherent right, including 

the "freedom to hold opinions without interference and to seek, receive and impart information 

and ideas through any media and regardless of frontiers" [438]. Internet censorship, without 

broad agreement from those subjected to censorship about what materials are objectionable, 

limits their individual expression as well as the propagation of knowledge.  

4.2 Research Goals 

This study offers a global view of the issues related to Internet censorship. While the definition 

and operationalization of freedom of expression are derived from an international organization 

(the United Nations), the author acknowledges that this work is influenced by Western 

philosophy because it originates from the United States. This work is also limited to scholarly 

sources available in the English language. In this article, censorship will refer specifically to 

censorship experienced by Internet users unless specified otherwise. 

 

The primary question addressed in this chapter is, what are the technical threats to Internet-

based communications? Thoroughly answering this question benefits several stakeholders. Users 

in countries that censor content benefit from a summary of threats and the historical context in 

which they occur. Internet measurement researchers benefit from a survey of literature in 



 

69 

 

detecting censorship and a direction toward unexplored avenues for future research. Researchers 

and developers who create anti-censorship software benefit from comprehensive metrics of how 

Internet traffic is filtered in practice. The Internet standards community, such as contributors to 

the Internet Engineering Task Force (IETF), may use the analysis when making foundational 

changes to Internet protocol implementation. Finally, policymakers who support freedom of 

expression benefit from a more nuanced understanding of how online censorship occurs.  

4.3 Systematization Methodology 

To answer the research question posed in §1.2, the author used a systematization of knowledge 

(SoK) approach. SoK papers have proven invaluable contributions to research communities, 

providing an overview of an entire body of literature to experienced researchers and new 

scholars. These works save researchers significant time and effort in discovering the edges of the 

state-of-the-art. Several SoK papers influenced this dissertation [245,433,437]. Systematic 

literature review methods help aggregate and distill knowledge from across a field of study. Fink 

defines a systematic literature review as "a systematic, explicit, and reproducible method for 

identifying, evaluating, and synthesizing the existing body of a completed and recorded work by 

researchers, scholars, and practitioners" [146]. Systematic reviews and meta-analyses found early 

success in medical research [302], and other research communities have benefited from their 

insights and approaches since then. Technology research must move as quickly as new 

technology is developed, and it remains a challenge in rapidly advancing fields. In 2010, Okoli 

and Schabram published "A Guide to Conducting a Systematic Literature Review of Information 

Systems Research" to address the challenges I.S. researchers face [325]. Their work is 

summarized in Figure 15. This dissertation utilizes Okoli and Schabram's approach to 

systematize the literature pertaining to Internet censorship. Detailed documentation of a research 

protocol promotes transparency and ease of reproducibility.  
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Figure 15. A systematic guide to literature review development [325] 

 

 

The purpose of the survey was to systematize and categorize Internet censorship methods. In 

terms of this study, these methods are the technical threats to Internet-based communications that 

a governmental authority or Internet Service Provider (ISP) can impose. The technical means by 

which Internet censors implement censorship vary widely but are generally constrained by the 

standardized protocols that allow the Internet to function as a network of networks, namely, 

Internet Protocol (IP), Border Gateway Protocol (BGP), Transmission Control Protocol (TCP), 

User Datagram Protocol (UDP), and QUIC. Several application-layer protocols are covered in-

depth because of their importance to the world wide web. Thus, technology-focused literature 

was the primary subject of data collection. Communications, political science, and social science 

journals were also referenced when domains intersected.  
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Scholarly, peer-reviewed journals and conferences were the primary data source in the research 

protocol. In cases of emerging technology where scholarly works were not yet available, 

governmental reports, technical reports, and blogs from reputable organizations were utilized. 

Data sets from Internet measurement communities were important to a holistic view of how 

Internet censorship takes place. Finally, if necessary, qualitative data from advocacy 

organizations and media reporting was cited. While coverage of censorship was global, the 

author was limited to content written in the English language.  

 

CensorBib5  was the starting point for citations. CensorBib is an online archive of selected 

research papers in the field of Internet censorship, maintained by Dr. Philipp Winter [473]. The 

archive's focus is capturing papers that approach Internet censorship from a technical perspective, 

making it the ideal repository for this endeavor. CensorBib has archived papers from 1996 to 

present, from across a wide array of journals and conferences. Most of the entries on CensorBib 

are included in this study. Next, four top cybersecurity venues were surveyed: IEEE Security & 

Privacy, USENIX Security Symposium, ACM Computer and Communications Security, and 

Network and Distributed System Security (NDSS) Symposium. All are distinguished venues for 

high-quality, technology-focused research and helped to fill any gaps in CensorBib's 

methodology for inclusion. Three additional venues were surveyed for their particular relevance 

to the field of Internet censorship, namely the proceedings of the Privacy Enhancing 

Technologies Symposium (PETS), the proceedings of the Workshop on Free and Open 

Communications on the Internet (FOCI), and the proceedings of the Internet Measurement 

Conference (IMC) sponsored by ACM. Scholarly papers were initially screened by title and 

abstract for relevance. Once selected, papers were read to identify which censorship methods 

were discovered or revisited. Methods were noted, and a running list of technique keywords was 

updated. Citations within the references or bibliography section of identified papers were also 

acquired and noted if applicable.  

 

After all of the research publications were reviewed, the initial elements of the taxonomy were 

constructed. Internet censorship happens on computing systems; using an existing conceptual 

model that abstractly describes computing system interconnection assisted in ensuring the 

 
5  Available at https://censorbib.nymity.ch/  

https://censorbib.nymity.ch/
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comprehensiveness of the taxonomy. The Open Systems Interconnection model (OSI model) 

helped place the censorship methods at each of its seven layers. OSI is also well-known in the 

information technology industry, and ensures ease of understanding for readers. Each censorship 

method was grouped and abstracted based on the author's experience and faculty review from 

senior researchers.  

 

The second round of data collection filled gaps and provided additional supporting sources to the 

taxonomy elements. In the second round, keywords derived from the first round were searched in 

Google Scholar, the author's institution's digital library of journal subscriptions, and two search 

engines (Google and DuckDuckGo). This allowed for coverage of scholarly sources not included 

in CensorBib or the pre-selected venues, as well as government reports and blog postings not 

available in research publications. 

4.4 Internet Censorship Methods 

4.4.1 HTTP/URL Filtering 

Uniform Resource Locators (URLs) were one of the early and common targets for filtering 

Internet content. URLs are defined in RFC 1738 [281] and consist of a protocol, subdomain 

(optional), domain name, top-level domain, and potentially a directory path and file name (e.g., 

https://testdummy.com/uploads/index.html). URLs direct web browsers and other applications to 

specific Internet resources. URLs can be restricted using URL blocklists, to define all sites that 

should be restricted upfront. An administrator can also use URL regular expressions (regex) to 

filter based on sets of characters or objectionable words.  

 

URL filtering is done for a variety of reasons. Some companies seek to limit the kinds of 

websites employees can access while working. Adult materials may be deemed inappropriate for 

a workplace setting, social networking sites may be perceived as a distraction from productivity, 

or the company may limit access to pre-defined resources and deny all others. This practice is 

also often done in the name of security if the company subscribes to cyber threat intelligence 

(CTI) [118] feeds that provide blocklists of domains (or other indicators of compromise) 

associated with malware. Public Internet resources, such as libraries and Internet cafes, may limit 
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the websites patrons can visit to comply with the laws of their jurisdiction [132,153,169,172,173]. 

Depending on the country and situation, filtering online content may not be considered 

censorship. However, from a technical perspective, the software and tactics for filtering content 

are generally the same. Sambaluk noted, "Students of technology history have long understood 

that technologies do not have sympathies and do not play sides or favorites… and they seldom 

voice a preference about who uses them" [382]. This applies not only to privacy-preserving 

communication applications but also to cybersecurity controls that filter content. Controversially, 

multiple commercial products originating from the United States for the purposes of commercial 

Internet filtering have been observed in use in nation-state censorship. Historically, products 

such as Blue Coat have been identified in use in Burma, Egypt, Kuwait, Qatar, Saudi Arabia, and 

United Arab Emirates (UAE); McAfee SmartFilter has been used by Bahrain, Iran, Kuwait, 

Oman, Saudi Arabia, Tunisia, and UAE; and Netsweeper in Qatar, UAE, Yemen, and Pakistan 

[100,101]. These are a few examples of corporate products repurposed for censorship. 

Researchers may also encounter difficulties investigating countries that design their own filtering 

software without recognizable signatures.  

 

URL filtering can be performed locally on a device or as traffic traverses a network. In the 

context of nation-state censorship, client-side local filtering is rarely done in practice, as 

managing configurations across numerous platforms (and gaining access to users’ devices) is 

difficult. In contrast, network-based filtering is commonplace. Generally, a proxy, firewall, or 

middlebox is implemented upstream from a client device and performs filtering on the traffic of 

many clients.  

 

URL filtering typically relies on the ability of the censor to examine the destination URL and 

match it against their list of blocked content to determine if the packet can continue. The URL 

exists at the application layer of an HTTP GET or POST request. As of October 2021, Firefox 

Telemetry reports that 82% of all web traffic observed from the Firefox web browser worldwide 

was encrypted using Transport Layer Security (TLS) [263]. Results for Japan and the United 

States were even higher, at 86% and 92%, respectively. In October 2017, Google published a 

transparency report with an analysis of the top 100 popular (non-Google) web pages globally, 

finding that all 100 had a modern TLS configuration to allow the use of HTTPS, and 95 of the 
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100 sites directed users to HTTPS by default without user interaction [183]. This change 

improves the security and privacy of all Internet users and presents significant challenges to 

censors. TLS encrypts the contents of HTTP packets, defeating basic URL filtering mechanisms.  

 

In contrast, many web pages in Africa, Latin America, and southwest Asia are disproportionately 

served as unencrypted HTTP. The ease with which these connections can be manipulated or 

denied is a problem for Internet freedom advocates. Movements such as the "HTTPS 

Everywhere" campaign encouraged users to upgrade their web connections to use TLS by default, 

and major browsers (Google Chrome, Microsoft Edge, Mozilla Firefox, and Apple Safari) now 

have built-in functionality to upgrade connections where available [194]. In 2018, Troy Hunt 

launched a website to perform analysis specifically on global web pages that do not perform TLS 

redirection by default and offers resources to server administrators to help them implement 

HTTPS at low or no cost [214]. Notably, projects such as Let's Encrypt, a non-profit certificate 

authority, provide X.509 certificates at no cost and regardless of which registrar a domain name 

is maintained by [216]. Let's Encrypt was founded by the Internet Security Research Group and 

is credited with the mass proliferation of TLS usage over the past five years.  

 

More advanced URL filtering approaches have been observed as well. A way censors deal with 

HTTPS requests is by observing and pattern matching against fields on the TLS certificate being 

passed to the client. These will be plaintext, and fields such as subjectAltName (SAN) or 

Common Name (CN) will sometimes contain portions of the URL or domain name [343]. This 

method of blocking is prone to error, however. Certificate authorities differ in implementation as 

to what certificate fields contain, and shared domains could lead to over-blocking.  

 

Aside from TLS, users in censored countries or filtered corporate environments have also used 

proxies to evade content filtering. Prior research has shown that a least tens of thousands of open 

HTTP/SOCKS proxies are available on the Internet for any user to connect to [373]. Rather than 

connecting to the censor’s proxy, many web browsers and Internet applications allow for manual 

entry of a proxy server. As long as the user can initiate a connection to a proxy outside of the 

censor’s influence, they may be able to bypass URL filtering. Users sometimes chain multiple 

proxies together to further obfuscate the source and destination of their traffic. However, these 
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circumvention techniques can be easily thwarted if the censor requires all connections to be 

negotiated through the censor’s proxy servers to access external Internet resources.  

 

A more robust censorship technique involves blocking based on Server Name Indication (SNI). 

SNI is an extension within the TLS protocol that helps a client ensure that they are connecting to 

a web resource using the correct TLS certificate. This is necessary when a client reaches the IP 

address of a particular server but needs to ensure that it resolves to the correct host, especially on 

a server that hosts multiple domains. This scenario is commonplace on the modern Internet, with 

the rise of content delivery networks (CDNs) designed to place content geographically close to 

users and reduce latency [185]. It should be noted that SNI is transmitted in plaintext, and a 

censor with the capability to detect SNI using Deep Packet Inspection (DPI) can perform 

filtering based on it. See §4.4.4 for further discussion of DPI censorship.  

 

 

Figure 16. Example plaintext SNI for cloudflare-dns.com  

Domain name shown in SNI extension within packet capture of TLS connection 

 

Several attempts have been made to increase the privacy of TLS. For example, in the fall of 2018, 

Cloudflare proposed an extension to TLS called Encrypted Server Name Indication (ESNI). This 
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extension would enable TLS 1.3 sessions to encrypt the SNI with a server’s public key before 

sending it to the target resource [178]. The approach caught the attention of some censors, as 

researchers revealed that the People's Republic of China had begun blocking all TLS 1.3 

connections utilizing ESNI crossing the great firewall [50]. ESNI was not implemented on many 

production servers, and Firefox was the only major web browser to support it. In a Mozilla blog 

post in January 2021, Kevin Jacobs announced that Firefox would no longer support ESNI in 

favor of a new draft RFC in development for Encrypted ClientHello (ECH) [220]. ECH would 

enable clients to encrypt the entire ClientHello of a TLS handshake (not only SNI), thus 

concealing the destination from an eavesdropping adversary. Until ECH is ratified by the Internet 

Engineering Task Force (IETF) and subsequently adopted by web servers around the world, 

censors will still be able to use SNI destinations for censorship and allow for mass surveillance 

of web browsing activities.  

4.4.2 DNS Detection, Manipulation, and Denial 

Another method widely used by censors is tampering with the Domain Name System (DNS). As 

the "phonebook" of the Internet, the DNS standard (initially defined in RFC 882 and 883, 

superseded by RFC 1034 and 1035) matches human-readable domain names to IP addresses of 

web resources. DNS is an application layer protocol. DNS was not originally designed with 

security or privacy protections; the protocol is the topic of an entire body of literature on the 

DNS threat landscape, DNS research methods, and entities involved in DNS transactions [248]. 

Siby et al. have stated that "…virtually every connection to an Internet service is preceded by a 

DNS lookup" [401]. 

 

Some aspects of the original design of DNS have led to security and privacy problems for 

Internet users. The client may receive a DNS server address via DHCP or DHCPv6, as is often 

the case in operating system configurations. DNS servers may also be manually configured. The 

client submits the request, and a DNS resolver server checks its cache. If it has the IP address of 

the destination, it returns the address. If not, it makes the request to a DNS resolver upstream, 

and the process repeats until the answer is found or an error occurs. By default, most DNS 

requests are transmitted unencrypted. Several of these elements open avenues for censors to 

surveil or block websites their users attempt to visit.  
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Unencrypted DNS requests pose several security and privacy considerations. Internet Service 

Providers (ISPs) can easily surveil users' Internet activity based on DNS. ISPs often provide 

DNS servers for customers to use and can monitor all requests. Even in cases with manually 

configured external DNS servers, ISPs can "hijack" unencrypted DNS requests and return an IP 

address of their choosing to the client (see Figure 17). Suppose the censor is only concerned with 

the monitoring of activity. In that case, they may transparently proxy the results of manually 

configured DNS servers, logging the requests, and passing the results back to the client unaltered. 

A user may believe they are resolving DNS queries using a server of their choosing when the 

censor has transparently proxied the request and forwarded it along on the user's behalf. These 

tactics can facilitate surveillance or censorship based on domain queries. If a censor wants to 

implement a blocking action based on lists of domains (and DNS requests observed are 

unencrypted), the censor has many options available. Requests that match objectionable material 

can simply be dropped, resulting in timeouts for the client. The censor can also tamper with the 

DNS result, inserting an IP address of their choosing and redirecting the client to it [268]. This 

could be used to display a "blocked content warning page" (referred to as a blockpage from this 

point forward), as some countries have demonstrated [233,451]. See Figure 18 for an example 

blockpage. A more malicious adversary could use this tactic to redirect the user to download 

malware or present the user with disinformation or propaganda materials.  
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Figure 17. Transparent DNS proxy illustrated [513] 

 

 

One countermeasure for DNS tampering is to manually define the DNS server for a device to use 

for domain resolution. Naive censors that only filter requests they receive will be bypassed, and 

the user will be able to resolve an IP address for their website successfully. As illustrated above, 

state censors and corporate filtering have grown in sophistication — manually defined DNS 

servers are often not enough to avoid censorship. Even low-resource censors can easily block all 

DNS traffic, with one firewall exception for their resolver, and defeat this countermeasure.  
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Figure 18. Example blockpage from the Republic of Korea 

(Left) Original 한국, (Right) English translation. Available at: http://warning.or.kr/ (Retrieved November 01, 2022)

http://warning.or.kr/


 

80 

 

Another countermeasure for DNS tampering is tunneling. Using an encrypted proxy (HTTPS or 

SOCKS) will obfuscate the request while it traverses the censor boundary, and the unencrypted 

DNS resolution will take place elsewhere on the Internet outside the censor's influence. Virtual 

Private Networks (VPNs) for personal use have also rapidly increased in popularity for 

circumvention of censorship and geographic area filtering [244,361]. Despite their initial purpose 

of providing an encrypted connection between two separate networks across the Internet, 

commercial providers are increasingly offering paid services to route traffic through their 

infrastructure. Several censors have taken notice. Notably, the People's Republic of China (PRC) 

banned non-state-sanctioned VPNs in 2018 [368], and the Russian Federation banned the use of 

several VPN services in 2021 [430]. VPN connections encrypt traffic between two endpoints, 

allowing users to tunnel their traffic — selective traffic such as DNS or all IP packets — outside 

a censor's sphere of influence. Although VPN users may be able to connect to content they 

otherwise could not access, they are shifting the trust of their data and traffic from their ISP to 

the VPN provider. 

 

Efforts are ongoing to improve the security and privacy of DNS as a whole. As early as 1997, 

work began on DNSSEC (Domain Name System Security Extensions) as a means to add 

authentication to DNS. DNSSEC adds public-key cryptography to the DNS lookup process. It 

digitally signs DNS records and relies on a chain of trust similar to how certificate authorities are 

trusted entities in TLS. DNSSEC ensures DNS replies have not been manipulated, which could 

serve as a countermeasure to DNS cache poisoning. However, it does not provide confidentiality, 

as the responses are still transmitted in plaintext and are subject to other censorship techniques. 

As of 2013, researchers identified that only 0.15% of .com top-level domains utilized DNSSEC 

[264]. Rijswijk-Deij et al. demonstrated how sites that use DNSSEC might also be susceptible to 

packet fragmentation or amplification-based DoS attacks on their DNS traffic [369]. Domain 

administrators should weigh the potential cost, complexity addition, and potential downtime 

when deciding whether to implement security extensions.  

 

Encryption of DNS can address some of the privacy and authenticity problems of the original 

protocol. Many public DNS services now offer DNS over TLS (DoT) and DNS over HTTPS 

(DoH). Both have been used as countermeasures to DNS tampering. DoT and DoH work by 
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encrypting DNS requests in transit and bypassing DNS resolvers provided by service provider 

gateways [401]. Several major web browsers support DoH natively. However, there are several 

challenges with implementation. Many Internet of Things (IoT) devices do not support encrypted 

DNS methods. The backward compatibility issue with many devices, firewalls, and routing 

equipment currently in production environments will also limit the proliferation of encryption for 

DNS requests. Encrypting DNS also limits the visibility (and potential functionality) of 

cybersecurity tools that organizations may use to secure their enterprise. Additionally, DoT/DoH 

server endpoints have been targeted by censors in China, Iran, and Kazakhstan [40]. When used 

in isolation, DoT and DoH do not fully address Internet privacy concerns, as censors can target 

many other vulnerable aspects of a web request aside from the IP address to domain name 

translation. However, DoT/DoH may be helpful if a nation-state only implements its censorship 

regime via domain name blocklisting. Encrypted DNS is one potential element anti-censorship 

software developers may consider.  

4.4.3 IP Address and Port Matching, Blocking 

Another common form of Internet censorship is blocking based on Internet Protocol (IP) 

addresses. Censors can maintain large blocklists of IP addresses associated with objectionable 

endpoints. Censor systems continually monitor traffic and drop it when a blocked address is 

observed inbound or egress from the censor's boundary. Third parties can provide blocklists, or 

the censor can maintain their lists based on other content-matching efforts. IP address blocking 

can be resource-intensive, as the blocklists may grow large and quickly become outdated as a 

result of the ephemeral nature of IP addresses [484]. With the continued growth in the adoption 

of IPv6, these resource constraints will only continue to accelerate. Despite these constraints, 

some nation-states choose to censor Internet traffic utilizing IP blocklists — likely because of 

ease of implementation.  

 

IP address spoofing could serve as a naive countermeasure to bypass censorship efforts. The 

IPv4 protocol lacks authenticity mechanisms in that senders (and network address translation 

nodes along a traffic path) assign the source address field on packets [42]. If a censor implements 

blocking based on source IP address, spoofing the address of a known allowed endpoint may 

allow traffic that would otherwise be denied. However, source blocking is seldom done in 
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practice for large-scale censorship; censors often focus on the content they wish to deny access 

to and apply blocking against all users within the censor's influence. Accordingly, few deployed 

anti-censorship tools attempt to implement IP address spoofing.  

 

Censors may also choose to block Internet traffic by ports. Port blocking can be paired with IP 

address blocking or done indiscriminately across all traffic. Many applications openly advertise 

their software's ports and transport protocols, and censors may wish to deny access to specific 

applications — such as when the Burmese government blocked access to Skype in 2011 [291]. A 

more advanced blocking regime in Iran involving port blocking was revealed in 2020 by the 

Open Observatory of Network Interference (OONI) and Bock et al. Four Iranian ISPs were 

shown to have blocked port 853, commonly associated with DNS over TLS, to dozens of popular 

DNS providers [39] (in addition to tampering with TLS handshakes to those providers). Iran had 

attempted allowlisting particular ports (80, 443, 53 — HTTP, HTTPS, and DNS, respectively) in 

2013 while blocking all other ports [32] before abandoning the effort the same year. In 2020 

Bock et al. demonstrated that Iran had re-implemented what they called a 'protocol filter' prior to 

their censorship apparatus. It filtered out all traffic except HTTP, HTTPS, and DNS before 

filtering based on content or destination [53]. Traditional port blocking is a naive approach 

relying on software to follow common conventions. These methods are effective against 

applications that explicitly follow RFC specifications or their own documentation. However, 

transport layer protocols can easily use non-standard port mappings, and many applications have 

been shown to do so. Most nation-state censors are unwilling to rely on allowlist filtering, given 

the large amount of collateral damage that would result in overblocking (Iran being a notable 

exception).  

 

A recent study [52] highlighted "residual censorship," where censors detect an objectionable 

connection using one censorship method, then proceed to deny all connections between the two 

endpoints for a short duration using a 3-tuple (client IP + server IP + port) or 4-tuple (client IP + 

port + server IP + port). Bock et al. observed this renewed, time-based approach to IP and port 

blocking in China, Iran, and Kazakhstan. Further research is needed to determine if other nation-

states are implementing similar functionality into their censorship systems. 
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Using high ephemeral ports is a simple yet easily detectable countermeasure against censorship. 

By altering the listening port of a web application or service, naive censors that only filter based 

on static port numbers may be bypassed. Censors that block/reject all traffic except for particular 

common ports and those that utilize allowlisting are not bypassed using this technique. 

 

Complexity on the modern Internet has complicated the job of administrators ensuring the 

availability of systems, as well as censors hoping to deny access to particular content. An 

example is content delivery networks (CDNs), intended to provide access to web resources as 

close to the user as possible to reduce latency [185]. Censors have been shown to cause 

widespread collateral damage in overblocking by denying access to the IP address space of large 

CDNs [289]. A particularly salient example of inadvertent censorship is the blocking of Google 

Scholar in the PRC. Despite the service being considered a valid academic resource and legal 

service by CCP governmental regulators, the great firewall filters traffic destined for US-based 

google.com regardless [269]. Legal frameworks and technical implementations change over time 

and often come into conflict.  

 

Tunneling has repeatedly demonstrated its effectiveness in circumventing IP and port blocking. 

Because the encrypted tunnel obfuscates the metadata of the IP packets, many blocking efforts 

are thwarted. However, encrypted proxies, VPNs, and anti-censorship tunnels still suffer from 

the bootstrapping problem — motivated censors will use their resources to prevent the tunnel's 

initial establishment. These techniques often include simple endpoint IP or port blocking, DNS 

filtering, and deep packet inspection methods. 

4.4.4 Deep Packet Inspection and Protocol Fingerprinting 

In response to the success of various early circumvention tactics, some censors sought more 

advanced capabilities to detect undesirable Internet traffic. As the name suggests, Deep Packet 

Inspection (DPI) allows for searching payload content in data packets [400]. In an IP packet, the 

IP header is followed by the packet's payload. A payload consists of the transport, session, 

presentation, and application (layers 4-7 of the OSI model) data of the communication. DPI is 

frequently used in cybersecurity contexts by system administrators. DPI-enabled network 

devices can "be programmed to detect certain bit sequences associated with known malicious 
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code" [186] from large lists of indicators of compromise (IOCs) provided by security tool 

vendors, threat intelligence sharing feeds, or freely available online. However, any tool that 

assists with identifying or classifying traffic can also be used to identify content for censorship. 

 

Figure 19. DPI Diagram from Bendrath and Mueller [41] 

 

 

In the context of censorship, DPI allows for content matching, such as with keywords of 

objectionable materials. While still a relevant point of discussion for Internet censorship, the 

large-scale proliferation of encryption across many Internet resources [263] has rendered simple 

content matching obsolete in many protocol exchange scenarios online. Additionally, many anti-

censorship solutions implement encryption at multiple layers to protect traffic confidentiality and 

thwart simple content filtering.  

 

DPI is often considered extremely expensive in terms of computing costs and challenging to 

implement on high-speed network systems [446]. But the potential for abuse of heuristic or 

machine learning-informed DPI of encrypted traffic remains. Open-source DPI tools are 

increasing in sophistication and accuracy. The open project ntop maintains a software fork of 

OpenDPI named nDPI, which maintains the flow signatures of hundreds of protocols and 

applications [514]. At the same time, commercial next-generation firewalls (Palo Alto, Fortinet 

FortiGate, and Forcepoint are examples) already claim to be able to filter data from custom 
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applications on a network [151,152]. Palo Alto has a blog post guide for their customers on all 

the steps to block Tor using their product [344]. The most aggressive nation-state censors have 

demonstrated an increased willingness to implement DPI for censorship in recent years, 

discussed in detail in Chapter 5.  

 

Some anti-censorship software developers and researchers have implemented countermeasures 

against deep packet inspection. One approach is to randomize the payload entirely to make the 

traffic "look like nothing" [111]. This is the approach taken by "obfs" tools such as Dust [471] 

and ScrambleSuit [476]. These pluggable transports were initially created for integration with 

Tor or the Tor Browser, allowing some censored users to overcome censor blocks on their first 

hop. This approach makes inherent assumptions about the adversary in that they only operate 

with blocklists. If a censor uses an allowlist to define "known good," randomization methods fail. 

Other approaches involve mimicking the payloads of other data protocols (dubbed "mimicry" 

approaches), such as StegoTorus [469] for HTTP, SkypeMorph [301] for Skype, and 

CensorSpoofer [461] for SIP-based Voice over IP. This approach has been criticized by 

Houmansadr as "fundamentally flawed," as any slight variation not imitated by the spoofing 

software can allow a determined censor to detect the anomaly and win by blocking the traffic 

[207]. Balboa works as a middleware and attempts to overcome the shortfalls of mimicry 

approaches by using standard outputs of existing software and injecting traffic into allowed TLS 

streams [377]. Newer approaches, such as format transformation encryption (FTE), claim that 

observation-based FTE steganography can be used as an undetectable covert channel [322]. In all, 

pluggable transports have become an important tool for allowing the bootstrapping of anti-

censorship tool connections. Projects other than Tor have also begun to code compatibility for 

pluggable transports into their software [515].  

 

Advanced censors have taken additional steps to deny access to anti-censorship, VPN, and other 

encrypted communication methods. Active probing by the great firewall of China has been 

shown to actively target Tor bridges [475], as well as SSH [318] and VPN endpoints [319]. 

Active probing involves the censor masquerading as a user and attempting to connect to the 

circumvention service. The probe observes how the service responds. If the censor's probe 

determines that the server is running an "undesirable" service, the censor can take a blocking 
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action, such as adding the server to an IP blocklist. The "cat-and-mouse" game has continued, as 

researchers have studied active probing methods and offered solutions to anti-censorship 

developers to evade active probing [166,168]. Currently, Tor Browser uses obfs4 as its default 

pluggable transport for bridges. Previous versions of obfs were vulnerable to active probing by 

the GFW of China. In its current implementation, every obfs4 server has a per-bridge secret. The 

client must prove knowledge of this secret before allowing communication with the protocol, and 

this defeats automated methods of active probing, as the censor would need the same out-of-band 

information as each legitimate client to prove the IP address of a server is, in fact, a hidden Tor 

bridge [142]. Another pluggable transport approach, such as Meek, uses a routing method known 

as domain fronting [141] to direct first-hop traffic under cover of HTTPS to a large CDN 

provider domain that is unlikely to be filtered. Psiphon and Tor both have Meek implementations 

shipped with their software.  

 

Additionally, some newer anti-censorship tools have been introduced, leveraging techniques to 

bypass less-aggressive censors that only use DPI blocking (and no other combinations of 

network filtering). Software such as GoodbyeDPI [182] and a related fork called PowerTunnel 

[353] allow users to access DPI-blocked content without other privacy protection mechanisms. 

These tools are sometimes referred to as "serverless" because they do not rely on an external 

entity for their functionality. The software creates a local proxy server on the client machine and 

funnels/manipulates HTTP(S) traffic before it is transmitted over a network interface. Several 

clever manipulations, such as TCP-level fragmentation of first packets, replacing "Host" header 

values, adding additional spaces in URIs, mixing letter cases of header values, and fake 

TTL/sequence/acknowledgment numbers, have been demonstrated to fool some DPI 

implementations. These techniques must be used cautiously, only in censored jurisdictions where 

legal or physical threats are absent, as these tools do not provide protections similar to other anti-

censorship approaches (such as masking source IP addresses).  

 

Encryption does not solve all DPI-based censorship problems; many open research problems 

related to censorship assume an adversary with advanced DPI capabilities. Some advanced DPI 

systems characterize traffic from particular applications or protocols, sometimes called encrypted 

traffic analysis (ETA). These "fingerprints" or signatures can then be used to determine when 
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users are attempting to use a specific piece of software, despite encryption. One identification 

technique involves the initial unencrypted initiation of an encrypted network stream, as 

illustrated by Velan et al. in Figure 20. Protocol header metadata can often reveal the kinds of 

encryption implemented or software application versions. A comparison of the available DPI 

systems that perform this analysis is available at [61].  

 

 

Figure 20. A general scheme of network security protocols [449] 

 

 

More sophisticated methods of ETA involve identifying particular byte sequences or patterns in 

overall encrypted traffic streams to allow for the identification of an application or protocol. The 

methods may rely on statistical models to identify behavioral changes in bitstreams. Other 

approaches involve training a machine learning (ML) classifier. The algorithm uses a known 

"baseline" compared to a bitstream containing a targeted protocol's traffic to observe patterns or 

identify anomalies. A survey of methods for encrypted traffic classification by Velan et al. is 

available in [449].   

  

One example of pattern or behavioral-based blocking is the denial of a secure messaging app 

such as Signal [234]. Blocking of Signal has been observed in Iran, China, Cuba, and Uzbekistan 

[494]. Admittedly, these nations used more common blocking techniques such as DNS 

manipulation (Iran, China) or DPI targeting SNI fields in a TLS handshake (Cuba, Uzbekistan), 

likely because they require fewer resources. In 2021, the Russian Federation demonstrated 

hybrid censorship approaches using SNI targeting with DPI and bandwidth throttling to achieve 

censorship goals against Twitter, discussed further in §4.4.6. 
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4.4.5 BGP Attacks and Disruption 

Border Gateway Protocol (BGP) is one of the critical components that allows the Internet to 

function as a network of networks. Several protocols operate at layer 3 of the OSI model, 

allowing connectivity between devices worldwide. At the highest levels, the Internet Assigned 

Numbers Authority (IANA) assigns blocks of IP addresses to regional Internet registries (RIRs). 

RIRs designate blocks to organizations such as Internet Service Providers (ISPs), technology 

companies, universities, government agencies, and scientific institutions. These large 

organizations often serve as an Autonomous System (AS) for the purposes of routing Internet 

traffic. Each AS is assigned an autonomous system number (ASN), which is unique and used by 

BGP to determine how ASes communicate with one another. For example, AS17 is assigned to 

Purdue University, which manages the following sets of IPv4 addresses: 128.10.0.0/16, 

128.210.0.0/16, 128.211.0.0/16, 128.46.0.0/16, 149.164.0.0/16, 163.245.0.0/16, 192.31.0.0/24, 

204.52.32.0/20, 204.52.48.0/20, 205.215.64.0/18, 69.51.160.0/19, and also IPv6 blocks 

2001:18e8:800::/44 and 2607:ac80::/32 [192]. There are approximately 64,000 ASNs in use 

worldwide with continual growth [88], and BGP (versions 4 and 6) are the protocols that allow 

them to communicate with one another. "DNS tells you where you're going, and BGP tells you 

how to get there" [84]. While BGP is intended to provide the most efficient routing options 

available between ASes, there are many associated factors beyond simply counting the lowest 

number of router hops between one source IP address and its destination. Factors such as cost of 

use and physical distance of transport medium complicate routing decisions.  

 

In addition to routing complexity, design choices made when creating BGP have security and 

availability implications for the global Internet. The protocol assumes that advertisements from 

interconnected networks always tell the truth about which IP addresses they own. "BGP 

hijacking" attacks are nearly impossible to prevent today [89]. One likely avenue an attacker 

might take is advertising a specific route for a smaller range of IP addresses than other ASes had 

previously announced. Another attack involves offering a shorter route to particular blocks of IP 

addresses. Both would allow the attacker to divert large swaths of Internet traffic in a direction of 

their choosing. For an attacker to carry out a BGP hijack, they must be an AS administrator or a 

malicious actor taking control of an AS system. This limits the scope of who might perform such 
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attacks, but does not rule out censoring nation-states or large technology corporations from using 

these methods to deny access to information. 

 

There have been several BGP-related incidents over the years. In 2004, a Turkish ISP named 

TTNet (AS9121) inadvertently modified its routing tables to include a full table of entries 

(>100k). This modification effectively advertised AS9121 as the shortest route to most of the 

Internet's addresses [436]. For several hours, users worldwide could not access some or all 

websites because of routing errors. In February 2012, a network operator named Dodo 

announced internal BGP routes to Telstra, a major ISP in Australia. Telstra incorrectly accepted 

the routes and caused routing bottlenecks across the country. This error resulted in most 

Australians losing online connectivity for 30 minutes. A similar outage event occurred in August 

2012 in Canada, known as the "Bell-Dery" routing leakage incident, after Dery Telecom leaked a 

full BGP table worth of routes to Canadian ISP Bell [43]. More recently, in 2021, Facebook 

(now Meta) incurred a global outage partially caused by BGP route errors. During routine 

maintenance, an engineer disconnected Facebook's backbone data centers with an accidental 

command. Failover systems, unable to communicate with backbone infrastructure, withdrew IP 

address blocks from their BGP advertisements. As BGP routes propagated and DNS server 

caches worldwide expired, all of Facebook's subsidiary services — Instagram, WhatsApp, 

Messenger, Mapillary, and Oculus — were inaccessible [223]. The company restored services 

within six to seven hours but at enormous business and advertising costs.  

 

Malicious BGP-related attacks have also occurred. In 2008, Pakistan Telecom (AS17557) 

allegedly started an unauthorized BGP announcement of the prefix 208.65.153.0/24 to attempt to 

censor YouTube from its citizens [371]. This effort temporarily hijacked all YouTube traffic on a 

global scale, denying access to all users for part of the day on February 24, 2008, until 

appropriate routes were restored. In 2011, the government of Libya used BGP routing to 

implement an Internet shutdown on most of its country's users in response to a series of uprisings 

in the region. A single state-operated AS routed most traffic in Libya at the time, allowing it to 

withdraw routes and disrupt network connectivity [99]. In 2018, Russian AS48693 and AS41995 

advertised IP blocks that belonged to Amazon Route53 DNS services from the provider eNet 

(AS10297) of Columbus, Ohio, USA [352]. Criminals masqueraded a fake version of a web-
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based Ethereum wallet service6 and stole approximately $152,000 worth of cryptocurrency. In 

2022, a sophisticated supply chain attack on a Korean cryptocurrency exchange platform (which 

involved BGP hijacking perpetrated by AS9457) also resulted in the theft of approximately $1.9 

million (₩2.37 trillion KRW) [80]. On February 5, 2021, after the Burmese military overthrew 

the government of Myanmar in a coup d'etat, the junta compelled Campana Mythic (AS136168) 

to announce the 104.244.42.0/24 prefix, which belonged to Twitter. The junta may have intended 

to blackhole all Twitter traffic within their borders. The route leaked to the global Internet, 

making AS136168 appear to own the IP address space, disrupting traffic in Singapore and other 

southeast Asian nations [342].  

 

The threat of abuse with BGP manipulation has motivated proposals for security enhancements 

in academic circles [300]. However, for most governments, BGP attacks have not been used in 

practice as an intentional technique for routine censorship, instead relying on other methods with 

less collateral damage. Additionally, software developers of anti-censorship tools are unlikely to 

influence the routing, implementation, or prioritization of ASes that their traffic traverses. There 

are few countermeasures against BGP-related disruptions, given the design of the BGP protocol. 

International economic and political pressure dissuades malicious actors from abusing BGP 

routing. 

4.4.6 Bandwidth Throttling  

Bandwidth throttling involves deliberate slowing of communication speed. In the context of 

computer networks, throttling can happen at the application software or the network management 

level. Throttling Internet traffic has been considered for use during periods of high usage. During 

the global COVID-19 pandemic, governments in Europe and technology companies in the U.S. 

recommended using bandwidth throttling and traffic shaping techniques to manage the large-

scale throughput increases brought on by stay-at-home orders and remote work requirements 

[235]. However, throttling often arises in public debate surrounding "net neutrality," a network 

design principle that states all data packets should be treated equally regardless of their content, 

sites, and platforms [483]. Network neutrality is a contentious topic. It has been interpreted and 

implemented differently and has been subjected to legal challenges in multiple countries. 

 
6  https://www.myetherwallet.com/  

https://www.myetherwallet.com/
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Proponents of network neutrality claim that traffic on the open Internet should be freely 

accessible, while opponents claim that prioritizing particular services creates a better user 

experience.  

 

In the context of censorship, bandwidth throttling has been used to suppress access to 

information. Throttling provides a degree of deniability on behalf of the censor, differentiating it 

from many other Internet censorship methods. In Iran, the government slowed down Internet 

speeds nationwide in the lead-up to a presidential election in 2009 [23] and 2013 [129], as well 

as other periods of political unrest [70]. In recent years, the Russian Federation has deployed an 

unprecedented censorship technique by leveraging selective throttling [489]. In March 2021, the 

Russian government started limiting the speed of connections to Twitter. Russia had previously 

requested that Twitter remove content it deemed illegal or objectionable, and up to that point, 

Twitter had refused to comply. Roskomnadzor issued a statement confirming that it ordered the 

throttling of Twitter traffic until the company complied with its approximately 28,000 removal 

orders [378]. Xue et al. discovered that Russian ASes used deep packet inspection to detect SNI 

within TLS connections specifically for Twitter and its sub-domains (twitter.com, t.co, 

*.twimg.com). If detected, connection speeds were reduced to between 130-150 kilobits per 

second (kbps). Twitter eventually removed 91% of the requested content, and some of the 

throttling measures were lifted [489]. 

 

Taye described several techniques that governments use to throttle Internet connectivity [304]. 

First, traditional bandwidth management, such as traffic shaping and policing, can slow down 

objectionable traffic. This can be done based on source or destination IP ranges, virtual local area 

networks (VLANs), or media access control (MAC) addresses. Second, censors can implement 

quality of service (QoS) on network traffic. QoS is typically used to prioritize low-latency traffic, 

such as voice calls. For censorship, QoS can deprioritize particular kinds of undesirable traffic. 

Third, inline DPI systems can be used to add latency artificially. Finally, censors can manually 

alter routing paths at their border gateways to limit traffic. They can change routing paths to be 

longer, adding latency. Or censors can direct specific traffic through lower capacity links, 

serving as a chokepoint to delay or halt traffic flows.  
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There is currently little anti-censorship research dedicated to the study of bandwidth throttling. 

No purpose-built tools exist as a countermeasure for this kind of censorship method. Anecdotes 

online suggest that commercial virtual private networks (VPNs) may bypass ISP throttling, 

depending on how the throttling is implemented [147]. Xue et al. offered several 

countermeasures against Russia's throttling of Twitter, such as TCP-level fragmentation and TLS 

packet stuffing — or more traditional anti-censorship methods, such as encrypted proxies or 

VPNs — which defeated Russia's detection method [489]. More research and development are 

needed in this emerging area of censorship studies.  

4.4.7 Internet Shutdowns 

Even as societies around the globe increasingly rely on Internet connectivity for economic, 

financial, and social functions, some governments have stepped up efforts to deny Internet access 

to their citizens. Feldstein defines Internet shutdowns as "activities undertaken by states to 

intentionally restrict, constrain, or disrupt internet or electronic communications within a given 

geographic area or affecting a specific population in order to exert control over the spread of 

information, within a timebound period" [135]. Authorities have used network disruptions to 

"quell mass protests, forestall election losses, reinforce military coups, or cut off conflict areas 

from the outside world. Data from the past few years documented incidences of global 

shutdowns: 196 documented incidents in 2018, 213 incidents in 2019, and 155 in 2020… [and] 

Government-instigated internet shutdowns largely took place in relation to five event types: mass 

demonstrations, military operations and coups, elections, communal violence and religious 

holidays, and school exams." [136]. Shutdowns may be implemented for minutes, hours, weeks, 

or several months at a time. Authorities may assert that their sovereignty grants them the right to 

control Internet access as they see fit; others cite the need to counter threats to public order, 

challenges to national security, or moral degradation of their populace. These justifications are 

often incongruent with international norms. The United Nations Human Rights Committee has 

stated, "The right to access and use Internet and other digital technologies for the purposes of 

peaceful assembly is protected under article 20 of the Universal Declaration of Human Rights 

and article 21 of the International Covenant on Civil and Political Rights" [210,211]. Protection 

of freedom of expression and association are often cited as obligations within international 

human rights law. A plurality of nations across ideological and governmental institutions agree, 
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but perhaps not always in practice. Internet shutdowns often lead to unintended consequences for 

Internet censors and society at large. From an economic perspective alone, researchers estimated 

$5.62 billion dollars of financial impact on the global economy in 2021 as a result of Internet 

shutdowns [480].  

 

One of the most cited incidents of Internet shutdown efforts in the literature took place from 

December 2010 to 2012 in western Asia and northern Africa. Known as the "Arab Spring," these 

events were a series of anti-government protests, uprisings, and armed rebellions across Tunisia, 

Egypt, Libya, Yemen, Syria, and Bahrain. The overthrow of several heads of state and some 

governmental reform occurred as a result. Demonstrations took place in the streets of Algeria, 

Iraq, Lebanon, Jordan, Kuwait, Morocco, Oman, and Sudan, while minor protests also happened 

in Djibouti, Mauritania, Palestine, and Saudi Arabia [379]. Citizens (often youth or union groups) 

protested in response to political leader corruption, governmental abuse of power, economic 

stagnation, extreme poverty, and unemployment. Power vacuums in the Arab world in the mid-

2010s led to the rise of the Islamic State caliphate group [13], the Syrian Civil War [397], the 

crisis in Egypt, the Libyan Civil War, and the Yemeni Civil War [329]. The more authoritarian 

regimes among these nations took multi-pronged approaches to quell rebellion, including police 

and military mobilizations against their populations. Social media platforms were cited as a 

means of mobilizing collective action during the Arab Spring protests and circumventing the 

traditional media and means of communication typically controlled by censoring states [11,482]. 

According to some academic works, the impact of Facebook and Twitter during the uprisings has 

been overstated by popular media [60]. Regardless, several regimes deemed Internet connectivity 

important enough to the protestors' cause to selectively deny online access to prevent 

communication or the spread of information [479].  

 

In 2013, Shavitt and Zilberman published an analysis of Internet shutdowns during the Arab 

Spring, specifically in Egypt, Libya, and Syria [398]. Using combinations of BGP 

advertisements and altering default IP routing, each country (at different times and to varying 

degrees) effectively stopped meaningful resolution of TCP/IP connections throughout regions of 

their country. Efforts to logically deny all access to Internet endpoints were relatively 

straightforward, especially in a small nation such as Syria, which only had one government-
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controlled autonomous system [286]. The denial of Internet access may have hampered some 

protestor mobilization efforts while simultaneously fueling the discontent of the Arab youth by 

controlling their access to Internet content. 

 

Internet shutdowns have taken place in many countries worldwide since the Arab Spring events. 

Censoring nation-states have diverse geo-political and social systems and widely varying legal 

systems. Yet controlling access to information is central to the conflicts, and Internet censorship 

is increasingly essential to shaping narratives. India, the largest self-proclaimed democracy, had 

132 regional Internet shutdowns in 2020 [406]. Politicians in India use shutdowns as a tool of 

governance under the auspices of countering misinformation and disinformation (sometimes 

termed "fake news" for the public). These leaders cite national campaigns such as "Digital 

India," intended to use connectivity to promote prosperity and wealth accrual. Shah argued their 

efforts do not stop fake news. He stated, "…as infrastructural tools, they enable state 

(dis)information and propaganda to spread without resistance and thus become potent tools in 

curbing protests and rightful critique of authoritarian practices" [395]. Shah also argued that 

given the patchwork nature of ISP infrastructure and implementation, "shutdowns as a way of 

regulation and governance are both ineffectual and counterproductive" [395].  

 

In 2019, in response to large anti-government demonstrations against rising gasoline prices, 

Iranians experienced a several-day Internet blackout [315]. In November 2020, Myanmar held 

national elections in which the National League for Democracy Party candidate, Win Myint, won 

the presidency. The Tatmadaw (Burmese military forces) staged a coup d'etat on February 1st, 

2021, rejecting the election outcome and installing a military junta in place of Myanmar's elected 

government [380]. In addition to violence, search and seizures, arrests of dissidents, and legal 

changes to quell dissent, the government blocked social media platforms (Facebook, Twitter, and 

Instagram) to limit access to information and assembly. Restrictions escalated as protests 

increased, and nightly shutdowns occurred throughout February and March. Censorship efforts 

culminated in a near-total Internet shutdown on April 2, 2021 [224]. The junta ordered 

telecommunications companies to disconnect connectivity to mobile and wireless Internet 

customers, the only services available in the country to get online. Although Internet penetration 

rates in Myanmar were only 35% in 2020 [424], the censorship measures put in place are some 
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of the most draconian observed in this century and has spurred debate regarding free expression, 

freedom of assembly, and free access to information [439].  

 

Researchers have noted a trend that despite the surge in Internet shutdown events in the past five 

years, many governments have opted to selectively block (or throttle) individual content or 

platforms [136]. Rather than total shutdowns, authorities have attempted to avoid more potent 

political backlash from their citizenry or the international community with selective filtering. 

More sophisticated censorship methods — as described in previous sections — sometimes offer 

ambiguity or minimize the likelihood that users will attribute their lack of access to censorship. 

Network throttling may be blamed on slow or inconsistent ISP connectivity, targeting of a social 

media platform in short bursts may be viewed as a platform's technical issue, and URL/DNS 

filtering (that does not present a blockpage, but an HTTP error or TCP timeout) might be 

shrugged off as poor cellular service. Time-based and persistent Internet censorship are 

important trends for researchers and activists to monitor. As nation-states demonstrate a 

willingness to use hybrid methods and timing to achieve their goals, anti-censorship software 

developers should remain adaptive in their approaches to circumvent censorship where it occurs.  

4.4.8 Computer Network Attacks and Resource Exhaustion 

The study of computer network attacks (CNA) and exploitation has been the subject of much 

research over the years. Subtle methods have been used for cyber espionage, in which a nation-

state or non-state actor infiltrates an adversary's network to obtain information for economic, 

military, or political gain. Subtle and overt methods of cyber attack are also used in the conduct 

of cyberwarfare, in which one actor destroys, denies, disrupts, deceives, degrades, or manipulates 

[445] their targets' computing systems in pursuit of their objectives. In terms of the world wide 

web and private sector actors, much of the focus of network attacks manifest as denial of service 

(DoS) and distributed denial of service (DDoS) attacks. Both are forms of resource exhaustion, 

denying access to services by overwhelming target servers.  

 

DDoS attacks have captivated the cybersecurity literature over the past several decades 

[267,273,276,299,431,502], given the scope and scale of the attacks and their economic impact. 

The U.S. Cybersecurity and Infrastructure Security Agency (CISA) defines a DoS as an attack 
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that "occurs when legitimate users are unable to access information systems, devices, or other 

network resources due to the actions of a malicious cyber threat actor. Services affected may 

include email, websites, online accounts (e.g., banking), or other services that rely on the 

affected computer or network. A denial-of-service condition is accomplished by flooding the 

targeted host or network with traffic until the target cannot respond or crashes, preventing access 

for legitimate users" [81]. DDoS attacks are similar in intent but utilize a distributed system of 

many computers as the source of the superfluous traffic. This allows the attacker greater 

anonymity and larger amounts of attack traffic, making a defender's job of belaying the attack 

more difficult. Participants in DDoS are often unwitting, as their devices may have been infected 

with malware that joined them into the attacker's botnet.  

 

From a technical perspective, DDoS attacks can be categorized broadly into network-layer 

attacks and application-layer attacks. Network-layer attacks generally involve flooding a victim's 

network bandwidth to exhaust its resources; traffic could be UDP streams, ICMP flooding, DNS 

traffic flooding, VoIP flooding [20], or other allowed protocols. Application-layer attacks occur 

using data higher in the OSI model. Some attacks are protocol specific and exploit a bug or 

particular feature of a protocol implementation to consume resources; TCP SYN flooding, TCP 

SYN-ACK flooding, ACK & PUSH ACK flooding, or RST-FIN flooding [502] are examples. 

Reflection-based attacks involve spoofing the source of a message, so not only does the victim 

interact with the flood of traffic, but also the spoofed source, which is now involved in the 

network conversation when the victim replies. Amplification-based attacks rely on external 

services to help create additional traffic, "amplifying the message" [431]. They may exploit an IP 

broadcast feature of a network device or service to reduce the effort the attacker or botnet must 

put forth to attack their targets. Reflection and amplification attacks are present in the application 

layer but occur using protocols such as HTTP or database queries (e.g., SQL). An analysis of 

application-layer DDoS attacks is available in [431] and a more general taxonomy of DDoS 

attacks and defense mitigations is available in  [299].  

 

DDoS attacks have not been observed as a routine method of Internet censorship by nation-states 

against users. This is likely because of the nature of how the attack techniques are used. DDoS 

attacks are effective against large, centralized services and may deny access to the network for 
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all users. Other methods, such as Internet shutdowns, would be used instead for censorship. 

Zargar et al. characterize the motivations of DDoS attackers into five categories: 

financial/economic gain, revenge, ideological belief, intellectual challenge, and cyberwarfare 

[502]. Attribution of blame for the conduct of DDoS attacks is also a difficult problem. Nation-

states, governmental proxy groups, criminals, and Internet activists (or "hacktivists") [386] have 

used DDoS attack techniques to achieve their goals.  

 

There are dozens of examples of DDoS attacks linked to cybercrime or cyberwarfare since the 

early days of the world wide web. In 2000, a fifteen-year-old using the online handle "Mafiaboy" 

(he was later revealed to be a Canadian named Michael Calce) compromised computer systems 

at several universities and used them to conduct DoS attacks. The attack brought down the 

websites of Yahoo!, CNN, eBay, Dell, Amazon, and E*Trade, and the litigation that followed 

inspired first-of-their-kind cybercrime laws across several countries [58,199]. In 2006, the 

Bureau of Industry and Security in the United States suffered "a debilitating attack on its 

computer systems," forcing the organization to disconnect its systems from the Internet and 

disrupting its operation. The attack was "traced to websites hosted by Chinese ISPs, but the 

attackers were never identified" [58].  

 

In April 2007, the national government of Estonia was the victim of a campaign of DDoS attacks 

targeting government services, banking systems, and media outlets. The attacks roughly 

coincided with the relocation of a memorial statue, the "Bronze Soldier of Tallinn," which was 

perceived by ethnic Russians living in Estonia and Russia as an affront to their sacrifices during 

World War II [85]. The economic damage resulting from system downtime and societal 

disruption was estimated to cost tens of millions of Euros [465]. The campaign against Estonia 

has been cited as the second state-sponsored act of cyber warfare (the first being a series of 

coordinated cyber operations, dubbed Titan Rain, against the U.K. Defense Ministry and U.S. 

Defense Intelligence Agency (DIA) beginning in 2003 [95]).  

 

In 2008, coinciding with a shooting war between Georgia and the Russian Federation, large-scale 

DDoS attacks began against Georgian web pages [425]. Targets included the Georgian 

president's website, governmental ministry pages, and news agencies. While the Russian 
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government may have benefitted from the disruption, evidence suggests that much of the attack 

resources were crowdsourced from underground hacker communities sympathetic to the Russian 

cause [425]. There is no published evidence of whether the attackers were encouraged, endorsed, 

coordinated, or resourced by the state. Other large-scale DDoS incidents were documented in 

2013 against Spamhaus (an email spam tracking organization), in 2015 and 2018 against GitHub 

(an open-source software distribution platform), and in 2016 against Dyn (a major DNS 

provider) [90]. The Mirai botnet targeted Dyn using compromised Internet of Things (IoT) 

devices to attack its victims. It denied Internet access to many users on the east coast of the 

United States on October 12, 2016.  

 

In 2017, the U.S. government released a report documenting malicious cyber activity performed 

by the government of the Democratic People's Republic of Korea (DPRK, commonly known as 

North Korea). The report outlined the activities and capabilities of the Lazarus Group (also 

called HIDDEN COBRA, or APT38 by Mandiant). The organization was the same group 

responsible for global computer disruption with their release of the WannaCry malware in 2016 

[442]. Among the malware analysis and IOCs in the report, a tool called DeltaCharlie was 

revealed to have been used for DNS, NTP, and carrier-grade NAT DDoS attacks [82]. Lazarus 

group was likely responsible for DDoS and offensive cyberspace operation campaigns against 

South Korean media, financial institutions, and critical infrastructure in 2011 and 2013 [504].   

 

In 2020, Google disclosed that in 2017 its cloud services infrastructure was the target of a 2.54 

terabyte per second DDoS attack originating from four Chinese ISPs [294]. Cloudflare 

confirmed that the attack against Google was the largest known DDoS attack in history [90].  

 

The literature has documented several DDoS attacks that appear to represent Internet censorship. 

These attacks are attributed to governmental entities or proxies of that nation-state and tend to 

target a particular web page or Internet resource they oppose. Notably, DDoS attacks restrict 

access to Internet resources for everyone, not only users within the censor's sphere of influence. 

After the Snowden classified document leaks of 2013, media outlets reported that the United 

Kingdom Government Communications Headquarters (GCHQ) intelligence service had 

conducted DDoS attacks against servers hosting IRC chat services used by members of the 
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hacktivist group Anonymous in 2011 [187]. Concern among Western nations arose from the 

incident as the use of the TCP-SYN flooding capability (dubbed "Rolling Thunder") may have 

"chilled" the speech of uninvolved users of the same servers.  

 

DDoS traffic related to censorship has often been shown to originate from Chinese ASes. On 

March 16, 2015, greatfire.org observed via their Amazon CloudFront hosting service that their 

website was under attack from a DDoS, and their hosting costs had risen to $30,000 per day 

because of the added throughput [405]. Later the same month, two GitHub pages affiliated with 

their project were also targeted. The organizers of greatfire.org offer resources to Chinese 

nationals looking to circumvent censorship within PRC. Baidu servers were identified as the 

source of much of the DDoS traffic, although the company denied involvement. Researchers 

dubbed the attack tool used during the incident the "great cannon" of China and advised that its 

overt deployment represents an escalation of state-level information control [279]. The same 

paper alleges a capability called QUANTUM, maintained by the U.S. National Security Agency 

(NSA) and U.K. GCHQ, similarly abuses plaintext HTTP traffic as a "man-on-the-side" attack. 

However, the tool is allegedly used for exploitation rather than DDoS.  

 

Another example of politically motivated DDoS attacks happened in southeast Asia in recent 

years. On February 27, 2022, CNN Philippines journalists were preparing to cover a presidential 

candidate debate when their website went down because of a DDoS attack [175]. Guest writes, 

"Since June 2021, opposition politicians, independent media, and fact-checking websites in the 

Philippines have been hit over and over with brute-force cyberattacks known as distributed 

denial-of-service, or DDoS, attacks. CNN, major news network ABS-CBN, Rappler (the outlet 

founded by the 2021 Nobel Peace Prize winner Maria Ressa), and VERA Files, a fact-checking 

organization, have all been targeted, along with the website of Vice President Leni Robredo, who 

is a staunch critic of the current president, Rodrigo Duterte" [191]. A Rappler journalistic 

investigation noted that a local Philippino hacking group called Pinoy Vendetta claimed credit 

for some of the attacks. A government report from the US-CERT (United States Computer 

Emergency Readiness Team) identified source IP addresses affiliated with the Philippine Army 

associated with DDoS attacks on two independent media sites, AlterMidya and Bulatlat [19]. 
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Definitive attribution of DDoS attackers is difficult, and it is unclear whether some attacks 

denying access to political commentary in the Philippines were conducted by a nation-state actor.  

 

A paper from 2009 specifically analyzing DoS attacks with political motivations suggests that 

most DDoS attackers online are non-state actors [311], while a more recent study in 2020 

evinced the notion that authoritarian states are increasingly willing to perform attacks on foreign 

entities during elections and changes of power [270]. However, the ease of access to attack 

resources coupled with difficult attribution often leaves nation-state, governmental proxy, and 

non-affiliated attacker involvement an open question.  

4.4.9 Additional Censorship Considerations 

The Internet censorship methods detailed above encompass the technical dimensions of how 

censors deny access to Internet resources. These generally involve identifying "objectionable" 

content as it traverses a network and then implementing a blocking action. Other methods are 

more blunt instruments, such as Internet shutdowns, denying access to all users. There are 

additional considerations for Internet censorship from social and legal perspectives.  

 

One element not yet discussed is compelled disconnection or removal of Internet content. Web 

servers must physically exist and operate on computer hardware, and law enforcement (LE) 

entities may seize hardware to take a web page offline. LE may also compel a domain registrar to 

surrender access to a domain so website users can no longer resolve the IP address of the target 

server that hosts the now-censored content. See Figure 21 for an example of a splash page left 

behind on the Raid Forums website after a coalition of LE agencies seized the domain and 

associated web servers. Similar techniques have been used in cases of cybercrime enforcement 

measures. LE seizures frequently disrupt the online distribution of child sexual abuse material 

(CSAM), which is nearly universally denounced as criminal and an exception to free expression 

norms [215]. Web services that host pirated content in violation of intellectual property laws of 

certain jurisdictions may also be targeted in a similar manner.  
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Figure 21. Example law enforcement domain seizure [444] (Retrieved October 2, 2022) 

 

 

Determined state censors may also use substitution as a form of censorship. Redirection of web 

requests is commonly used to display a blockpage, warning the user of the reason they were 

denied access [105]; a censor could also use redirection to display a website that appears 

legitimate but contains false information [409]. While specific instances of disinformation 

through redirection have not been documented in the literature, state-sponsored actors have been 

shown to spread false information or links to "fake news" websites on social media platforms 

[392,501]. These efforts may distract or discourage citizens from seeking out the information 

they wish to read, or reduce overall institutional trust among Internet users [324].  

 

Another controversial and sometimes ambiguous aspect of Internet censorship deals with content 

moderation. In addition to heavily censored external connections, China has been shown to 

delete content on social media networks and news sites within its borders [208,107,506,1,249,35]. 

The Chinese government encourages Chinese companies to host alternative services to Western 

social media (Weibo as a microblogging service, WeChat as an alternative to messengers such as 

WhatsApp), which it can compel to remove content as the CCP deems necessary. In the United 
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States, free speech is protected under the first amendment to the country's constitution — and 

upheld in the courts under the "state action doctrine." Additionally, section 230 of the 

communications decency act is a federal law that protects online services from lawsuits based on 

user content [254]. While fostering free expression, issues of speech suppression have arisen 

because U.S. technology companies have wide latitude in determining what content they remove. 

Drawing distinctions between protected speech (e.g., radical ideas, controversial opinions, 

religious belief) and harmful rhetoric (e.g., hate speech, calls to enact violence, unlawful 

discrimination) can be difficult and spurs debate. From a legal perspective, U.S. citizens cannot 

have their speech suppressed by the government; but private companies hosting forums, blogs, 

and social media platforms are not beholden to the same standard and can moderate content as 

they see fit. Europe has demonstrated a desire to push further than the US: rather than leaving 

companies the option of moderation, the European Union (EU) passed the digital services act. 

The law requires companies that serve users in EU member states to moderate content for items 

such as "false information, hate speech, and extremism," and levies substantial fines (up to 6% of 

annual revenue) for non-compliance [387]. It is uncertain how European regulations will affect 

future global corporation moderation practices and impact Internet users' freedom of expression.  

 

Self-censorship is another adjacent issue in any discussion of censorship. Humans often decide to 

withhold or selectively disclose their own discourse [94,206]. Rather than deny access to content, 

a country may create a social or legal environment that encourages users to keep their views to 

themselves. A regime may allow access to social media platforms but punish journalists or 

dissidents who express opinions that reflect authorities in a negative light [415]. In extreme 

examples, citizens may feel compelled to feign positive attitudes toward ruling elites when there 

is little electoral competition for executive power [399].  

 

A final consideration for potential Internet censorship is publisher denial of access. It is common 

practice for web servers to filter inbound traffic. Administrators do this for a variety of security 

reasons. Subscribing to CTI blocklists or loading indicators of compromise (IOC) lists into an 

Intrusion Detection System (IDS) or Intrusion Prevention System (IPS) may prevent cyber 

attacks from occurring against their server. Some servers filter IP addresses that are marked as 

malicious, send spam emails, or host malware. The Internet measurement community has also 
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identified publisher-side censorship trends [434] in which users who value anonymity are 

scrutinized. At the time of their study, Khattak et al. found that 3.67% of the top 1000 web pages 

blocked access to Tor users [246]. Some servers naively block all Tor exit nodes. Others use 

heuristic methods to detect abusive behavior and punish any user sharing the same exit node as a 

malicious actor [404]. A Tor user may also receive differential treatment, such as a "paywall" or 

a CAPTCHA challenge, to "prove they are human." Similarly, aggressive filtering is sometimes 

applied against VPN users [361,244,120,45]. Finally, publisher-side filtering happens by 

geolocation. Servers in one country may not accept users from another. When the EU enacted the 

General Data Protection Regulation (GDPR), many web servers worldwide blocked connections 

from European IP addresses [434]; Figure 22 is one such example. The decision likely happened 

to avoid compliance with GDPR's privacy rules or out of an abundance of caution for liability. 

This kind of server blocking is not government censorship, but it is relevant to a holistic 

discussion of what it means to be able to access information freely in the modern, interconnected 

world.  
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Figure 22. Website blocking a user with a European IP address after GDPR enacted [426]  

(May 25, 2018) 

 

 

4.5 A Taxonomy of Internet Censorship Methods 

The culmination of the systematization in this chapter resulted in the Internet Censorship 

Methods Taxonomy, shown in Table 2. The author organized the taxonomy within the 

framework of the OSI model for ease of organization, logical visualization, and to promote 

mutual understanding. A censorship method is an abstraction of similar techniques used by 

censors together. Examples of techniques that comprise a censorship method are listed but not 

exhaustive. Layers 1-4 represent methods that only require "shallow packet inspection" methods, 
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only require reading of packet headers, and are much less resource intensive. Deep packet 

inspection methods analyze the content of data packets, the payload beyond packet headers. 

Notably, bandwidth throttling bridges the gap and can occur network-wide or on an application-

layer basis. Distributed denial of service attacks also happen at both network and application 

layers. Below DPI, the author depicts Traffic Behavior Analysis, which involves observing 

patterns (or anomalies) in bitstreams of traffic, including those protected by encryption. 

Encrypted traffic analysis (ETA) often leverages machine learning or statistical models to create 

profiles of traffic behavior for particular applications or protocols. In general, moving up the 

layers of OSI (down the taxonomy chart), censorship methods increase the complexity of 

circumvention analysis and censor implementation. Table 3 represents the bibliography of 

evidence of Internet censorship methods and techniques. The author sorts citations 

chronologically by method and delineates them by decade.  
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Table 2. Internet Censorship Methods Taxonomy 

  OSI Model Censorship Methods Example Techniques 
S

h
a

ll
o

w
 P

a
c
k

e
t 

In
sp

ec
ti

o
n

 

Physical Layer 
Internet Shutdowns 

Physical network disconnection 

Data Link Layer 

Logical denial 

Local Network Attacks* 
ARP poisoning DoS 

MAC address filtering 

Network Layer 

IP Address Blocking 

IP address blocklist/allowlist 

IP subnet blocklist/allowlist 

Residual censorship 

Internet Shutdowns 
Routing blackhole 

Routing manipulation 

Resource Exhaustion Network DDoS 

Transport Layer 

Port Blocking 

Port blocklist/allowlist 

TCP/UDP/QUIC manipulation 

Residual censorship 

BGP Attacks and Disruption 

BGP hijacking 

AS path forgery 

BGP collusion attack 

Bandwidth Throttling 

Indiscriminate throttling 

D
e
e
p

 P
a

c
k

e
t 

In
sp

e
c
ti

o
n

 

Session, Presentation, 

and Application Layers 

DPI latency injection 

Traffic shaping/policing 

Quality of Service (QoS) 

DNS Tampering 

DNS blocklist/allowlist 

DNS cache poisoning 

DNS hijacking 

DNS transparent proxy 

Protocol/Application 

Content Filtering 

URL blocklist/allowlist 

HTTP web content matching 

Keyword filtering (FTP, SMTP, IMAP, etc.) 

TLS-based Filtering 

SNI blocklist 

MITM Attack 

Application targeting 

Resource Exhaustion Application-layer DDoS 

Computer Network Attack Offensive cyberspace operations 

Protocol/Application 

Fingerprinting 

Protocol or application blocking 

Active probing 

T
ra

ff
ic

 

B
e
h

a
v
io

r
 

A
n

a
ly

si
s 

Encrypted traffic analysis* 

Pattern/heuristic matching* 

*No published examples of nation-state censorship use, as of 2021 
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Internet censorship occurs using a broad spectrum of methods and activities. Some nations have 

shown an increased willingness to use Internet shutdowns to achieve their goals. The effects of 

communication disconnection are overt and obvious to the user population. Other countries seek 

to minimize economic collateral damage from overblocking and use more targeted techniques to 

deny "objectionable" content. Some authorities wish to conceal the fact that they are censoring 

content and turn to techniques such as TCP-level reset packets or bandwidth throttling. In these 

cases, users may simply believe they are experiencing poor network service, increasing Internet 

measurement research's difficulty in detecting censor activity and changes over time.  

Additionally, as end-to-end encrypted (E2EE) messaging services gain popularity for their 

security and privacy properties, censoring nation-states have demonstrated an increased 

willingness to target these protocols with existing methods and more advanced protocol 

fingerprinting techniques. The proliferation of ETA tools or next-generation firewalls (NGFWs) 

that can block applications such as Signal or Tor Browser may represent a new threat to private 

communication methods.  

 

Foundational improvements in Internet architecture can reduce censor abilities on a broad scale. 

For example, a primary means of TLS-based blocking occurs when a censor targets the hostname 

of a website within the unencrypted SNI extension of a TLS header. The IETF has a draft RFC 

for an Encrypted ClientHello (ECH) to be implemented into the TLS standard [366]. If ratified 

and implemented in web servers across the Internet, ECH may eliminate an entire class of censor 

method. When Cloudflare attempted to deploy its own encrypted SNI (ESNI), China blocked all 

TLS 1.3 traffic that had ESNI in 2020 [50]. If ECH becomes the global standard for TLS 

connections, censors will be forced to either upgrade or eventually be left behind.  

 

Censorship circumvention has historically been characterized as an "arms race" or cat-and-mouse 

game. Developers of anti-censorship software discover novel ways to evade censor methods, and 

motivated censors respond with countermeasures to thwart circumvention efforts. Manual 

discovery may take months or years, while more recent efforts have been put forward to 

automate evasion strategy discovery [55]. However, as discussed in §4.5, many censors have 

resource or political willingness constraints. A country may be willing to implement a censorship 

regime knowing that determined users will get around their blocking and be content in knowing 
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that the majority of the Internet user population will not have access to denied content. On the 

whole, censors are constrained by the fundamental protocols that allow the Internet to operate as 

a network of networks. The Internet Censorship Methods Taxonomy scopes the problem space 

for anti-censorship software developers by characterizing what censor methods and techniques 

are possible. Future work may involve assigning metrics to assess a software tool's ability to 

counter particular censor methods. This would allow for objective comparison between the 

capabilities of different anti-censorship software.  

 

  



 

109 

 

Table 3. Citations of evidence of Internet censorship methods (by decade) 

Censorship Method References 

 2020-2023 2010-2019 2000-2009 1990-1999 

     
Internet Shutdowns 

 

 

 

[136,480,380,342,188,39

5,277] 

[433,196,398,99] - - 

IP Address Blocking 

 

 

 

[342,44,487,124,494,52,3

16,362,12,413] 

[317,289,404,462,433,14

2,6,71,451,394] 

[335,105,484,86,115] - 

Port Blocking 

 

 

 

[44,124,52,316] 

 

[433,6,420] 

 

- 

 

- 

Computer Network Attacks 

and Resource Exhaustion 

 

 

 

[240,49,51,431,270] [433,279,6,106,104,99,34

,267] 

[87,299,81] - 

BGP Attacks and 

Disruption 

 

 

 

[89,342,223,277] [300,6,43] [371,436] - 

Bandwidth Throttling 

 

 

 

[489,505] 

 

[433,32,23] 

 

- 

 

- 

DNS Tampering 

 

 

 

[44,195,204,193,203,229,

342,257,40,494,403,316,

54,362,12,28,53,413] 

[317,497,73,349,462,226,

452,131,390,433,4,232,4

53,179,71,247,24,27,32,3

06,7,451,26,116,143,481,

486,394] 
 

[335,105,268,86,477,11

5] 

- 

Protocol/Application  

Content Filtering 

 

 

[195,360,193,229,51,467,

253,403,316,54,463,358,

362,12,53,413,463,485] 

[447,317,497,102,462,22

6,468,433,4,453,179,6,71

,247,100,32,306,451,143,

486,394,345] 
 

[105,97,87,86,477,115] [75] 

TLS-based Filtering 

 

 

 

[204,487,360,193,51,467,

229,489,124,56,385,494,

50,403,357,12,413,39] 
 

[167,72,447,317,343,433,

6,237,83,32,475] 

- - 

Protocol/Application 

Fingerprinting 

 

 

[195,488,494,53,14] [462,117,234,344,433,14

2,449,127,460,128,207,3

2,475]  

- - 
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4.6 Summary 

The Internet has surpassed television, print media, and radio in terms of media influence and has 

become one of "the irreplaceable elements of our lives since the 2000s." [112]. Accordingly, a 

growing number of authorities across the globe in many jurisdictions apply censorship to online 

communications. Understanding how censors implement content filtering, throttling of 

connections, or Internet shutdowns is crucial for researchers, policymakers, and practitioners 

implementing Internet protocols. A detailed analysis of the problem space also benefits 

developers of anti-censorship software, who provide users with a means of circumventing undue 

censorship where it happens.  

 

This chapter presents a taxonomy of Internet censorship methods derived from a systematic 

literature review and analysis of Internet technologies. The survey systematizes the technical 

means censors implement, outlined by the legal and social circumstances in which they have 

occurred over the past three decades. This work lays the groundwork for future research 

endeavors in Internet design, Internet measurement studies, and online censorship circumvention.  
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CHAPTER 5: A WORLDWIDE VIEW OF NATION-STATE INTERNET 

CENSORSHIP 7 

5.1 Background 

5.1.1 Overview 

Nation-states impose various levels of censorship on their Internet communications. As access to 

Internet resources has grown among the global population, some governments have 

demonstrated an increased willingness to filter content, throttle connections, or deny access to 

Internet resources within their sphere of influence. Researchers, policymakers, and civil liberty 

advocates need an understanding of the technical means that Internet censors implement. This 

chapter presents a worldwide view of nation-state Internet censorship derived from Internet 

measurement data and prior research. The author performed a cross-sectional study of 70 

countries during a one-year period, illuminating current online censorship trends. The author 

then conducted a systematic study of prior work to illustrate if and how those same countries 

performed censorship over the past two decades. This chapter's research contributions are three-

fold: (1) a snapshot of current and emerging Internet censorship methods around the globe, (2) a 

holistic view of changes in censorship trends over the past two decades as the Internet has 

become a primary means of human communication, and (3) a novel research framework to allow 

for ease of continual analysis. 

5.1.2 Introduction 

The Internet has become one of the most significant communication mechanisms in human 

history. In terms of media influence, it has surpassed television, print media, and radio [112] and 

is a routine aspect of daily life for millions of people globally. However, some nation-states 

impose censorship on Internet communications within their sphere of influence. Irrespective of 

the motivation behind Internet censors — ideological, autocratic, legal, social, or otherwise — 

 
7  Preliminary results of the study in this chapter were presented at AvengerCon VII [282] and the Purdue CERIAS 

Security Symposium [285]. A paper based on this chapter was also published in the proceedings of the Free and 

Open Communications on the Internet (FOCI) workshop at the Privacy Enhancing Technologies Symposium 

(PETS) [286].  
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Internet censorship research is a broad interdisciplinary endeavor, with emphasis on explaining 

how online censorship occurs. 

 

Several research communities focus on Internet censorship problems. Internet measurement 

research often characterizes traffic filtering and manipulation at scale. Reports tend to be 

published after notable historic events, or when countries make overt changes to their censorship 

practices and capture public attention.  Privacy-enhancing technology groups often develop anti-

censorship software to allow users in censored areas to circumvent barriers to accessing 

information. Sociologists and political scientists study the effects of censorship on populations of 

people. Less traditional works — such as reports produced by advocacy organizations — 

document instances of Internet shutdowns and blocking of online platforms. Other researchers 

publish case studies of specific nations, highlighting the government's actions and 

contextualizing the censorship geopolitically. While each individual contribution is valuable, 

these works struggle to characterize trends in Internet censorship globally. The narrow scope of a 

case study only shows the experience of one country or region, for a limited time period. Few 

works provide global insights over multi-year measurement periods.  

 

This chapter fills this gap by providing a worldwide representative view of Internet censorship 

methods. By drawing from several research communities and disciplines, the author provides a 

more holistic view of the technical measures used by nation-states in a modern context and 

historically over the past 20 years. 

 

The research contributions of this study are three-fold: (1) First, the author conducted a cross-

sectional study of 70 countries during a specified period of one year. The author used the same 

countries surveyed in the Freedom on the Net (FOTN) annual report by Freedom House [163] to 

ensure global representation across the continents. Diverse datasets showed how Internet censors 

deny access to information resources and communication mediums. (2) Second, the author 

analyzed prior work to illustrate historical censorship methods from these same nation-states 

over the past 20 years. The results of the analysis illustrate trends in Internet censorship and 

changes in Internet censor methods over time. For example, the author observed that most 

censors are seemingly willing, and in fact continue, to use "old" filtering methods, even though 
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they are easy to bypass.  And increasingly, governments deliberately perform total Internet 

shutdowns to achieve their censorship goals. (3) Finally, the methodology presented offers an 

easily reproducible framework for continuous reporting and studying of worldwide censor 

activity. 

5.1.3 Nation-state Internet Censorship 

The authorities of some countries go to great lengths to deny their citizens free and open access 

to Internet resources. Nation-state Internet censorship is generally characterized as either 

centralized or decentralized in nature. Centralized censorship often occurs on government-

controlled infrastructure. In some nations, there are few (or only one) Internet Service Providers 

(ISP) or cellular carriers for users to choose from. When the state owns the infrastructure and 

controls Internet routing, filtering "objectionable" material or limiting access is more 

straightforward. The People's Republic of China is the most cited example of centralized 

censorship [337,203,253,467,56,505,50,374,450,269,279,128,127,250,249,486,335,268,87,508]; 

their censorship apparatus is known as the "Great Firewall of China." Other examples include 

small countries with limited access to transnational fiber switching. Syria, which only has one 

government-controlled autonomous system (AS) [71], can uniformly implement technical 

censorship measures across its population.  

 

In contrast, decentralized censorship tends to result in fragmented implementation. Websites 

available in one region may be denied in another. Examples of decentralized censorship regimes 

are the Russian Federation [362,487] and India [184,403,497]. Authorities in these nations 

legally compel private-sector service providers to perform web filtering, throttling, or shutdowns. 

Technical implementations may vary widely between corporations, resulting in a patchwork of 

censorship. The author will refer to any entity that manipulates network traffic for the purposes 

of censorship a "censor" throughout this paper. While Freedom House's data shows an 

overarching continual reduction in global Internet freedom overall, some nations have scaled 

back censorship efforts, such as Myanmar from 2012-2019 [342], The Gambia from 2017-

present [155], and Saudi Arabia from 2017-present [12].  
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5.1.4 Summary of Censor Methods 

Internet censors use a variety of technical means to deny access to Internet resources. A crude 

and straightforward method is an Internet shutdown. Feldstein defines Internet shutdowns as 

"activities undertaken by states to intentionally restrict, constrain, or disrupt Internet or electronic 

communications within a given geographic area or affecting a specific population in order to 

exert control over the spread of information, within a timebound period" [135]. Shutdowns can 

be accomplished by physically disconnecting cable links, logically segmenting network traffic, 

or manipulating routing tables to ensure traffic does not reach its intended destination. Internet-

wide disruptions have occurred when ASes in censoring countries tamper with Border Gateway 

Protocol (BGP) routing advertisements [342,371]. Censors also use bandwidth throttling to limit 

access to particular platforms or media sources [23,489] for a defined time period, sometimes 

during elections or incidents of civil unrest. Throttling can be implemented by injecting artificial 

latency, altering routing paths, traffic shaping, traffic policing, or applying quality of service 

(QoS) algorithms to "undesirable" traffic [304].  

 

For persistent censorship, censors selectively deny content they deem objectionable. Typically, a 

censor observes some characteristic of the network traffic to inform a blocking decision. Censors 

have historically maintained Internet Protocol (IP) address blocklists, tracking servers they wish 

to deny all traffic to or from. Censors also use port blocking — often against transmission 

control protocol (TCP), User Datagram Protocol (UDP), or QUIC transport layer protocols — to 

broadly disallow network packets. Much of the mainstream Internet traffic today is web-based; 

thus, many censorship methods focus on web-based protocols: Hypertext Transfer Protocol 

(HTTP), Domain Name System (DNS), and Transport Layer Security (TLS). When a user 

requests a website, a censor can tamper with the DNS request to serve them a blockpage, redirect 

the user to a different site, or resolve to a non-existent IP address. With web proxies and URL 

filtering software, censors can also deny lists of websites from connecting, sending the web 

browser an HTTP error code or terminating the connection with a TCP reset.  

 

If a censor has deep packet inspection (DPI) capabilities, they can observe the payload content of 

IP packets. DPI enables the filtering of HTTP, File Transfer Protocol (FTP), Simple Mail 

Transfer Protocol (SMTP), and other traffic based on keywords in the content of the 
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communication [446,61,41]. When users request websites protected by TLS, the traffic is 

encrypted so a passive observer cannot read its contents. However, censors can read the plaintext 

Server Name Indication (SNI) extension of a TLS header and block a destination website based 

on it. Finally, censors with more advanced capabilities use protocol fingerprinting techniques to 

identify particular protocols, applications, or other encrypted packets based on traffic patterns — 

and subsequently block associated traffic [383,400]. 

5.2 Methodology 

The author used a mixed methods (quantitative and qualitative) approach to data collection in 

this study. Data from the 2021 FOTN report served as a foundation for analysis8, scoping the 

project while ensuring global representation. The author assessed all 70 countries from the 

FOTN report using the framework produced by this study. The author used the Internet 

censorship methods from the taxonomy in Chapter 4 to ensure comprehensive coverage of 

techniques.9 The taxonomy elements in the framework are those summarized in §5.1.4 above. 

5.2.1 Data Sources 

To begin the analysis, the author used quantitative data from Internet measurement sources to 

determine Internet censor actions in each country during the report's timeframe (June 01, 2020 to 

May 31, 2021). The author used the report's timeframe as the measurement period for the study 

so the outputs align with FOTN's qualitative conclusions. The author extracted data from the 

following sources: 

 

• OONI. The Open Observatory of Network Interference (OONI) [143] performs over a dozen 

Internet measurement tests for censorship in over 200 countries using crowdsourced data from 

software probes they distribute, and ingest tens of millions of data points monthly. The 

"web_connectivity" test provides detection mechanisms for DNS tampering, TCP/IP blocking, or 

blocking by a transparent HTTP proxy.   

 
8  While the 2022 report has since been published, it did not exist at the time of this analysis. 
9  The author chose not to include "Resource Exhaustion" (e.g., DDoS attacks) and "Computer Network Attack" 

from the Internet censorship methods taxonomy in this framework because those methods target resources outside of 

the censor's sphere of influence, to deny access to all Internet users. This study focuses on nation-state censorship 

against each nation's citizenry. The author also combined IP blocking and port blocking into one category.  



 

116 

 

 

• Censored Planet. Censored Planet provides a web-based dashboard to display the results of 

their Internet censorship detection. The platform utilizes various passive remote measurement 

techniques in more than 200 countries. This combination of tools includes: (1) Auger [348] uses 

TCP/IP side channels to measure reachability between two Internet locations without the use of a 

vantage point, (2) Satellite [390] uses public DNS resolvers to compare how popular webpages 

are resolved to determine where interference happens, (3) Quack and Hyperquack [358] use 

Echo and Discord servers to detect deep packet inspection (DPI) blocking for HTTP and HTTPS 

traffic.  

 

• Internet Society Pulse. Internet Society Pulse curates information about Internet shutdown 

events occurring around the world and analyzes their economic and human impact. Data from 

their platform shows time-based network disconnections executed by authorities in the studied 

countries [217]. 

 

• Access Now. Access Now is a non-profit organization that promotes digital civil rights around 

the world [2]. The #KeepItOn project by Access Now generates an annual report and dataset to 

track Internet shutdowns, social media blockages, and network throttling globally [3].  

5.2.2 Methods 

Journal articles, conference proceedings, and technical reports covering the study timeframe 

filled gaps unobserved by the data sources above, if applicable. IClab [64,316] did not have 

published data for the entirety of the study period dates and was thus excluded. Based on the 

findings, the author filled in the columns and rows of this study's framework (see §5.5.1).  

 

After the cross-sectional portion of the study was complete, the author used a systematic 

literature review (SLR) approach [325] to capture the historical context of censorship methods 

documented outside of the measurement period for each country. The author conjectured that 

presenting historical censorship activities with recent ones would illuminate inter-country and 

global trends. 
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CensorBib [474] was the starting point for SLR citations. CensorBib is an online archive10 of 

selected research papers on Internet censorship maintained by Dr. Philipp Winter [473]; 

nomination submissions are open to the public. The archive captured many of the country-

specific studies from relevant journals and conferences. The author treated peer-reviewed 

journals and conferences as primary data sources, and technical reports and blog postings were 

considered case-by-case when primary sources were unavailable. Rather than surveying select 

journal proceedings, the author searched for country-specific case studies of Internet censorship. 

This study's list of surveyed nations began with the lowest scores on the FOTN 2021 report (“not 

free”) and ended with the highest scores (“free”). Low-scoring countries tended to have the 

highest number of citations, while free nations had few (if any) case studies on their censorship 

practices, with some exceptions.   

5.2.3 Limitations and Delineations  

This study was not intended to measure the quantity or frequency of particular censorship 

methods, only evidence of their occurrence. In pursuing this study's goal of illuminating global 

trends for censor methods, the author consequently loses some granularity. For example, in a 

nation-state with a decentralized implementation of DNS tampering, users served by one AS may 

be unable to access specific websites, while citizens in other regions can because of non-uniform 

distribution or implementation of blocklists nationally. If there is enough evidence of censorship 

in at least one AS, this study's data will reflect the nation in question as using that censor method. 

Additionally, this study's framework does not delineate "censorship leakage" [78], in which the 

blocking decisions made by particular ASes impact users in other countries outside of the 

censor's geopolitical borders.  

 

There are limitations inherent to the use of Internet measurement data. Fletcher and Hayes-

Bircher demonstrated in [149] that remotely measured Internet censorship datasets were less 

likely to contain false positives than subject matter expert (SME) analysis when taken as a whole. 

However, platforms such as OONI have documented records of false positives [358,497]. To 

minimize false positives, the author manually reviewed instances of "confirmed" censorship for 

accuracy. The author considered detected blockpages in OONI data, regardless of censor method, 

 
10  Available at https://censorbib.nymity.ch/  

https://censorbib.nymity.ch/
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as definitive censorship. For Censor Planet data, the author first ensured a URL with an 

"unexpected outcome" had a sufficient sample size from the probe (>30 count) prior to 

consideration. If so, the author then considered the proportionality of suspected blocking 

behavior. If over 50% of attempts resulted in strong indicators (e.g., TCP reset packets), the 

author considered it evidence of censorship. If the majority of attempts resulted in "matches" 

(page loaded correctly) or less clear-cut anomalies (e.g., "content mismatch"), the author did not 

document it as evidence during the cross-sectional study period.  

 

Internet measurement data is also prone to sampling bias; researchers tend to focus on nation-

states that heavily censor content or use advanced techniques to do so. Specific issues arise with 

OONI data, which is crowdsourced from users who download the OONI probe and run the 

software. The data will tend to skew toward countries with a history of censorship, or a sudden 

overt change (e.g., blockpages or social media restrictions) that incentivizes users to participate. 

 

Research publications have limitations and potential for bias as well. Researchers often publish 

Internet censorship papers on "high-profile" offending countries, while certain Western nations 

receive little scrutiny or attention. Examples include China having 35 citations in this study, 

while Costa Rica had zero. A globally representative study (such as this Chapter) helps to 

highlight these gaps in the literature, and point toward important open research questions. 

Without continual effort across the continents to assess censorship activity, reporting may lean 

heavily towards historic offenders and not detect new ones. Articles in the literature also tend to 

focus on key historical events or problems, which may bias researchers' conclusions toward a 

perception of ever-increasing censorship [236] while potentially leaving out nations that make 

progress in reducing censorship. Recent efforts by groups such as OONI and Censored Planet to 

quantitatively highlight emerging censor trends [359,418,332] may help to balance this reporting.  

5.3 Results and Analysis 

5.3.1 The Framework 

The final data and overall results of the study are depicted in Figure 23; citations of evidence 

(2001-2021) are shown in Table 5. The 70 assessed countries are the rows of Figure 23, sorted 
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by lowest to highest FOTN "total score." The column headers are organized into four sections; (1) 

Country name and ISO country code, (2) FOTN scores and status data, (3) Internet censorship 

methods, and (4) notes. 

 

FOTN scoring for obstacles to access, limits on content, and violations of user rights are 

included as columns for each country to provide context to the study's findings. FOTN uses 21 

questions (nearly 100 sub-questions) to determine scoring in each category; the scores are 

summed up to determine a country's total score (100-70 = free, 69-40 = partly free, 39-0 = not 

free).   

 

Internet censorship methods are listed as columns across the top, and are the central element of 

this study. Countries the author found evidence of using a particular method during the 

measurement period are identified with a circle icon. If the censorship method was only 

instituted for a specified period of time (rather than persistent filtering), the author indicated that 

with an unfilled circle icon. If the author encountered anecdotal observations of censorship but 

could not confirm it with quantitative evidence or a prior study, the author marked that country 

with a square icon to mean "unconfirmed."11 These data represent all censor activity during the 

study period. The key in the top right corner of Figure 23 illustrates the shapes representing the 

different categories of evidence cited.  

 

After completing the cross-sectional portion of the study and the SLR, the author illustrated 

historically observed censorship in Figure 23 using an upside-down triangle icon; that is, 

documented censor activity that occurred at some time outside of the study period over the last 

20 years. The "notes" field on the far right includes additional qualitative context for each 

particular country. Historical events (e.g., war, conflicts, elections, civil unrest) often coincide 

with Internet censor activity. Exceptions or further explanations for a particular piece of evidence 

may have been warranted and included in the notes section as well. Table 5 documents all 

citations and evidence of Internet censorship methods by country. 

 

 

11  The author did not report unconfirmed (square icon) censor activity in any totals, discussion, or figures other than 

the framework in Figure 23 and associated citations in Table 5. 
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The framework is notable for its approachability and flexibility. Data collection, visual 

investigation, and quantitative analysis can all be performed using the same document. The 

elements are also modular. For example, suppose a fundamental change is made to a component 

of the Internet protocol suite, revealing a newly viable censorship method. In that case, a column 

can be added to accommodate and track its use. Conversely, a column could be removed if 

changes are made that eliminate an entire class of censorship methods. An example could 

include the introduction of an Encrypted ClientHello (ECH) into the TLS standard. Because 

censors currently rely heavily on the plaintext SNI extension present in TLS 1.3 to target traffic 

for blocking, implementing encryption to obfuscate SNIs might eliminate the "TLS-based 

Filtering" column entirely. This outcome is not a certainty, but the framework could oblige the 

change if it happened. Finally, the framework supports ease of reproducibility. For example, in 

five years a researcher can use the document as a baseline (all data points are historic) and fill in 

only the gap data for the five years of coverage — revealing emerging global trends.  

5.3.2 Analysis and Trends 

Table 4 and Figure 24 are examples of quantitative analyses that can be derived from this study's 

framework. Figure 24 illustrates summary totals of countries that utilize particular censor 

methods. The bottom bars (red) indicate active use during the measurement period, while the top 

bars (pink) show countries that have historically made use of a censor method (but not as of 

2021).  
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Figure 23. Framework for evidence of Internet censorship methods by country 
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Table 4. Percentage of countries that use each Internet censorship method in the framework 

 

Censor Method % During Study Period % All-Time 

Internet Shutdowns 29 40 

IP or Port Blocking 9 30 

BGP Attacks/Disruption 1 11 

Bandwidth Throttling 6 13 

DNS Tampering 24 46 

HTTP/URL/Keyword Filtering 49 69 

TLS-based Filtering 41 44 

Protocol Fingerprinting 6 13 

 

 

In total, 62 of the 70 surveyed nations had some evidence of Internet censorship, during the study 

period or as shown in historical documentation. The most popular censorship method was 

application layer filtering of HTTP content or URLs — over all-time as well as during the study 

period. BGP disruptions were the least utilized method both during the study period and over all-

time. 
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Figure 24. Nation-state censor methods summary 

*Bottom bars indicate countries that censored using a given method during the measurement 

period; Top bars indicate historical evidence of censorship (but not during the measurement 

period). 

 

 

The author also observed a large percentage of nations (41%) leveraging TLS-based filtering 

capabilities against HTTPS traffic. This trend likely occurs because of the widespread adoption 

of TLS encryption. Encrypting HTTP traffic denies censors' ability to filter based on the network 

packet content of a website. Mozilla's telemetry reporting shows 82% of global traffic is HTTPS 

as of October 2021 [263], and adoption has only increased since then. Given this dilemma, 

censors with higher motivation have invested in hardware and software capable of targeting SNI 

in TLS headers of HTTPS requests.  

 

Oddly enough, HTTP-based censorship remains the most utilized censor method (49%), despite 

the proliferation of TLS. This suggests that some censors are satisfied to sponsor content-based 

censorship regimes, despite being ineffective against most web traffic. Some of these 
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governments may not have agencies or individuals that understand the technology thoroughly 

enough to make informed decisions about updating their censorship architecture. There is also 

the reality that some parts of the world are underserved by HTTPS compared to more developed 

nations [214], and older censor methods may continue to work in these countries until system 

administrators update their web servers. 

 

Some censor methods are reflected as mostly historic. IP and port blocking occurred frequently 

in the past (30%) but seldom during the study period (9%, or six countries). These will be 

discussed further in §5.3.3. BGP disruptions were also infrequent — likely because of the nature 

of manipulation of BGP announcements, which impact Internet routing far beyond a nation's 

borders. Two famous examples of actions by nation-states illustrate BGP-based censorship 

attempts [342,371], and both were short-lived. 
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Table 5. Citations for evidence of Internet censorship methods by country 

(Sorted by FOTN ranking, as in Figure 23) 

China 
[333,229,164,498,467,494,40,52,505,72,348,349,127,279,205,128,179,27,319,250] 

[451,475,26,481,106,486,8,345,97,268,87,477,335,202,508] 

Iran [229,333,217,3,124,494,277,40,52,39,53,238,349,348,433,179,32,23,8,23,451,22] 

Myanmar (Burma) [217,3,342,179,233,101,333] 

Cuba [217,3,68,103,338,494,37] 

Vietnam [38,179,105] 

Saudi Arabia [229,12,233,100,451,18,507,105] 

Pakistan [333,217,229,4,306,111,5,247,105,371] 

Egypt [217,69,229,111,179,99] 

Ethiopia [217,3,69,495,418,111,8,433,105] 

United Arab Emirates [333,229,433,179,233,100,8,105] 

Uzbekistan [217,333,494,229,256] 

Venezuela [77,156,179] 

Bahrain [333,229,451,105] 

Russia [333,3,487,489,229,480,362,352,348,179,24,451,157] 

Belarus [217,3,492,111,349,333] 

Kazakhstan [217,3,229,441,40,52,357,111,349,433,179,8,336] 

Sudan [217,348,105] 

Turkey [333,229,348,499,415,111,433,416,9,150,24,451,436] 

Azerbaijan [217,177,333,69,347,233,105] 

Thailand [333,69,176,433,179,233,451,8,106,105] 

Rwanda [288,171,459,356] 

Bangladesh [217,3,69,229,46,451] 

Iraq [217,349,312] 

Cambodia [69] 

Zimbabwe [496] 

Jordan [69,229,313,304,278,394,105] 

Indonesia [349,179,333] 

Libya [331,348,43,99] 

Nicaragua [69] 

India [217,3,69,229,403,189,497,179,451,105,333] 

Uganda [217,3,490,69,491] 

Lebanon [69] 

Sri Lanka [69,217] 

Kyrgyzstan [69,179] 

Morocco [179] 

The Gambia [33,67,144] 

Singapore [69,158,402] 

Malaysia [333,69,179,478,233,451] 

Malawi [125,275] 

Nigeria [10,179,217,326] 

Zambia [351,493] 

Mexico [69,229,219] 

Angola [69] 

Ecuador [69,229] 

Ukraine [333,229] 

Tunisia [8,433,233,105] 

Brazil [448,454] 

Ghana [69] 

Colombia [105,314] 

Philippines [69,433,8,272] 

Kenya [159] 

South Korea [333,69,80,229,423,179,451,105] 

Hungary [69] 

Argentina [334] 

Armenia [69,480,280] 

Serbia [393] 

South Africa - 

Australia [133,365,381,43] 

United States [48,160,321,391,455,457] 

Italy [333,59,5] 

Japan - 

Georgia [419] 

France [179,229,333] 

United Kingdom [229,160,455,348,86] 

Germany [161,457,57,179,394,115] 

Taiwan [201] 

Canada [162,456,43] 

Costa Rica - 

Estonia [330,417] 

Iceland [190] 
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5.3.3 Discussion 

Global Internet censorship has generally increased over the years, with a handful of nations as 

exceptions. In documenting the technical means by which these countries deny access to Internet 

resources, the author illuminated several trends to inform future research.  

 

DPI technologies have long been assumed to be too resource intensive to implement at a national 

scale. This study's data indicates otherwise; an increasing number of countries are willing and 

able to filter application-layer content. The most aggressive censors utilize hybrid approaches 

(Russia) [489], active probing of VPN and anti-censorship services (China) [127,319], and 

allowlisting prior to censorship-in-depth (Iran) [53]. The author also highlights the overall 

increased use of TLS-based blocking, often when a censor targets the unencrypted SNI to deny 

access to particular domains. This entire class of censorship techniques could potentially be 

eliminated by upgrading to an Encrypted ClientHello (ECH) — which is still in IETF draft [366]. 

Encrypted SNI (ESNI) was an earlier attempt to address privacy concerns of SNI targeting but 

faced implementation issues and was only supported by one major web browser, Mozilla Firefox 

[346]. PRC also took the unprecedented step of blocking most ESNI traffic [50]. Firefox has 

since abandoned ESNI in favor of supporting ECH development [220]; ECH will need to be 

widely deployed to ensure the cost of overblocking deters authorities from blocking the newest 

version of TLS.  

 

As end-to-end encrypted (E2EE) messaging services gain popularity for their security and 

privacy properties, censoring nation-states have targeted these protocols with existing methods as 

well as more advanced protocol fingerprinting techniques. The proliferation of encrypted traffic 

analysis (ETA) tools or next-generation firewalls (NGFWs) that can block applications such as 

Signal or Tor Browser may pose a threat to freedom of expression if implemented by a censor. 

Notably, all evidence of censorship in the protocol fingerprinting category came from focused 

individual studies, not from the primary data sources in §5.2.1. As the author demonstrated in the 

data above, DPI was once assumed to be too resource intensive for implementation at the 

national level and has now seen widespread implementation. As end-to-end encryption 
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proliferates and becomes the norm, the author predicts that protocol fingerprinting and ETA 

methods will see increased adoption by the most aggressive Internet censors.  

 

More targeted censorship methods enable regimes to meet their censorship goals while avoiding 

overblocking, minimizing economic collateral damage. Censors may also use sophisticated 

methods because they are more subtle, and deniability that censorship is occurring may avoid the 

political implications of public outcry. At the same time, countries in other parts of the world are 

increasingly willing to use blunt instruments of censorship — often total Internet shutdowns — 

during tumultuous periods of civil unrest or political change (29% of nations during the study 

period, 40% over all time).   

 

The author also observed that nations typically understudied in terms of Internet censorship have 

some level of filtering happening within their borders. Several countries (e.g., Italy, France, 

Estonia, Iceland) use DNS tampering to block content considered illegal (e.g., intellectual 

property theft, gambling, pornography, terrorism, child sexual abuse materials) in their society. 

Some surprising Western examples included when Canada blocked COVID-19 information [456] 

and when police in the United Kingdom turned off WiFi in subway systems during 

environmental activism protests [455].  

 

There are several positive trends for Internet freedom advocates in this study's data. The author 

observed a decline in the use of naive methods such as IP blocklists. This is potentially the case 

for several reasons: (1) difficulty in maintaining blocklists, as IP addresses are often ephemeral, 

(2) collateral damage, as blocking an IP range belonging to a CDN can deny access to large 

swaths of the Internet, and (3) as IPv6 is more widely deployed, the total IP address space grows 

significantly. This observation could be partially distorted based on bias in the literature as 

outlined in §5.2.3. However, in this study the author rarely observed port blocking in use for 

censorship. Typical web traffic occurs on ports 443, 80, and 53, and applications using other 

ports are not necessarily required to follow standard conventions when hosting their services. 

Iran is a notable exception in that it has implemented allowlisting for the three ports mentioned 

above on several occasions, denying access to all others. Another recent study highlighted 

"residual censorship," where censors detect an objectionable connection using one censorship 
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method, then proceed to deny all connections between the two endpoints for a short duration 

using a 3-tuple (client IP + server IP + port) or 4-tuple (client IP + port + server IP + port) [52]. 

Bock et al. observed this renewed, time-based approach to IP and port blocking in China, Iran, 

and Kazakhstan; further research is needed to determine if other nation-states are implementing 

similar functionality into their censorship systems.  

 

Application layer filtering, specifically HTTP content and URL blocking, has also seen a decline 

in effectiveness. The broad adoption of encryption via TLS limits a censor's ability to analyze 

and target packet contents. DNS tampering occurs less often than HTTP-based application layer 

filtering, and several circumvention techniques remain available for DNS-based censorship: (1) 

changing the DNS server a user device submits requests to, (2) using encrypted DNS protocols, 

such as DNS over TLS or DNS over HTTPS, (3) using web proxies that support DNS traffic, 

such as SOCKS5, (4) using VPNs and tunnel-based anti-censorship tools. Detection and 

documentation of censors that block DoT/DoH and QUIC endpoints [40,124] are also points of 

serious consideration for Internet measurement researchers.  

5.4 Summary 

Understanding global trends in Internet censorship can empower researchers, policymakers, and 

civil liberty advocates. While substantial prior work focuses on single-nation or regional 

censorship, the author sought to expand this perspective by providing a worldwide view of 

Internet censorship methods over time. To do this, the author developed a comprehensive 

framework that is approachable and flexible — it allows for easy visual investigation, further 

quantitative analysis, and straightforward updates as new findings emerge. The author conducted 

a cross-sectional study over a one-year period and a historical 20-year survey of 70 countries 

within the framework. This allowed the author to provide unique, data-driven insights into global 

Internet censorship trends and point out interesting directions for future research.  
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CHAPTER 6: DISCUSSION AND FUTURE DIRECTIONS 

6.1 Summary of Contributions 

This dissertation focused on the modeling and characterization of Internet censorship 

technologies. The project promotes a thorough understanding of the threats to Internet 

communications and protocols and informs researchers, censored users, and policymakers who 

support free and open communications.   

 

Chapter 1 introduces the problem domain of censorship from an interdisciplinary perspective. 

Nation-states deny access to particular information based on political, legal, and cultural norms. 

Some censorship actions are widely considered acceptable (e.g., child sexual abuse material), 

while others are seen as violations of international human rights. The world wide web has 

become the primary communications platform for many people and has surpassed other 

traditional media outlets in terms of reach and influence. As a consequence, censorship on the 

Internet has become an important and consequential area of concern.  

 

Chapter 2 outlines the existing literature on Internet censorship from multiple research 

communities. Internet measurement researchers observe how the Internet functions from a 

technical perspective, and a subsection of those focus on the collection of evidence of censorship 

online. Some advocacy organizations document instances of Internet shutdowns and blocking of 

online platforms to promote Internet freedom. Political science and sociology researchers study 

the effects of censorship on populations of people. Privacy-enhancing technology and anti-

censorship developers design software to circumvent censorship where it happens, according to 

varied threat models. The author draws on these data as a foundation for several studies. The 

author also proposes three categories for researchers to organize deployed anti-censorship tools: 

access-focused, privacy-focused, and incidental.  

 

Chapter 3 presents a reference model for Internet censorship technologies. The model serves as a 

descriptive, conceptualized representation of censorship systems. The model is depicted 

graphically and consists of three functional components: censor assessment, decision 
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enforcement, and data processing. It can serve as a pedagogical tool as well as a point of 

comparison among system designs. The model is presented so experts and non-specialist 

stakeholders can benefit from it. The descriptive knowledge of the model is validated by an 

iterative methodology using the outcomes of the studies in Chapters 4 and 5.  

 

Chapter 4 offers a survey of Internet censorship methods. The author uses a systematic literature 

review methodology to comprehensively survey the literature for the methods used by Internet 

censors, which must operate within the limitations of the protocols that make the Internet 

function as a network of networks. The survey systematizes the technical means censors 

implement, outlined by the legal and social circumstances in which they have occurred over the 

past three decades. The outcome of the study is a comprehensive taxonomy of Internet censor 

methods, available in §4.5.  

 

Chapter 5 presents a worldwide view of nation-state Internet censorship. Using a mixed methods 

(quantitative and qualitative) approach, the author constructs a research framework for 

documenting nation-state Internet censor activity. The sample countries investigated were 

globally representative, enriched with qualitative data from Freedom House’s annual Freedom on 

the Net report, and informed by the taxonomy in Chapter 4. A cross-sectional study using data 

from Internet measurement sources exposes current censor activities. A systematic review then 

highlights historical censor activities from the same nations over the past 20 years. The author’s 

research outcomes from this study are three-fold: (1) a snapshot of current and emerging Internet 

censorship methods around the world, (2) a holistic view of changes in censorship trends over 

the past two decades as the Internet has become a primary means of human communication, and 

(3) a novel research framework to allow for ease of continual analysis.  

6.2 Future Work 

Internet censorship is a dynamic and consequential topic of study; the values of the people 

involved determine what information is objectionable or worthy of being censored. When 

governments exceed what is perceived as acceptable censoring and deny access to free and open 

information, others will promote ways to circumvent the censorship. This paradigm was true of 

print mediums and continues at an accelerated pace with technological advancements. 
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Understanding how censors implement online content filtering, throttling of connections, or 

Internet shutdowns is crucial for researchers, policymakers, and practitioners implementing 

Internet protocols. 

 

The topics below are areas in need of attention in the field of Internet censorship. They apply to 

research communities and practitioners. Some topics are direct extensions of the work in this 

dissertation, and others are gaps uncovered during these studies.  

 

Granular metrics for anti-censorship evaluation. Chapter 3 presents a reference model for 

Internet censorship technologies. Aside from being a pedagogical tool, the author explores the 

example use case of measuring the effectiveness of an anti-censorship tool's data transformation 

and its impact on a censor's ability to deny access. A future study that assigns sets of quantifiable 

metrics to each element within the functional component of censor assessment would allow for 

an in-depth, technical evaluation of an anti-censorship tool's ability to circumvent current and 

future censor methods. This evaluation framework would benefit funding agencies that want to 

support anti-censorship software projects, providing an objective and evidence-based assessment 

of the tool's capabilities.   

 

Replication studies for evidence of global censorship. Replication of results is a basic 

requirement for scientific integrity. Replication using the research framework presented in 

Chapter 5 would serve two purposes. First, the studies would confirm the reliability of the 

framework if separate researchers could reproduce the same study results given the published 

datasets. Second, performing the study again in several years with the Chapter 5 output data as a 

historical baseline will longitudinally illuminate global trends in Internet censorship methods 

over time.  

 

Standardized formatting for Internet measurement data related to censorship. The studies 

in this dissertation required significant manual analysis. Many dataset sources were required to 

provide coverage of all Internet censorship methods in Chapter 5. Continued collaboration 

between Internet measurement researchers towards a common standardized format would ease 

the burden of manual human analysis and documentation in future studies. Ideally, in the future a 
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researcher could define specific parameters for an investigation and use an automated script or 

software process to produce reports quickly. Reports automatically produced at regular intervals 

would allow the Internet censorship research community to keep track of censor trends 

longitudinally (and more effectively).  

 

Systematization of knowledge of Internet surveillance. Internet censorship and surveillance 

are related but distinct topics. Censorship involves access to information, while surveillance 

addresses privacy problems. This dissertation addresses Internet censorship in-depth, but 

research communities would benefit from the same level of analysis given to Internet 

surveillance. An SoK or taxonomy of Internet surveillance methods would significantly benefit 

researchers concerned with Internet governance.  

 

Encrypted ClientHello (ECH). The author of this dissertation believes that implementing ECH 

into the TLS protocol (and its subsequent deployment to web servers and services worldwide) 

would have a near-term, widespread impact on improving the privacy of all Internet 

communications. TLS is already widely implemented, providing confidentiality to web traffic 

and thwarting content-based censorship methods. ECH and improvements to the TLS protocol 

can potentially eliminate a class of censor methods that take advantage of plaintext server name 

indication (SNI) extensions currently found in HTTPS traffic. The Internet Engineering Task 

Force (IETF) has a draft request for comments (RFC) for ECH — but needs resources and the 

support of developers, security researchers, and industry stakeholders to arrive at the point where 

typical Internet users can benefit from ECH.  
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APPENDIX: DATASETS 

Open Observatory of Network Interference Data 

The OONI data used in Chapter 5 are available at the following URL: 

https://doi.org/10.5281/zenodo.8040694  

 

Censored Planet Data 

The Censored Planet data used in Chapter 5 are available in the web application at the following 

URL: https://dashboard.censoredplanet.org/  

 

Access Now Data 

The Access Now, #KeepItOn data used in Chapter 5 are available in an Excel spreadsheet at the 

following URL: https://doi.org/10.5281/zenodo.8040694  

 

Freedom on the Net Data 

The FOTN 2021 data used in Chapter 5 are available in Excel spreadsheets at the following URL: 

https://doi.org/10.5281/zenodo.8040694  

 

Internet Society Pulse Data 

The Internet Society Pulse data used in Chapter 5 are presented here:  

 

https://doi.org/10.5281/zenodo.8040694
https://dashboard.censoredplanet.org/
https://doi.org/10.5281/zenodo.8040694
https://doi.org/10.5281/zenodo.8040694
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